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FROM THE EDITOR
Min Wu  |  Editor-in-Chief  |  minwu@umd.edu

Publishing Articles in IEEE Signal Processing Magazine

T he 2016 update of Journal Citation 
Report (JCR) was recently released 
by Thomson Reuters. Based on 2015 

citation data for literature within the 
sciences and social sciences, IEEE Signal 
Processing Magazine (SPM) has continued 
to score high in this annual citation study. 
Its journal impact factor in this 2016 
release reached 6.67, the highest ever in 
SPM’s history! It is in the top 1% out of 
more than 250 publications in the electrical 
and electronics category examined by the 
JCR and continues to be the top-ranked 
magazine in the IEEE.

SPM’s sustained success could not be 
possible without the tireless effort from 
our area editors and associate editors on 
both the current team and the teams be-
fore. They work with prospective authors 
to solicit articles on timely topics of broad 
interests, oversee peer reviews, and polish 
the accepted articles until the final stage 
of production. The Publications Board of 
the IEEE Signal Processing Society (SPS) 
initiated an annual recognition to honor 
the contributions of outstanding editors 
and editorial board members. For this in-
augural year, Dr. Fulvio Gini, area editor 
for special issues in 2012–2014, and Dr. 
Gwenael Doerr, area editor for columns 
and forum in 2015–2016, were recognized 
for their outstanding contributions. I ex-
tend my heartfelt congratulations and ap-
preciation to them!

As another essential part of our team, 
senior editorial board members offer vital 
advice. I would like to take this opportunity 

to thank six retiring board members for 
their valuable contributions. We appreci-
ate the prompt and thoughtful feedback 
by Dr. Isabel Trancoso and Dr. Hing 
Cheung So on nearly every proposal for 
special issues and feature articles sent to 
the editorial board; Dr. Pramod Varsh-
ney, Dr. Hamid Krim, and Dr. Patrick 
Flandrin offered constructive input on 
the magazine’s policy and potential top-
ics; Dr. Z. Jane Wang took the lead in 
organizing a wonderful pilot of a feature 
articles cluster—the May 2016 issue on 
brain analytics, allowing the magazine to 
develop a synergistic option between fea-
ture articles and a special issue. Thanks 
also go to two retiring area editors, Dr. 
Wade Trappe and Dr. Gwenaël Doërr, for 
their contributions to special issues and 
columns, respectively, and a warm wel-
come to Dr. Douglas O’Shaughnessy as 
our new area editor for special issues.

By far, the most important part of any 
successful publication is the authors, who, 
in our case, also include the guest editors 
proposing and organizing special issues 
and article clusters or series. They are the 
heroes behind the magazine’s sustained 
high impact.

When welcoming authors from around 
the world, we note that many initial sub-
missions often have to be declined for 
being out of scope, because our magazine is 
very different from other publications that 
focus on reporting new research results. 
Instead, SPM publishes tutorial-style 
surveys, overviews, and column articles 
of interest to the broad signal processing 
professionals and related communities. We 
do not consider papers proposing brand 

new algorithms that have not been suf-
ficiently examined by the technical com-
munity, and these types of articles should 
be sent to journals. Articles also need 
to be written in an accessible style for a 
audience broader than experts only, using 
visually appealing illustrations and keep-
ing mathematical equations and symbols 
to a minimum.

We strongly suggest prospective au-
thors read SPM’s online “Information for 
Authors” [1] and refer to recently published 
articles in the magazine for examples. Be-
fore working on a full-length feature ar-
ticle or organizing a special issue/section 
on a central theme of sufficient technical 
interests and maturity, authors should first 
prepare a short proposal as outlined in the 
author guide. Complementing feature 
articles and special issue articles in each 
issue are shorter articles in columns and 
forums on a wide range of topics in signal 
processing, and they are divided in cat-
egories with different objectives and style. 
Authors wishing to submit an article or a 
proposal are encouraged to contact me or 
the respective area editor. We look forward 
to working with you and hope that you 
consider SPM as your top choice in which 
to publish when you have source material 
in the magazine’s scope and style.  

Reference
 [1] IEEE Signal Processing Magazine: Information for 
Authors. [Online]. Available: http://signalprocessing-
society.org/publications-resources/ieee-signal-
processing-magazine/information-authors-spm
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PRESIDENT’S MESSAGEPRESIDENT’S MESSAGE

Meeting the Needs of Our Members 

T he purpose and face of professional 
associations and their memberships 
are ever-evolving, posing a set of 

challenges that are equal parts daunting 
and exciting. The IEEE Signal Process-
ing Society (SPS), in particular, faces 
unique circumstances as our organiza-
tion changes rapidly because of the tech-
nologies we support. Keeping up can be 
a challenge, but our dedicated volunteers 
and staff work aggressively to ensure 
that the SPS stays in the forefront in 
offering world-class benefits as nimble 
as signal processing itself.

We have more than 17,000 members 
in our vibrant community, spanning 
more than 120 countries and countless 
fields, technical interests, professions, 
and career stages. Each individual’s 
needs are different. How do we attract 
and engage our growing population of 
student and young professional mem-
bers, while still serving and honoring our 
mid-to-late-career and retired members? 
How do we manage all of that and still 
act as a signal processing resource to the 
general public? And how do we support 
members—and nonmembers—across 
all of these areas without compromising 
value among one, or all, of these groups? 
Offering valuable, flexible benefits is 
key to engaging members early and also 
by offering products, services, and ben-
efits that will carry them through every 
stage of their careers.

Our population of student and 
graduate student members is growing 
rapidly—student members alone are up 
more than 69.0% since 2014—and figur-
ing out how to serve this demographic has 
been a learning experience. It is critical to 
serve this audience and prove the value of 
SPS membership so as to ignite and retain 
interest for longtime member loyalty. 
Research shows that, in professional asso-
ciations, these groups (categorized mostly 
as millennials) prioritize networking and 
job opportunities as member benefits as 
they begin their careers. That is why the 
SPS Student Career Luncheon, launched 
in 2013, is such an important event for our 
Society. Originally launched at ICASSP, 
the event connects our younger mem-
bers with representatives in industry to 
explore job opportunities in signal pro-
cessing. Since its inception, it has been 
attended by hundreds of students and is 
now expanded to all major SPS confer-
ences, e.g., ICASSP, ICIP, and GlobalSIP. 
As this demographic continues to rise, 
we hope to further broaden our efforts 
to include virtual components that will 
facilitate networking and job opportu-
nities to a larger audience who may not 
have access or resources to attend confer-
ences in-person. 

Once these younger members begin 
to network and are hired for these sought-
after jobs, we must continue to foster 
their professional growth and make 
sure the Society remains relevant to 
their successes. Studies  suggest mem-
bers in the middle of their careers are 

focused on establishing themselves 
professionally, prioritizing professional 
development, technical and industry 
information, and  continuing educa-
tion. To that end, in June of this year, 
we launched the highly anticipated SPS 
Resource Center. Previously known 
as SigView, the SPS Resource Cen-
ter (http://rc.signalprocessingsociety.
org) is our online hub of tutorials, confer-
ence recordings, educational content, and 
more, all offered at varying price points 
for IEEE Members and non members and 
SPS members. It is our goal that, as the 
resource center expands, it will become 
an all-purpose signal processing educa-
tion powerhouse with webinars and com-
prehensive continuing education offerings 
to benefit our members. Paired with 
our conferences, workshops, Seasonal 
Schools program, and newly established 
networking events geared toward young 
professionals, we’re looking ahead to 
provide a multifaceted professional devel-
opment experience for members across 
varying demographics.

As members’ careers begin to wind 
down and eventually edge into retire-
ment, their needs and wants from SPS 
membership have evolved from what 
they were during their first years with 
the Society. Mid-to-late- and postca-
reer members want to remain active 
and involved in SPS and enhance their 
knowledge about signal processing but 
aren’t necessarily seeking the same 
 benefits tailored for newcomers. They 
turn to SPS for more networking, valuable 

Rabab Ward  |  SPS President |  rababw@ece.ubc.ca 
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industry information and research, as 
well as recognition through our awards. 
Their resumes are already built, and they 
already know the value of SPS member-
ship and its impact on their careers. As a 
result, many feel compelled to give back to 
the Society in volunteer positions, acting 
as ambassadors who serve for the benefit 
of future generations of members. This 
loyal demographic is the one that must be 
built and nurtured from the early stages, 
setting examples as SPS success stories.

Despite our successes, we recognize 
areas for growth and improvement for our 
diverse membership within all of these 
stages. How do we make our Society—
and, thus, our field—more inclusive for 
women, and how do we promote and 
support their participation? What are 
industry members seeking out of SPS 
membership? How can we embrace and 
engage the general public in meaning-

ful discourse about the impact of signal 
processing? How do we not only recog-
nize diversity but implement services 
and practices to encourage it? We have 
taken small steps—we’ve expanded the 
Women in Signal Processing Luncheon 
to take place at all major SPS conferences 
and have been proactive in an external 
outreach to increase public visibility and 
awareness of signal processing fields. 
With our collective knowledge, impact, 
and reach, we really have the power 
to better serve all of these groups and 
change the world together. 

There is no “one-size-fits-all” approach 
to membership in any professional asso-
ciation, and SPS volunteer leadership and 
staff work daily to develop and imple-
ment programs and tools to benefit and 
serve our diverse member base from the 
onset of their careers to the end. Gener-
ally, we have relied on more traditional 

avenues, such as high-ranking publica-
tions and conferences around the world, 
to serve our members. As a result, we’ve 
established a global community, with indi-
viduals acting as resources for one another 
and to the Society. Our role is evolving, 
though, and we look forward to building 
the SPS member experience to be an all-
inclusive resource for meaningful lifelong 
success for members, for the Society, and 
for humanity.

We encourage you to let us know 
how we can better serve you. If you have 
ideas, suggestions, or would like to help 
us identify solutions to best provide for all 
members, please contact me at rababw@
ece.ubc.ca. 

SP
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READER’S CHOICE

Top Downloads in IEEE Xplore

E ach “Reader’s Choice” column fo-
cuses on a different publication of 
the IEEE Signal Processing Society 

(SPS). This month we are highlighting 
articles in IEEE Transactions on Sig-
nal Processing.

IEEE Transactions on Signal Pro-
cessing covers theory, algorithms, perfor-
mance analyses, and applications of 
techniques for the processing, understand-
ing, learning, retrieval, and extraction of 
information from signals. The term signal 
includes audio, video, speech, image, 
communication, geophysical, sonar, radar, 
medical, and musical signals. Topics of 
interest include information processing 
and the theory and application of filtering, 
coding, transmitting, estimating, detecting, 
analyzing, recognizing, synthesizing, 
recording, and reproducing signals.

This issue’s “Reader’s Choice” col-
umn lists the top ten articles most 
downloaded for the past year at the time 
of the print deadline. Your suggestions 
and comments are welcome and should 
be sent to the Associate Editor Michael 
Gormish (gormish@ieee.org).

A Tutorial on Particle Filters for 
Online Nonlinear/Non-Gaussian 
Bayesian Tracking  
Arulampalam, M.S.; Maskell, S.; 
Gordon, N.; Clapp T.
This paper reviews optimal and subopti-
mal Bayesian algorithms for nonlinear/
non-Gaussian tracking problems, with a 

focus on particle filters. Variants of the 
particle filter are introduced within a 
framework of the sequential importance 
sampling algorithm and compared with 
the standard extended Kalman filter.

February 2002

K-SVD: An Algorithm for Designing 
Overcomplete Dictionaries for 
Sparse Representation
Aharon, M.; Elad, M.;  Bruckstein, A.
K-SVD is an iterative method that alter-
nates between sparse coding of the 
examples based on the current diction-
ary and a process of updating the dic-
tionary atoms to better fit the data in a 
computationally efficient manner.

November 2006

Spatially Common Sparsity- 
Based Adaptive Channel 
Estimation and Feedback for
FDD Massive MIMO
Gao Z.; Dai, L.; Wang, Z.; Chen, S. 
This paper proposes a spatially com-
mon sparsity-based adaptive channel 
estimation and feedback scheme for 
frequency division duplex based mas-
sive multiple-input, multiple-output 
systems, which adapts training over-
head and pilot design to reliably esti-
mate and feed back the downlink 
channel state information with signifi-
cantly reduced overhead. The paper 
includes design philosophy, theoretical 
performance bounds, and simulation.

July 2015
Digital Object Identifier 10.1109/MSP.2016.2601653
Date of publication: 4 November 2016
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Zero-Forcing Methods for 
Downlink Spatial Multiplexing
in Multiuser MIMO Channels
Spencer, Q.H.; Swindlehurst, A.L.; 
Haardt, M. 
This paper presents two closed-form con-
strained solutions to the capacity problem 
and the power control problem. The first 
solution, block diagonalization, is a gen-
eralization of channel inversion when 
there are multiple antennas at each 
receiver. The second, successive optimi-
zation, is a method for solving the power 
minimization problem one user at a time.

February 2004

Bayesian Compressive Sensing
J. Shihao; Xue Y.; Carin, L.
In this paper, a Bayesian formalism is 
employed for estimating the underlying 
signal f based on compressive-sensing 
measurements g. The proposed frame-
work has the following properties: 1) in 
addition to estimating the underlying 
signal f, “error bars” are also estimated, 
these giving a measure of confidence in 
the inverted signal; 2) using knowledge 
of the error bars is used to determine 
when a sufficient number of compres-
sive-sensing measurements have been 
performed; 3) the compressive sensing 
measurements are optimized adaptively 
and, hence, not determined randomly; 
and 4) the framework accounts for 
additive noise in the compressive-sens-
ing measurements and provides an esti-
mate of the noise variance.

June 2008

Matching Pursuits with
Time-Frequency Dictionaries
S.G. Mallat; Zhang, Z.
The authors introduce an algorithm, 
called matching pursuit, that decompos-
es any signal into a linear expansion of 
waveforms that are selected from a 
redundant dictionary of functions. This 
is a truly classic paper cited by thou-
sands over the years that followed.

December 1993

A Generalized Memory Polynomial 
Model for Digital Predistortion
of RF Power Amplifiers
Morgan, D.R.; Ma, Z.; J. Kim; 
M.G. Zierdt; J. Pastalan

In this paper, the authors compare a 
predistortion model to classical meth-
ods of avoiding “spectral regrowth.” 
A new generalized memory polyno-
mial that achieves the best perfor-
mance to date is demonstrated with 
experimental results obtained from a 
testbed using an actual 30-W, 2-GHz 
power amplifier.

October 2006

On the Efficiency
of Far-Field Wireless
Power Transfer
Xia, M.; Aissa, S. 
This paper investigates the power trans-
fer efficiency of the wireless power 
transfer segment in future communica-
tion systems in support of simultaneous 
power and data transfer, by means of 
analytically computing the time-aver-
age output direct current (dc) power at 
user equipment (UE). If opportunistic 
scheduling is performed among N sym-
metric/asymmetric UE, the power 
scaling laws are attained by using ex-
treme value theory and reveal that the 
gain in power transfer efficiency is 
lnN if UEs are symmetric whereas the 
gain is N if UEs are asymmetric, com-
pared with that of conventional round-
robin scheduling.

March 2015

Structured Compressed Sensing: 
From Theory to Applications
Duarte, M.F.; Eldar, Y.C.
In the overview, the theme of this paper is 
exploiting signal and measurement struc-
ture in compressive sensing (CS). The 
primary focus is bridging theory and prac-
tice; that is, to pinpoint the potential of 
structured CS strategies to emerge from 
the math to the hardware. The summary 
highlights new directions as well as rela-
tions to more traditional CS, with the 
hope of serving both as a review to practi-
tioners wanting to join this emerging field, 
and as a reference for researchers that at-
tempts to put some of the existing ideas 
in perspective of practical applications.

July 2011

Improving Wireless Physical Layer 
Security via Cooperating Relays
Dong , L.; Han, Z.; Petropulu, A.P.; 
Poor, H.V. 
This paper addresses secure communi-
cations of one source-destination pair with 
the help of multiple cooperating relays 
in the presence of one or more eaves-
droppers. Three cooperative schemes are 
considered: decode-and-forward (DF), 
amplify-and-forward (AF), and coopera-
tive jamming (CJ).

December 2009
SP
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SPECIAL REPORTS
John Edwards

1053-5888/16©2016IEEE

Signal Processing at the Heart of a Health-Care Renaissance
As people live longer, new technologies promise better and less costly diagnostic services

G lobal life expectancy is rising thanks, 
in no small measure, to advance-
ments in medical diagnostic and 

treatment technologies. According to the 
World Health Organization (WHO), 71.4 
years was the average life expectancy at 
birth of the global population in 2015. 
There is reason to believe that this num-
ber will climb even higher in the years 
ahead as living standards increase, 
access to medical services improves, and 
innovative new health-care technologies 
become available.

On the opposite side of the coin, lon-
ger lifespans pose a serious health-care 
challenge. As more people survive into 
old age, the demand for high-quality 
medical services will almost certainly 
increase. Yet with health-care costs 
already climbing rapidly worldwide, 
governments and other health-care pro-
viders will soon face a sobering choice: 
reduce and/or ration medical services or 
turn to a new generation of medical tech-
nologies that can sustain current service 
levels at an affordable cost.

In some places, the future is already 
here. According to 2014 Japanese gov-
ernment estimates, 33.0% of the coun-
try’s population is above age 60, 25.9% 
are aged 65 or above and 12.5% are 
aged 75 or above. Many other nations, 
particularly in Western Europe, are well 
on the way to posting similar numbers.

Three-dimensional skin
cell imaging
As the world looks for ways of making 
health care both better and more afford-
able, signal processing is playing an 
important role in the creation of a new 
generation of promising diagnostic and 
treatment technologies. In areas such as 
medical imaging, medical device con-
nectivity, and health monitors, signal 
processing is playing 
an essential role in 
technology develop-
ment and operation.

At Stanford Uni-
versity, researchers are 
using signal process-
ing in a technology 
that creates real-time 
three-dimensional 
(3-D) images of indi-
vidual cells in a living 
animal. The technique 
takes viewers deep 
under the subject’s 
skin, showing molecular-level real-time 
details of lymph and blood vessels (Fig-
ure 1). The molecular imaging and 
characterization of tissue noninvasively at 
cellular resolution technique (dubbed Mo-
zart, for short) promises to noninvasively 
allow physicians to detect tumors in places 
such as the skin, colon, or esophagus, as 
well as to view the abnormal blood ves-
sels that signal the initial stages of macular 
degeneration, a leading cause of blindness.

“We developed Mozart over the past 
several years, and we are continuing to 

apply it to study several different mod-
els of human disease,” says graduate 
student Elliott SoRelle, a coresearcher 
on the project with Adam de la Zerda, 
an assistant professor of structural biolo-
gy at Stanford. “We’ve come a long way 
with this project, including the ground-
up development of biocompatible 
nanoparticle contrast agents and rigor-
ous testing and validation of our image 

processing methods.”
The new imaging 

approach builds on 
an existing technique 
for examining live 
tissue buried several 
millimeters under the 
skin. Yet that tech-
nology—optical co-
herence tomography 
(OCT)—isn’t sensitive 
or selective enough 
to resolve images of 
individual cells. Mo-
zart not only images 

single cells but addresses a major chal-
lenge facing diagnosticians: differenti-
ating between types of cells or tissues 
(such as detecting the cancerous cells 
that are beginning to multiply within an 
overall healthy tissue).

In conventional microscopy, scien-
tists have access to agents that latch onto 
and highlight structures of interest and 
provide a view of where they are within 
a cell or body. OCT, however, lacks such 
helpful beacons. The Stanford research-
ers understood that tiny particles—gold 

Digital Object Identifier 10.1109/MSP.2016.2598884
Date of publication: 4 November 2016

As the world looks for 
ways of making health 
care both better and 
more affordable, signal 
processing is playing 
an important role in 
the creation of a new 
generation of promising 
diagnostic and treatment 
technologies.
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nanorods—possessed properties that 
would allow them to serve as visibility-
enhancing contrast agents. Yet they also 
realized that commercially available 
nanorods didn’t produce enough of a 
signal to be detected within a tissue.

The key to solving this problem, 
according to SoRelle, was developing a 
new class of large gold nanorods (LGNRs) 
that would vibrate at low frequencies with-
in a structure of interest. With surrounding 
tissues vibrating at higher frequencies, the 
longer nanorods could perform as highly 
distinctive contrasting agents.

Turning this idea into reality meant 
that the researchers would need to find 
a way of filtering out the LGNRs’ fre-
quencies from the surrounding tissue. 
Addressing this challenge, coresearcher 
and graduate student Orly Liba devel-
oped algorithms specifically designed 
for this task. “Signal processing is essen-
tial to our research,” Liba says.

“As a first step, reconstructing the 
OCT signal from the recorded spectrum 
to the spatial-domain image required per-
forming a nonequispaced Fourier trans-
form, which we implemented as matrix 
multiplication,” Liba explains. “Next, the 
spectral analysis, which is used to detect 
the LGNRs in the tissue, is achieved by 
filtering the recorded spectrum with 
two separated Hann filters and convert-
ing the two results to the spatial domain 
separately.” The researchers also imple-
mented depth dependent gain to com-
pensate for chromatic aberrations.

“The biggest signal processing chal-
lenge,” Liba says, “was finding the best 
algorithm for detecting the tissue-embed-
ded LGNRs, using their distinct spec-
tral characteristics, while maintaining 
a high-resolution image and high detec-
tion sensitivity.” “In order to do this, we 
experimented with several published 
algorithms and ended up using ideas from 

these papers to create our own algorithm, 
which ended up achieving very good 
performance,” Liba says. The research-
ers then tweaked the algorithm to make 
it even more robust to optical aberrations 
and more sensitive to detecting LGNRs.

Using SoRelle’s LGNRs and Liba’s 
algorithms, the researchers solved 
the challenge of detecting specific 
structures within 3-D images of liv-
ing tissues. The team then tested their 
technology by looking inside the ear of 
a living mouse. They watched as the 
LGNRs were absorbed into the lymph 
system and transported through a net-
work of valves. They were then able to 
distinguish between two different size 
LGNRs that resonated at different wave-
lengths in separate lymph vessels, and 
could also distinguish between the two 
nanorods inside the lymph system and 
the blood vessels.

Mozart combines the high resolu-
tion of OCT with molecular and func-
tional information from contrast agents,” 
SoRelle says. “Mozart’s excellent spatial 
resolution and contrast agent detection 
sensitivity could potentially be used to 
improve guided surgery or to detect dis-
eases in their earliest stages, which may 
be clinically advantageous,” he adds.

After proving that the LGNRs can 
be viewed in living tissue, the research-
ers’ next hope is to show that LGNRs 
can bind to specific kinds of cells, 
such as skin cancer or abnormal ves-
sels in early stage macular degeneration. 
Such a technique could be used to learn 
more about how those diseases progress 
at the molecular level and to evaluate 
treatments in individual patients. “Now 
that we have demonstrated Mozart’s ca-
pabilities, we are excited by its numer-
ous future applications,” SoRelle says.

One of the things that excites SoRelle 
most about Mozart is its potential for 
studying fundamental biological pro-
cesses in vivo. “A tremendous amount 
of what we know about how cells func-
tion and communicate with each other 
has been discovered and characterized 
in cultured cells,” he says. “Imagine if 
we could begin to explore those pro-
cesses in real time in the context of liv-
ing, breathing animals rather than on a 
microscope slide.”

FIGURE 1. Stanford University researchers are using signal processing in a technology that creates real-
time 3-D images of individual cells in a living animal. (Image courtesy of Stanford University.) 
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Wireless neural implant 
connectivity
When embedded in a brain, neural 
implants can be used to alleviate the 
debilitating symptoms of Parkinson’s 
disease, give paraplegics the ability to 
move their prosthetic limbs, or alert 
epileptics to an impending seizure. 
Researchers at Singapore’s Nanyang 
Technological University (NTU) 
recently developed a chip that connects 
wirelessly to neural implants, enabling 
more efficient, accurate transmission of 
brain signals (Figure 2).

For prosthetic patients, a neural 
implant is typically connected via 
wires to a computer that decodes the 
brain signals and enables the artifi-
cial limb to move. Yet external wires 
are not only cumbersome but require 
permanent openings into the brain, 
increasing the risk of infections. The 
new chip is designed to resolve both 
of these problems. Project researcher 
Arindam Basu, an assistant profes-
sor at NTU’s School of Electrical and 
Electronic Engineering, says that tests 
on data recorded from animal subjects 
showed that the chip could decode the 
brain’s signal to the hand and fingers 
with 95% accuracy.

Raw neural data can easily amount 
to multiple megabits per second. 

Transmitting this level of data reli-
ably will drain an implant’s battery 
within a matter of hours. Designed 
to be highly power efficient, the chip 
analyzes and decodes data at the 
implant site before compressing the 
results and sending it wirelessly to 
a small external receiver. “We can 
reduce the data rate to tens of kilobits 
per second, increasing the battery life 
a lot,” Basu says.

“The chip consumes ten to 50 times 
less energy than off-the shelf proces-
sors,” Basu says. “We achieved this 
[capability] by adopting a mixed ana-
log-digital processing approach as 
opposed to the fully digital processing 
used in commercial processors,” he 
notes. Most of the processing is per-
formed in analog to reduce energy 
while a small, but critical, fraction of 
computing is accomplished in digital to 
achieve accuracy. “The signal process-
ing algorithm was also chosen carefully 
to suit this approach—a randomized 
neural network, like extreme learning 
machines, was selected where a large 
bulk of the weights or coefficients are 
random and fixed, which can be easily 
implemented in analog without loss of 
accuracy,” Basu says.

The chip is also designed to analyze 
data patterns and detect any abnor-

mal or unusual patterns. “A pattern 
recognizer is quite general and can be 
trained to detect any pattern in a sig-
nal that may have diagnostic value,” 
Basu says. “For example, for epileptic 
patients with medically incurable epi-
lepsy, this chip can be trained to detect 
the electrical onset of epilepsy before 
the clinical onset kicks in.” The capa-
bility can be used to trigger electrical 
stimulators to suppress the seizure and 
can also notify a caregiver about an 
impending seizure. The chip can also 
be used to track arrhythmia patterns in 
electrocardiograms, which are indica-
tive of heart abnormalities.

The researchers opted for a two-layer 
neural network based on “random pro-
jection to higher dimension” in a first 
hidden layer followed by a trainable sec-
ond layer. “As long as input dimension 
D is much larger than the number of 
classes C, the number of multiplications 
in the first layer (DxL) is much larger 
than that in the second layer (CxL) 
where L is the dimension of the hidden 
layer,” Basu says.

“The key observation is that the ran-
dom number multiplications in the first 
layer can be implemented in very low 
energy using analog circuit as opposed 
to traditionally used digital approaches 
(~10–100 times lower),” Basu explains. 
Analog circuits, however, suffer from 
non-idealities such as mismatches or 
statistical variations. “This is not a prob-
lem in the first stage where the weights 
are supposed to be random,” Basu 
notes. “In fact, we exploit the mismatch 
to create the randomness.” However, to 
achieve high accuracies, the research-
ers kept the second stage processing 
in the digital domain, enabling it to be 
separately trained for the particular 
mismatch distribution of every chip. 
“Thus by making a careful choice of 
algorithm and careful partitioning of 
analog and digital computing, we are 
able to achieve high accuracy as well as 
low energy,” Basu says. “Project devel-
opment and testing processes are ongo-
ing,” Basu continues.

Sweat monitor
Many medical professionals view wear-
able sensors as an affordable and highly 

FIGURE 2. Arindam Basu, an assistant professor at NTU Singapore’s School of Electrical and 
Electronic Engineering, holds a low-power chip that connects wirelessly to neural implants. 
(Image courtesy of NTU Singapore.) 
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effective way of monitoring personal 
health. Continuously sampling human 
sweat, which is rich in physiological 
information, promises a convenient, 
informative, and noninvasive monitor-
ing mechanism.

Existing noninvasive sweat bio-
sensors either monitor only a single 
molecule at a time or lack the signal 
processing necessary to compensate 
for temperature effects or interactions 
among different molecules. But a new 
wearable monitoring device, developed 
by University of California, Berkeley, 
researchers, promises to give its wearers a 
fully integrated “perspiration analysis sys-
tem” (Figure 3). Working with counter-
parts at the Stanford University School of 
Medicine, the researchers developed 
a monitor that binds to the skin and 
measures certain sweat metabolites 
and electrolytes. The device can 
also calibrate its readings based on 
skin temperature.

Sweat secretion is a complex pro-
cess, notes project researcher Wei Gao, a 
Berkeley postdoctoral fellow. “Our plat-
form is a powerful tool that can signifi-
cantly advance large-scale and real-time 
physiological and clinical studies by 
facilitating the identification of informa-
tive biomarkers in sweat,” he says. Data 
read by the device 
can be used to alert 
wearers and caregiv-
ers to specific health 
concerns, such as 
dehydration, fatigue, 
and dangerously high 
body temperatures.

Gao feels that the 
new technology ef -
fectively spans the 
gap between signal 
transduction, sig-
nal processing, and 
wireless transmission 
in wearable biosen-
sors by merging plas-
tic-based skin sensors 
with silicon-integrated circuits consoli-
dated onto a flexible circuit board for 
complex signal processing. “Our device 
contains five sensors that can measure 
simultaneously the sweat metabo-
lites (glucose and lactate), electrolytes 

(Na and K ions), and skin temperature,” 
Gao says.

According to Gao, the measure-
ment of Na and K levels is facili-
tated through the use of ion selective 
electrodes. The potential output of 
these sensors is linearly related to 

the logarithm of the 
concentrat ion of 
target electrolytes. 
The resistance-based 
temperature sensor 
is based on metallic 
microwires; higher 
temperatures result 
in higher resistance. 
“Our device can 
real-time measure the 
electrical signals gen-
erated from all the 
sensors,” Gao says.

The device mea-
sures the electrical 
signals generated 
by all of the sensors 

simultaneously. “Signal processing is 
important to average the data and filter 
out noise and interference in the mea-
surements,” Gao says. “More impor-
tantly, it allows us to do the real-time 
compensation and calibration to ensure 

the accurate reading of the sensors,” 
he explains.

“By properly choosing different 
types of signal processing and introduc-
ing real-time system calibration, such 
as temperature compensation, our de-
vice can provide very stable readings,” 
Gao says. “In addition, the independent 
and selective operation of individual 
sensors is preserved by electrically de-
coupling the operating points of each 
sensor’s interface.”

Gao says that the project’s next step 
is performing population-level studies. 
“Sweat contains physiologically rich in-
formation about what’s happening in the 
body, with many different substances, 
from electrolyte ions and metabolites 
to protein molecules,” Gao notes. “The 
same platform can be exploited or re-
configured for in-situ analyses of other 
biomarkers within sweat and other hu-
man fluid samples to facilitate person-
alized and real-time physiological and 
clinical investigations.”

Author
John Edwards (jedwards@john
edwardsmedia.com) is a technology writer 
based in the Phoenix, Arizona, area.

SP

Flexible Sensor Array

Wireless Flexible PCB

Smart Wristband

FIGURE 3. A new wearable monitoring device, developed by the University of California, Berkeley, 
researchers, promises to give its wearers a fully integrated “perspiration analysis system.” 
(Image courtesy of University of California, Berkeley.)  

The new technology 
effectively spans the 
gap between signal 
transduction, signal 
processing, and wireless 
transmission in wearable 
biosensors by merging 
plastic-based skin sensors 
with silicon-integrated 
circuits consolidated
onto a flexible circuit 
board for complex
signal processing. 
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FROM THE GUEST EDITORS
John H.L. Hansen, Kazuya Takeda, Sanjeev M. Naik, 

Mohan M. Trivedi, Gerhard U. Schmidt, 
and Yingying (Jennifer) Chen

The invention of the automobile has 
transformed how people live, work, 
and interact in society. Today, with an 

ever-increasing number of in-vehicle 
options/activities, as well as the increas-
ing demands being placed on the driver, 
vehicle platform, and transportation 
infrastructure, more is being asked of 
engineers, designers, scientists, and 
transportation specialists. Signal pro-
cessing is playing an increasingly sub-
stantial role in this domain, including 
such general topics as monitoring driver 
distraction, vehicle 
lane/control detec-
tion/tracking, driver 
assistance through 
autonomous plat-
forms, and vehicle 
infrastructure support 
and planning/moni-
toring. The diversity 
of these problems requires a more collab-
orative effort from engineers and scien-
tists in a diverse set of specialties. The 
impact to society is massive, including 
such broad aspects as 1) safety, 2) com-
merce (i.e., sales and support/mainte-
nance of vehicles), 3) energy costs (i.e., 
fossil fuel consumption, etc.), and 4) 
population mobility for effective traffic 
management. How will signal process-
ing advance today’s vehicles into 
“smart” cars that are able to think and 
contribute to the task of operating a 

vehicle? What safety concerns are there 
in moving from a 100% driver-controlled 
vehicle, to driver assistive technologies 
(e.g., cruise control, assistive braking, 
lane-departure monitoring, etc.), to full 
autonomous driving? Many new and 
emerging challenges arise and need to be 
addressed in collaborative ways.

This special issue provides a venue 
for summarizing, educating, and sharing 
the state of the art in signal processing 
applied to the domain of automotive sys-
tems. Due to the significance of this topic 

from both an engineer-
ing/technology as well 
as a global society
perspective, this spe-
cial issue of IEEE 
Signal Processing Ma-
gazine will appear in 
two parts (part 1 is 
the current issue, and 

part 2 is scheduled to be published in 
the spring of 2017). Highlighted below 
is the scope of topics addressed in vary-
ing degrees by the articles that are 
explored in both parts:
■ digital signal processing technologies 

in adaptive automobiles, diagnosis, 
and maintenance

■ speech, hands-free, and in-car com-
munication algorithms and evaluation

■ in-vehicle dialog systems and 
human-machine interfaces

■ driver-status monitoring and distrac-
tion/stress detection

■ computer vision methods for vehicle 
recognition and assisted driving

■ multisensor fusion for driver identi-
fication and robust driver monitoring

■ signal processing for position and 
velocity estimation and control

■ signal processing for green vehicle-
related energy management

■ vehicle-to-vehicle and vehicle-to-
infrastructure communications and 
networking

■ autonomous, semiautonomous, and 
networked vehicular control

■ human factors and cognitive science 
in enhancing vehicle and driver safety

■ machine learning and data analytics 
associated with automotive systems

■ issues regarding security and privacy 
aspects for smart vehicle systems.
In planning this special issue, we 

worked extensively to ensure a wide repre-
sentation of the field. A large number of 
white papers were received, and the au-
thors of a select set of white papers were in-
vited to submit full papers that were then 
peer reviewed.

Six articles appearing in the cur-
rent issue span a broad range of signal 
processing for vehicle systems. The 
first group contains three articles that 
address driver behavior and monitoring: 
“Driver-Behavior Modeling Using On-
Road Driving Data,” by Miyajima 
and Takeda, “Driver Status Monitoring 
Systems for Smart Vehicles Using 
Physiological Sensors” by Choi et al., and 
“Smart Driver Monitoring: When Sig-
nal Processing Meets Human Factors” 
by Aghaei at al. Next, Weng et al.’s ar-
ticle, “Conversational In-Vehicle Dialog 

Signal Processing 
for Smart Vehicle Technologies

Digital Object Identifier 10.1109/MSP.2016.2600624
Date of publication: 4 November 2016

This special issue
provides a venue
for summarizing, 
educating, and sharing  
the state of the art
in signal processing.
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Systems,” explores past, present, and 
future trends. Since speech interaction 
and audio are underutilized modalities 
for driver interaction, this represents 
an important emerging trend in the 
field. Samarasinghe et al. focus on ad-
vancements in active noise control within 
car environments in their article “Re-
cent Advances in Active Noise Control 
Inside Automobile Cabins.” Finally, 
Hult et al.’s article, “Coordination of 
Cooperative Autonomous Vehicles,” 
focuses on the ability to effectively 
coordinate autonomous vehicles within 
the transportation system.

We would like to encourage readers to 
explore these articles, as well as the field 
of signal processing for vehicle technolo-
gies, since the prospects for growth 
and impact on safety, legal, and social 
aspects are enormous Finally, from a 
purely cognitive standpoint, we ask 
that all drivers be aware of the impact of 
cognitive load in employing any tech-
nologies during their driving tasks (e.g., 
please, no texting while driving). We look 
forward to bringing you the next install-
ment of this special issue in the spring of 
2017. Happy reading (and driving)!

Guest Editors
John H.L. Hansen,
(john.hansen@utdallas. 
edu) is the associate 
dean for research and 
a professor of elec-
trical engineering at 

the University of Texas at Dallas. He 
oversees the Center for Robust Speech 
Systems (CRSS)-UTDrive Lab and 
Speech-Speaker-Language Process-
ing Lab. He has served as a technical 
program chair for the IEEE Interna-
tional Conference on Acoustics, 
Speech, and Signal Processing 2010, 
general chair for the International 
Speech Communication Association 
(ISCA) INTERSPEECH 2002, and 
organizer/contributor for the Biennial 
Workshop DSP for In-Vehicle Sys-
tems and Safety (2003–2015). He is 
an IEEE Fellow, ISCA fellow, and 

has supervised 75 Ph.D./M.S. stu-
dents and coauthored more than 600 
papers in the fields of digital signal 
processing, speech pro  cessing, and 
driver distraction modeling/detection.

Kazuya Takeda (kazuya.
takeda@nagoya-u.jp) 
is a professor at the 
Graduate School of 
Informatics and Green 
Mobility Collabora-

tive Research Center, Nagoya Universi-
ty, Japan. His interest is understanding 
situated human behavior such as driv-
ing in terms of signal processing.

S a njeev  M .  Na i k  
(sanjeev.m.naik@gm.
com) received the 
B.Tech., M.S.E.E., and 
Ph.D. degrees from IIT 
Bombay, University of 

Michigan, Ann Arbor, and the Universi-
ty of Illinois, Urbana–Champaign, 
respectively, all in electrical engineer-
ing, and an M.B.A. degree from the 
University of Michigan. He was 
employed by the Cummins Engine 
Company and joined General Motors in 
1994, where he is the engineering 
group manager in advanced controls 
engineering, having led multiple techni-
cal teams developing control systems 
for propulsion, active safety, and elec-
trification applications. He is an IEEE 
Senior Member and a member of SAE 
International. His research interests are 
in the application of advanced controls 
and signal processing techniques to 
develop safe, clean, and efficient fun-to-
drive vehicles. 

Mohan M. Trivedi
(mtrivedi@ucsd.edu) is 
a Distinguished Profes-
sor of Electrical and 
Computer Engineering 
and the founding direc-

tor of the Computer Vision and Robotics 
Research Laboratory and Laboratory for 
Intelligent and Safe Automobiles at the 

University of California, San Diego. He 
serves as a senior editor of IEEE Trans-
actions on Intelligent Vehicles and as a 
consultant to industry and government 
agencies in the United States and abroad. 
He is a Fellow of the IEEE, IAPR, 
and SPIE. 

Gerhard U. Schmidt
(gus@tf.uni-kiel.de) 
received the Dipl.-Ing. 
degree in 1996 and the 
Dr.-Ing. degree in 2001, 
both from the Darm-

stadt University of Technology, Germa-
ny. He has worked with the research 
groups of the Acoustic Signal Processing 
Department, Harman/Becker Automotive 
Systems, and at SVOX, Ulm, Germany. 
Parallel to his time at SVOX, he was a 
part-time professor with the Darmstadt 
University of Technology. Since 2010, he 
has been a full professor with Kiel Uni-
versity, Germany. His main research 
interests include adaptive methods for 
audio and medical signal processing.

Yingying (Jennifer) 
Chen (yingying.chen@
stevens.edu) is a pro-
fessor of electr ical 
and computer engi-
neering at Stevens 

Institute of Technology in Hoboken, 
New Jersey. Her research interests 
include cybersecurity and privacy, 
mobile and pervasive computing, and 
mobile health care. She received her 
Ph.D. degree in computer science from 
Rutgers University and has published 
more than 100 journal and conference 
papers. She has been recognized with 
numerous best paper awards at confer-
ences and received the National Sci-
ence Foundation CAREER Award and 
Google Faculty Research Award. She 
presently serves on the editorial boards 
of IEEE Transactions on Mobile 
Computing, IEEE Transactions on 
Wireless Communications, and IEEE 
Network Magazine.

SP

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

____________

__

______________

_______

__________

___

______________

_____________

______________

_____

mailto:john.hansen@utdallas.edu
mailto:kazuya.takeda@nagoya-u.jp
mailto:sanjeev.m.naik@gm.com
mailto:mtrivedi@ucsd.edu
mailto:gus@tf.uni-kiel.de
mailto:yingying.chen@stevens.edu
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


14 IEEE SIGNAL PROCESSING MAGAZINE |   November 2016 | 1053-5888/16©2016IEEE

Chiyomi Miyajima and Kazuya Takeda

Digital Object Identifier 10.1109/MSP.2016.2602377
Date of publication: 4 November 2016

T
his article reviews data-centric approaches for statistical modeling of driver behav-
ior. Modeling driver behavior is challenging due to its stochastic nature and the 
high degree of inter- and intradriver variability. One way to deal with the highly 
variable nature of driving behavior is to employ a data-centric approach that 

models driver behavior using large amounts of driving data collected 
from numerous drivers in a variety of traffic conditions. To 

obtain large amounts of realistic driving data, several 
projects have collected real-world driving data. Sta-

tistical machine-learning techniques, such as hid-
den Markov models (HMMs) and deep learning, 

have been successfully applied to model driver 
behavior using large amounts of driving 

data. We have also collected on-road data 
recording hundreds of drivers over more 
than 15 years. We have applied statistical 
signal processing and machine-learn-
ing techniques to this data to model 
various aspects of driver behavior, e.g., 
driver pedal-operation, car-following, 
and lane-change behaviors for predict-
ing driver behavior and detecting risky 
driver behavior and driver frustration. By 
reviewing related studies and providing 

concrete examples of our own research, 
this article is intended to illustrate the use-

fulness of such data-centric approaches for 
statistical driver-behavior modeling.

Introduction
Advanced driver-assistance systems (ADASs) and auto-

mated driving systems have been under active development 
for many years. Such systems should provide support for drivers 

in a way that is in harmony with their own characteristic driver behavior. 
To develop assistance systems that are comfortable for humans to use, it is necessary 
to understand real human driving behavior by analyzing and modeling how human 
beings interact with their vehicles and the driving environment.

With recent advances in automotive electronics and sensor and communication 
technologies, we are now better able to collect driving data representing vehicle 

SIGNAL PROCESSING FOR SMART 
VEHICLE TECHNOLOGIES

 Driver-Behavior Modeling Using On-Road Driving Data
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motion, driver behavior, and surrounding environmental fac-
tors during real-world driving. To collect a reasonable amount 
of realistic driving data for research purposes, many data-
collection projects have been conducted around the world, 
including naturalistic driving studies (NDSs) and field opera-
tional tests (FOTs) [1]–[9].

We have also been conducting on-road driving-data col-
lection since 1999 [10]. In addition to our own data-collection 
efforts, we have shared international driv-
ing data in collaboration with research-
ers in the United States and Europe [11]
and have applied statistical signal pro-
cessing and machine-leaning techniques 
to the recorded driving data to analyze 
and model human driving behavior. 
Over the course of our research, we first 
applied cepstral analysis and Gaussian 
mixture models (GMMs) for modeling 
driver pedal-operation behavior [12].
We extended our GMM-based behavior-modeling framework 
to predict car-following behavior [13]–[15] and to detect risky 
driving behavior for a driver self-coaching system [16]. We 
then applied HMMs for modeling vehicle trajectories dur-
ing lane-change maneuvers [17], and for integrated model-
ing of driver gaze and vehicle-operation behavior during 
lane changes [18]. We also employed a Bayesian network 
(BN) to detect driver frustration [19]. Other statistical 
frameworks were also used for detecting potential threats 
[20] and driver over-reliance on automated driver-assistance 
systems [21], [22].

Collection of on-road driving data
The first step that is necessary to analyze and model driver 
behavior is to collect a reasonable amount of realistic driving 
data. Table 1 shows examples of several projects around the 
world that have collected real-world or naturalistic driving data. 
The 100-car study is a landmark NDS that collected approxi-
mately 43,000 hours of driving data from 100 cars and 241 driv-
ers [1]. This data has helped researchers understand the causes 
of crashes and allowed them to develop effective crash preven-
tion measures [2]. The second Strategic Highway Research 
Program (SHRP2) also collected a huge amount of driving 
data from more than 3,000 drivers [3]. Satzoda et al. used the 
SHRP2 data to evaluate a technique for detecting critical events 
related to lanes and road boundaries [4]. The European Field 
Operational Test (euroFOT) collected data from more than 
1,000 drivers to evaluate ADASs such as adaptive cruise con-
trol and lane departure warning systems [5]. UDRIVE, the first 
large-scale European NDS project, is also recording naturalis-
tic driving data [6]. In addition, there are other research projects 
collecting large-scale corpora of real-world or naturalistic driv-
ing data [7]–[11]. Some of these data sets are publicly available 
for a fee, e.g., [8] and [9]. An EU-research project, FOT-Net 
Data [23], assists researchers in sharing data sets by providing 
information of available data sets and organizing meetings on 
sharing and reuse of FOT/NDS data.

Since 1999, Nagoya University has been collecting on-road 
driving behavior data using instrumented vehicles (Figure 1)
[10], [11], which have included video, audio, vehicle sensor, 
and physiological data, from more than 800 drivers using 
these vehicles.

We have also developed a driving-data acquisition system 
using a smartphone and the vehicle’s CAN-bus [24]. It trans-
mits driving data obtained from the CAN-bus via a Bluetooth 

connection to the smartphone mounted 
on the windshield, and records the driv-
ing signals from the CAN-bus along 
with driving data obtained from the 
smartphone itself. Although this system 
cannot record the same range of driving 
data with the same quality as the instru-
mented vehicles, it allows us to easily 
collect large amounts of driving data 
from a much wider range of vehicles. So 
far, we have recorded driving data from 

more than 50 drivers operating different models of vehicles 
using this data acquisition system.

Statistical analysis and modeling
of driver behavior
Statistical machine-learning techniques have been success-
fully applied to data-driven driver-behavior modeling. For 
example, Sakaguchi et al. modeled driver stopping behav-
ior using a BN and successfully applied this model to detect 
deviant braking behavior [25]. Oliver et al. presented their 
driver-behavior recognition and prediction method based on 
dynamic graphical model, HMMs, and their extensions (cou-
pled-HMM) trained using on-road driving data collected from 

Table 1. Examples of on-road driving-data corpora.

Project
(Period of Data 
Collection) Area Type of Vehicles

Number of 
Drivers or 
Vehicles

100-Car [1]
(2003–2004)

United 
States

Passenger cars 241 drivers
(100 vehicles)

SHRP2 [3]
(2010–2013)

United 
States

Passenger cars 3,150 drivers

euroFOT [5]
(2010–2011)

Europe Passenger cars, 
trucks

1,100 drivers

UDRIVE [6]
(2014–2016)

Europe Passenger cars, 
trucks, powered 
two-wheelers

290 drivers

400-car [7]
(2014)

Australia Passenger cars 400 drivers

JSAE/TUAT [8]
(2005–present)

Japan Taxis 200 taxis

HQL [9], [25]
(2001–2003)

Japan Instrumented 
vehicles

97 drivers

NUDrive 
[10], [11]
(1999–2010)

Japan Instrumented 
vehicles

800 drivers

One way to deal with the 
highly variable nature of 
driving behavior is to employ 
a data-centric approach that 
models driver behavior using 
large amounts of driving data 
collected from numerous drivers 
in a variety of traffic conditions.
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70 drivers [26]. Pongtep et al. used GMMs 
to model car-following behavior, and dem-
onstrated that GMM-based driver models 
can be easily adapted to individual drivers 
using adaptation techniques [14], [15]. 
Okuda et al. applied hybrid dynamical 
systems (HDSs) to model driver decision-
making behavior during car following [27]. 
They showed that model parameters can be 
easily adapted online. Jain et al. applied a 
recurrent neural network (RNN) to predict 
driving behavior [28]. The RNN is a type 
of deep learning technique, and was used 
to integrate features of driver facial orien-
tation, vehicle status, and road structure. 
They compared other kinds of models based on support vector 
machines (SVMs), random forests, and HMMs, and showed 
that the RNN model achieved better prediction performance 
than the other models.

However, it is still difficult to utilize a petabyte-scale 
driving-data corpus effectively for further research due to 
the size and heterogeneity of the existing corpora. Tani-
guchi et al. [29] proposed a nonparametric method called 
a double articulation analyzer (DAA) for the symboliza-
tion of driving data. DAA is a hierarchical, bottom-up, 
data symbolization approach consisting of the nonpara-
metric extension of an HMM, called a sticky hierarchi-
cal Dirichlet process HMM (HDP-HMM), and an N-gram 

language model based on the Pitman-Yor 
process, called a nested Pitman–Yor lan-
guage model (NPYLM). DAA is an effi-
cient method for compressing driving-data 
information when dealing with large 
amounts of data. Taniguchi et al. success-
fully applied the DAA to compress driv-
ing-data information, as well as to predict 
driving behavior and classify driving sit-
uations [29], [30]. The authors have also 
used a DAA framework to detect risky 
lane change behavior [31].

We have applied a variety of statisti-
cal signal processing methods in our own 
research to analyze and model various as   -

pects of human driving behavior; we now review our own 
data-centric driver-modeling research [12]–[22].

Modeling driver pedal-operation
behavior using cepstral analysis and GMMs 
Figure 2 shows a comparison of the gas-pedal operation pat-
terns of three different drivers while driving three differ-
ent types of vehicles (Vehicle A: midsize sedan, Vehicle B: 
hatchback EV, and Vehicle C: minivan). Each driver in the 
study drove each vehicle. The graphs show 20-second sam-
ples of gas pedal position signals while they were driving at 
stable speeds of around 60 km/h. Examination of the record-
ed driving signals reveals that clear, individual patterns of 
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FIGURE 1. Instrumented vehicles used for on-road data collection.

The usefulness of
the data-centric approach 
was demonstrated by 
reviewing the related 
studies, which analyzed 
and modeled driver 
behavior by applying 
statistical signal 
processing and machine-
learning techniques to 
large amounts of
driving data. 
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pedal-operation behavior can be observed. For example, 
Driver 1 operated the pedals more smoothly and maintained 
the same pedal positions longer, Driver 2 adjusted pedal posi-
tions frequently, while the pedal position patterns of Driver 
3 exhibited rectangular pulses. These drivers maintained 
consistent pedal-operation patterns, regardless of the vehicle 
being driven.

To model such driver’s individual characteristics of 
pedal-operation behavior, we applied cepstral analysis and 
GMMs to the recorded pedal-operation 
signals [12]. We assumed that the impulse 
signal of a driver’s intention to depress 
the gas or brake pedal is filtered by driver 
characteristics, which can be represented 
as a spectral envelope. The output of this 
system is observed as a pedal-operation 
signal. GMMs were used to represent 
distributions of the spectral characteris-
tics of pedal operation, extracted through 
cepstral analysis of the raw pedal-operation signals. The 
resulting driver-behavior model was evaluated through 
driver identification experiments using on-road driving data 
collected with an instrumented vehicle, as described pre-
viously [10]. Experimental results showed that the GMM-
based behavior model achieved a driver identification rate of 

76.8% for 276 drivers when using cepstral features extracted 
from pedal-operation signals, compared to 47.5% when raw 
pedal-operation signals were used.

Modeling car-following behavior using GMMs
We extended our GMM-based behavior modeling framework 
to predict car-following behavior [13]–[16]. This enabled us 
to generate car-following behavior patterns for individual 
drivers, allowing for the personalization of headway control, 

which represents a driver’s preferred car-
following distance. Gas- and brake-pedal 
operation patterns of the target driver were 
modeled using GMMs as a joint density 
with other driving signals. Gas- and brake-
pedal operation signals while car follow-
ing were generated from a joint probability 
distribution of the features modeled with 
GMMs so that conditional probability was 
maximized for the other observed driving 

signals. We confirmed that the GMM-based driver models 
could replicate driving signals representing the individual car-
following patterns of different drivers [13]. We then proposed 
a driver-model adaptation scheme that allowed us to enhance 
the model’s capability to represent the particular driving char-
acteristics of individual drivers [14], [15].
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FIGURE 2. Individual differences in gas-pedal operation patterns.

To model such driver’s 
individual characteristics 
of pedal-operation 
behavior, we applied 
cepstral analysis and 
GMMs to the recorded 
pedal-operation signals.
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We also used a GMM-based behavior-prediction model 
for our driver self-coaching system [16]. We calculated 
a prediction residual representing the degree to which 
observed driver-behavior signals devi-
ated from the predicted value of the driver 
model. We used the prediction residual as 
a feature of abnormal driving, and then 
used it for detecting risky driving behav-
ior. Drivers received feedback from a 
browser-based self-coaching system which 
allowed them to watch driving scenes 
showing their own risky driving behavior. 
Figure 3(a) and (b) compares the average 
number of risky driving scenes detected for drivers who did 
not receive feedback and those who did receive feedback, 
respectively. They drove the same routes twice (Trials 1 
and 2) and drivers with feedback received feedback from the 
self-coaching system before Trial 2. We found that the number 
of risky driving scenes detected fell by more than 50% after 
drivers received feedback.

Modeling lane-change behavior using HMMs
A single-state model (GMM) can be extended into a 
multiple-state model (HMM). Using this approach, we 

proposed a method of modeling lane change behav-
ior that could predict the trajectory of a driver’s vehi-
cle during a lane change [17]. We assumed that a lane 

change consists of three different stag-
es: preparation, shifting, and adjusting, 
as shown in Figure 4, and used three-
state HMMs to model the lane-change 
trajectories of different drivers. Our 
goal was to predict a driver’s lane-
change trajectory for a period of about 
20 seconds, given only the initial driv-
ing conditions. We employed a sam-
pling algorithm to generate the most 

probable trajectories. Then an optimal trajectory was 
selected from the generated trajectory candidates using 
a geometric function representing the driver’s cognitive 
characteristics. Figure 5 shows an example of vehicle tra-
jectory generated from the HMM. We confirmed that the 
model could generate reasonably accurate, personalized 
lane-change trajectory predictions.

Modeling lane-change behavior using
multistream HMMs
Next, the multistate HMM was extended to a multistream 
model. We used a multistream HMM for the integrated 
modeling of driver gaze, vehicle-operation behavior, 
and vehicle motion during lane changes [18]. We first 
broke each target activity down into discrete acts (e.g., 
looking straight ahead, looking into the rear view mirror, 
etc.), and then jointly modeled sequences of these discrete 
acts using a multistream discrete HMM, as shown in Fig-
ure 6. A risky lane-change detection experiment was then 
conducted using driving data collected on an expressway 
from 11 drivers driving our instrumented vehicle [11]. Fig-
ure 7 compares risky lane-change detection performance 
(ROC curves) when using only gaze behavior, only driver 
vehicle-operation behavior (including vehicle motion), and 
both combined. The experimental results showed that our 
integrated models could detect risky lane-change behavior 
better than either gaze-only or vehicle operation behavior-
only models.
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FIGURE 4. Modeling lane-change trajectory using a three-state HMM.
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FIGURE 5. Lane-change trajectory generated from HMM.

The first step that is 
necessary to analyze  
and model driver behavior 
is to collect a reasonable 
amount of realistic
driving data.
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Modeling driver frustration using BNs 
In another study, we proposed a method for modeling 
driver frustration by integrating its causes and driver reac-
tions, as shown in Figure 8 [19]. For example, a driver may 
feel frustrated due to congested traffic, parked vehicles 
blocking the roadway, and a long wait at a red traffic light. 
As a result, a driver’s physiological state, which is often 
expressed through facial expressions, can change, affecting 
the driving behavior. A BN was used to integrate different 
aspects of these observable features. BNs were then trained 
for each driver, and driver frustration was detected by cal-
culating a posterior probability of frustration at the middle 
node of Figure 8 for the given features of the top and the 
bottom nodes. We conducted a driver frustration detection 

experiment with 20 drivers, using driving data collected on 
city streets [11]. Figure 9(a) compares actual driver frustra-
tion reported by drivers themselves and (b) detected driver 
frustration, which is detected with a threshold of 0.5 for the 
posterior probability, shown in (c). The proposed method cor-
rectly detected driver frustration 80% of the time, with a false 
positive rate of 9%. 

Detecting driver overreliance on ADASs
We investigated a possible method for detecting negative 
driver adaptation to an automated driving system by statis-
tically analyzing the consistency of driver decision making 
and driver gaze behavior during automated driving based on 
a driver model which measures driver’s attentiveness [21], 
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[22]. We used logistic regression to analyze how drivers made 
lane change decisions (to either manually take control of the 
vehicle during the lane change or to allow the automated 
vehicle to make the lane change) in response to the risk level 
of the surrounding environment. Drivers were instructed to 
take manual control of the vehicle if they felt the situation 
was risky. Our experimental results suggested that drivers 
who paid less attention to the road ahead during automated 

driving tended to be overdependent on the automated system. 
These drivers were less consistent when making decisions 
regarding lane changes and less sensitive to risk factors in 
the surrounding environment. For this experiment, we used a 
driving simulator due to the difficulty of conducting automat-
ed driving experiments on public roads at the present time. 
But soon large amounts of data from automated driving will 
also be available, and will be utilized for improving auto-
mated driving systems.

Conclusions and directions for future research
This article summarized data-centric approaches to mod-
eling driver behavior and also surveyed some landmark 
projects for the collection of driving data on roads. We 
demonstrated the usefulness of the data-centric approach 
by reviewing the related studies, which analyzed and 
modeled driver behavior by applying statistical signal pro-
cessing and machine-learning techniques to large amounts 
of driving data.

In the future, it will be possible to easily collect huge 
amounts of an even wider variety of real driving data via the 
Internet, from every connected vehicle or driver, everywhere 
and at any time. It will then be possible to more accurately 
model human driving behavior based on the huge number 
of driving-data samples being recorded in every possible 
driving environment and situation. Petabyte scale driving 
data and machine learning will also be effectively utilized 
for developing advanced driver-assistance and automated 
driving systems.
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utomobiles provide a convenient form of transportation, and the number of auto-
mobiles in the world has been increasing rapidly, from 193 million in 1970 to 
more than 796 million in recent years [1]. However, automobiles have created a 
number of serious problems, such as accidents, traffic congestion, and air pol-

lution, among which traffic accidents are one of the most serious and 
urgent problems threatening the safety of automobile users.

The U.S. Department of Transportation National High-
way Traffic Safety Administration found that traffic 

accidents are mostly caused by drivers’ inattention, 
high-speed driving, drunken driving, misper-

ception, decision errors, and driver incapaci-
tation (e.g., falling asleep or having a heart 

attack while driving). Among these causes, 
drunken driving and driver incapacita-
tion account for about 25% of total traf-
fic accidents [2]. In 2014, the American 
Automobile Association Foundation 
for Traffic Safety in the United States 
reported that an average of 328,000 
traffic accidents annually involve a 
drowsy driver [3]. In Europe, 20–25% of 
total traffic accidents were due to drowsy 
drivers [4]:

■ In France in 2011, there were 3,970 
fatal accidents on the road, in which 732 
cases occurred on straight roads; 85% of 

these accidents were due to drowsy drivers [4].
■ In Germany, 25% of all fatal road traffic acci-

dents were caused by drowsy drivers [4].
■ From 2006 to 2010, in Finland, 17% of fatal motor 

vehicle accidents were related to fatigued drivers; they 
were responsible for 18% of deaths on the road [4].

Driver status monitoring (DSM) systems have emerged as an innovative 
technology to prevent traffic accidents from driver incapacitation. In recent develop-
ments of DSM systems, medical technologies used for patient diagnosis, including 
those utilizing electrocardiogram (ECG) and photoplethysmogram (PPG), are consid-
ered for the acquisition of driver’s physiological signals, which is an effective approach 
that should be given a special attention.

SIGNAL PROCESSING FOR 
SMART VEHICLE TECHNOLOGIES

Driver Status Monitoring Systems for Smart Vehicles 
Using Physiological Sensors
A safety enhancement system from automobile manufacturers
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Overview
To reduce the occurrence of serious traffic accidents caused 
by driver incapacitation due to fatigue and drowsiness, and 
to protect drivers from fatal accidents, increasing attention 
is being paid to DSM systems equipped with vision sensors, 
steering angle sensors (SASs), and physiological sensors. 
These types of DSM systems has been developed mostly by 
major automobile manufacturers such as Ford, Toyota, BMW, 
among others, since the early 2000s [5], and some important 
technologies are already commercialized or considered for 
smart vehicles. This article introduces the overall design of 
DSM systems, as applied to smart vehicles, being developed 
by the major automobile manufacturers. In particular, we 
focus on DSM systems utilizing physiological signals such 
as ECG and PPG, rather than the conventional DSM systems 
using vision sensors or SAS. 

The section “Signal Processing Algorithms for DSM Sys-
tems Using Physiological Signals” introduces the signal 
processing techniques and noise reduction 
algorithms that are tested and used by the 
automobile manufacturers for the acqui-
sition and enhancement of physiological 
signals in noise to extract the parameters 
related to the driver’s status. Electromag-
netic compatibility (EMC) issues that need 
to be addressed for the application of DSM 
technologies to actual smart vehicles are introduced briefly in 
the section “EMC Issues in DSM Systems Using Physiological 
Signals.” The purpose of this article is to present a guideline 
for the design of DSM systems for readers who would like 
to develop the system for commercialization, by introducing 
the performance of DSM systems as obtained through actual 
vehicle tests.

Various DSM technologies
In general, DSM systems utilize various sensors to measure 
the steering angle, ECG, and PPG to monitor the driver’s status 
and analyze driver’s physiological signals and movements in 
the vehicle. The conventional DSM systems are equipped with 
a camera [charge-coupled device (CCD), infrared (IR), stereo, 
etc.] installed on the steering column and/or infrared-light 
emitting diodes (IR-LEDs) mounted inside vehicles so that the 
system can measure the driver’s eye blink rate, head location, 
and the driver’s facial direction to detect the driver’s status. 
Because the detection and recognition performance of the con-
ventional DSM systems largely depend on image and vision 
processing algorithms, the conventional DSM systems require 
computationally expensive vision processing algorithms [5],
[6], in general.

Some automobile manufacturers have developed DSM sys-
tems using driver’s driving patterns so that the performance of 
the system can be more reliable [4]. In these systems, once the 
driver’s driving patterns are obtained from a precise SAS, the 
patterns are stored in the in-vehicle database (DB) and used to 
estimate the driver’s status by comparing vehicle’s current move-
ments with the DB. However, since a driver’s driving pattern 

often depends on the driver’s intention (e.g., driver’s intention-
al eye blinking does not indicate a driver’s driving pattern), it 
requires additional information to increase the accuracy in the 
driver’s status detection [5], [6].

Recently, physiological signals such as ECG and PPG 
have been used in DSM systems, where the level of detection 
accuracy is greater when compared to the DSM systems using 
vision sensors or driving patterns, because the physiological 
signals are highly correlated to the driver’s physical status [7],
[8]. Table 1 shows the features of DSM systems developed by 
major automobile manufacturers.

Signal processing algorithms for DSM
systems using physiological signals
As mentioned in the section “Various Driver Status Moni-
toring Technologies,” the conventional DSM systems may 
not be able to detect a driver’s abnormal status correctly; for 
example, when a driver’s eye blinking and reckless driving 

are intentional. Therefore, there has been 
a strong demand for new DSM technolo-
gies [22], and among the new technolo-
gies introduced, DSM systems using 
driver’s physiological signals have gained 
increasing attention. In general, physi-
ological signals are classified into ECG 
and PPG, which are measured from the 

driver’s heart rate and pulse, respectively. In recent realiza-
tions of DSM systems using physiological signals, ECGs are 
more reliable in noisy in-vehicle environments. Therefore, 
this section focuses on DSM systems that utilize ECG and 
PPG for the primary and secondary observations, respective-
ly. In addition, we will later introduce DSM algorithms used 
in the DSM systems.

Overall process of DSM systems using
physiological signals
A single cycle of the ECG consists of a P signal, a QRS com-
plex, and a T signal (refer to [23, Fig. 1]). Among them, the 
QRS complex has a relatively higher amplitude and signal-to-
noise ratio (SNR) in comparison with the P and T signals, so 
it is utilized to monitor driver’s physical status. On the other 
hand, a single cycle of the PPG is composed of systolic and 
diastolic peaks [24]. Since the systolic peak has a relatively 
higher amplitude than the diastolic peak, it is used to detect the 
driver’s physical status.

In the system configuration, DSM systems using physi-
ological signals consist of a physiological signal measurement 
block and a DSM algorithm. The physiological signal mea-
surement block employs an analog signal processing technique 
for ECG acquisition, which is classified into a contact-based 
ECG acquisition technique that obtains ECG through the 
driver’s two hands on the steering wheel, and a noncontact-
based ECG acquisition technique that acquires ECG through a 
capacitive connection between the driver and the electrodes on 
the driver’s seat. The contact-based ECG acquisition technique 
uses two electrodes installed on the steering wheel to have 

Driver status monitoring 
systems have emerged as 
an innovative technology 
to prevent traffic accidents 
from driver incapacitation.
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direct contact to both of the driver’s hands. Since at least three 
measurement points on the body, i.e., two points on the left and 
right sides of the heart and a ground point, are necessary to sta-
bly measure the ECG, the analog signal processing technique 
utilizes the ground point on the analog cir-
cuit as a virtual ground point. The noncontact-
based ECG acquisition technique uses pairs 
of electrodes for a stable ECG measurement, 
where a pair of electrodes is considered as 
a single channel to measure the ECG. The 
noncontact-based ECG acquisition tech-
nique improves the quality and sensitiv-
ity of the ECG measurement by utilizing 
simultaneous measurements obtained from 
multiple channels. In practice, both the con-
tact-based and noncontact-based ECG acquisition techniques 
utilize an instrumental amplifier (INA) that has a high com-
mon mode rejection ratio (CMRR) (generally 80~120 dB) to 
clearly acquire and amplify weak ECG in mV units under very 
noisy environments. On the other hand, the PPG is measured 
by illuminating a point on the hand with a light and detecting 
the reflecting light; a photo detector is used to detect reflected 
lights from the tissue, blood vessels, and bone.

The analog signal processing technique for PPG (in other 
words, the contact-based PPG acquisition technique) uses 

a nanometer green LED and current to voltage converter to 
acquire and amplify the weak PPG. In practice, high-pass filter 
(HPF), low-pass filter (LPF), and notch filter are employed to 
reduce the amplified noise and to enhance the acquired ECG 

and PPG [22].
The DSM algorithm consists of three 

functions performing QRS detection, sig-
nal enhancement, and driver status analy-
sis. The QRS detection function extracts 
the QRS complex from ECG. Generally, 
threshold-based detection is widely used 
for easy implementation and low compu-
tational complexity, and depending on the 
threshold determination, there are fixed 
threshold (FT) and adaptive threshold 

(AT) methods [22] used in practice. The FT method can be 
used effectively in a stationary ECG, however, the AT meth-
od can improve the accuracy of the QRS complex detection 
by setting thresholds adaptively, even though it may not pro-
vide a universal solution. In addition, there are other methods 
used for the QRS detection, for example, based on the neural 
networks and hidden Markov models, but due to disadvantag-
es such as implementation difficulty and high computational 
cost, other methods are used only in medical applications that 
require high reliability.

In the system 
configuration,
DSM systems using 
physiological signals 
consist of a physiological 
signal measurement block 
and a DSM algorithm.

Table 1. Classification of various DSM techniques.

Manufacturer Development Status Classification Method

BMW
[9], [10]

R&D ECG Monitoring heart rate using a steering wheel with a skin-resistance sensor

Mercedes Benz
[11], [12]

Commercialized Steering pattern Analyzing of driving pattern with 70 parameters by a SAS and other drivers’ 
behaviors, such as audio/air conditioner/window switch use

R&D ECG, PPG Fusing PPGs and ECGs

Volkswagen
[13]

Commercialized Steering pattern Monitoring counter-steering patterns

R&D Vision Tracking head position, eye and face with a camera, light source, and image processor

Volvo
[14] 

Commercialized Steering pattern Monitoring steering patterns near the lane using a front camera and an SAS

R&D Vision Comparing the threshold and current value by monitoring gaze, eyelids, eye blink 
rate, and head (or face) angle using a dashboard-mounted IR sensor and camera

Ford
[15], [16]

R&D ECG Monitoring heart rate using noncontact-based ECG sensor implemented in a car seat

Toyota and 
Denso
[8], [17]–[19]

Commercialized Vision Monitoring gaze, eyelids, eye blink rate, and head position using a dashboard-
mounted IR-LED and a complementary metal–oxide–semiconductor camera

R&D ECG, PPG Monitoring ECG and PPG using a steering wheel with different electrodes and 
525 nanometer green LEDs

Denso
[20]

R&D ECG Monitoring heart rate using noncontact-based ECG sensor implemented in a car seat

Nissan
[21]

Commercialized Steering pattern Monitoring the constructed baseline of a given driving path with the driver’s steering 
patterns using a SAS 

R&D EEG Predicting the driver’s next driving actions beyond estimating the state and cognition 
of the driver 
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The signal enhancement function distinguishes the QRS 
complex from a distorted QRS complex by variability, 
abnormalities, low SNR, and artifacts [22]. This function 
makes use of the amplitude and slope of the R-peak as char-
acteristic features, and a combination of Hilbert transfor-
mation (HT), mathematical morphology (MM), empirical 
mode decomposition (EMD), and filter banks (FBs) can be 
used; HT is used to extract the signal envelope, which is 
a characteristic feature of the ECG, MM shows excellent 
performance in reducing the impact of motion artifacts and 
line drifts, and EMD and FBs convert the QRS signal into a 
frequency domain and decompose the entire spectrum into 
subband spectrum.

The driver status analysis function measures the heartbeat 
interval (the interval between R-peaks, also known as the RR 
interval). The heart rate variability (HRV) technique [7] uses 
variations of the measured RR intervals to 
analyze a driver’s autonomic nervous activ-
ity in either the time or frequency domain 
[23]. The analysis in the time domain uti-
lizes mean RR (seconds), standard deviation 
of the RR interval (SDNN) (milliseconds), 
mean heart rate (HR) (beats/minute), stan-
dard deviation of the HR (Std RR) (mil-
liseconds), and the root mean square of 
successive heartbeat interval differences (RMSSDs) (millisec-
onds) to estimate the effect of the autonomic nervous system on 
HR [7]. On the other hand, the frequency-domain analysis is 
classified into parametric and nonparametric methods [7]. The 
parametric and nonparametric methods estimate the power 
spectrum density (PSD) by means of the autoregressive (AR) 
model and fast Fourier transform (FFT) [25], respectively. The 
parametric method computes the power in low frequency (LF) 
and that in high frequency (HF) ( , ),LF HFms ms2 2

AR AR6 6@ @

and the percentage of the power in the low- and high-frequen-
cy segments ( % %LF HFandAR AR6 6@ @, respectively) in the 
parameterized FFT spectrum. Similarly, the nonparamet-
ric method estimates the power in low and high frequencies 
( ,LF HFms ms22

FFT FFT6 6@ @), and the percentage of the power 
in low- and high-frequency segments ( % , %LF HFFFT FFT6 6@ @)
in the FFT spectrum [7]. The frequency ranges of 0.04–0.15 Hz 
and 0.15–0.4 Hz are used for low- and high-frequency seg-
ments, respectively.

Slow-acting sympathetic activity may increase the HR, 
while fast-acting parasympathetic activity decreases the 
HR. A sympathetic activity influences the power in both 
low and high frequencies, whereas a parasympathetic activ-
ity makes an effect on the power only in high frequency. 
The balance between the effects of the sympathetic and 
parasympathetic activities is referred to as the sympathova-
gal balance, which can be measured by the ratio of powers 
in LF to that in HF [23]. It is found that when the sympa-
thovagal balance changes to increase a sympathetic activ-
ity, the RR interval increases, and the driver status analysis 
function detects that the driver workload decreases (driver 
falls asleep). On the other hand, when the sympathovagal 

balance changes to increase a parasympathetic activity, the 
RR interval decreases and the driver workload increases 
(driver wakes up).

Analog signal processing for DSM systems
using physiological signals
Automobile manufacturers such as Toyota, Ford, BMW, 
and Daimler AG have been developing DSM systems using 
the ECG and PPG of the driver since the late 2000s [6], and 
some of these DSM systems are applied to actual vehicles. 
In 2010, BMW jointly developed a steering wheel with Tech-
nische Universitaet Muenchen as part of the Fit4Age Project. 
The developed steering wheel features contact-based signal 
acquisition using a strip-type skin-resistance sensor and a 
punctiform-type reflective pulse oximetry PPG sensor, which 
are installed in the BMW 730d [10]. In the system shown in 

Figure 1, two conductive strip electrodes 
are attached all around the steering wheel 
to measure the driver’s skin resistance. 
Because the resistance acquired from the 
driver’s skin depends on how the driver 
holds the steering wheel, an electrodermal 
activity (EDA) circuit [26] that applies an 
automatic bias control using two opera-
tional amplifiers is applied to increase the 

dynamic range of sensors [10]. A real driving test of a BMW 
730d equipped with the developed steering wheel is conducted 
by 21 test drivers of average age 65. These participants drove 
the vehicle three times during 10 minutes on a 16-km long 
preselected route (highways, state roads, and urban areas) to 
evaluate the actual performance of the developed steering 
wheel [9]. From the driving test, it is found that approximately 
81% of the meaningful measurements of skin resistance were 
obtained from the strip-type sensor, while 44% of the valid 
measurements of PPG were observed from the punctiform-
type sensor. One study [9] reported that employing a strip-
type sensor is suitable for commercializing the developed 
steering wheel by BMW.

From 2008 to 2011, Denso, in collaboration with Toyota 
and Nippon Medical University, developed a special steering 
wheel that can measure (acquire) ECG and PPG [17]–[19]. For 
ECG acquisition, positive and negative electrodes are attached 
to the right and left sides of the steering wheel, respectively, and 
chrome-coated metal electrodes with high input impedance 
( ,90 000X ) are used. From the steering wheel, 1~5 mV 
ECG is measured through the electrodes and amplified 
about 1,700 times. For PPG acquisition, a 525-nm green 
LED is attached on the steering wheel, which is widely used 
to reduce the surface reflection from the skin. The baseline 
wander, considered as an artifact caused by perspiration, res-
piration, body movements, and unstable contact with elec-
trodes, is minimized after the acquired ECG and PPG pass 
through an HPF ( .f 0 3 Hzc =  for both ECG and PPG) [18].
Similarly, noise is minimized using an LPF ( f 35 Hzc =  for 
ECG and f 30 Hz for PPGc = ), and then, the measured ECG 
and PPG are digitalized by an analog-digital converter (ADC) 

Slow-acting sympathetic 
activity may increase 
the HR, while fast-acting 
parasympathetic activity 
decreases the HR.
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at a sampling rate of 100 Hz and a resolution of 10 bits, as 
shown in Figure 2. Since the contact area between the steer-
ing wheel and the driver’s hands varies irregularly while 
turning the steering wheel on a curvy road and driving on 
an uneven road, the acquired ECG and PPG include a large 
amount of noise. Therefore, SNR improvement is required 
when ECG and PPG are measured through the contact on the 
steering wheel in real driving environments. 
From the real driving tests on several roads, 
Denso found that the SNRs of ECG and 
PPG required more than 10 dB and 40 dB, 
respectively, to extract clear ECG and PPG. 
It is demonstrated that the SNR of PPG var-
ies from 34 dB (stationary vehicle) to 15 dB 
(driving vehicle) during real driving tests at 
the speed of 80 km/hour and under accel-
eration of 0.65 .m/s2  The SNR of PPG can 
be deteriorated by 19 dB, while the SNR 
of ECG is degraded by 8 dB under the identical driving test 
condition [18]. To improve the SNR of PPG by enhancing the 
physical contact, a spring was mounted under the bottom of 
the PPG sensor to maintain a constant contact area between 
the driver’s hands and the PPG sensor [18]. In addition, an 
ECG-triggered ensemble-averaging (ETEA) signal process-
ing technique [18] that utilizes the peak detection with the 
ECG is applied to improve the SNR. As a result, Denso 
found that the SNR of PPG could be improved by 27 dB from 
15 dB (without a spring and an ETEA) to 42 dB (with both 
a spring and an ETEA) during real driving tests at the speed 
of 80 km/hour and under acceleration of 0.65 .m/s2

In practice, ECG cannot be acquired with one hand because  
the contact-based technique requires that at least both hands 
are continuously in contact with the steering wheel. There-
fore, some automobile manufacturers attempt to overcome this 
problem by developing noncontact-based techniques.

In 2013, Denso [20] developed a noncontact-based ECG 
acquisition technique utilizing a capacitance coupling 

between the driver and electrodes installed 
under the seat cover of the backrest. Den-
so’s noncontact-based ECG acquisition 
technique utilizes the impedance, gen-
erated on the seat cover and the driver’s 
clothing, which varies depending on the 
driver’s physique, seating posture, and 
the type of clothing. Denso measured the 
impedance of the leather seat, T-shirt, 
shirt, and jacket and developed an equiva-
lent circuit of the measured impedance of 

each clothing in the form of parallel RC circuit. The resis-
tance (R) components of the input impedances Z1  and Z2

have large values (in units of tera-ohms) in the sensor head 
[20], where Z1  and Z2  represent the combined impedance 
of the seat cover and clothing. The value of the circuit input 
resistance RI is set to 1 ΩG  to prevent a gain reduction due 
to a resistance-based voltage division and to maintain a 
dc bias value. In addition, the driven right leg (DRL) [27]
circuit is applied to provide a feedback to the driver and 
to reduce the effect of static electricity resulting from the 
common mode noise. In [20], it is shown that the noncontact-
based ECG acquisition technique achieves a target CMRR of 
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FIGURE 1. A contact-based physiological signal measurement technique developed by BMW [10], [26]. 

ECG cannot be acquired 
with one hand because the 
contact-based technique 
requires that at least both 
hands are continuously
in contact with the 
steering wheel.
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120 dB, and a higher CMRR is obtained by providing feedback 
from an electrode on the steering wheel gripped by the driver’s 
hands, which is illustrated in Figure 3. The noise in the ECG is 
minimized by HPF ( )f 7 Hzc =  and LPF ),( f 70 Hzc =  and 
digitized by an ADC with a sampling rate of 1 kHz. The val-
ues of Z1  and Z2  will be close (balanced) to each other when 
the driver’s back is in a good contact with the seat. How-
ever, if Z1  and Z2  lose a balanced state due to the driver’s 
motion, the CMRR may decrease. Therefore, a multichannel 
noncontact-based ECG acquisition technique using a mul-
tiplexer is developed to achieve the CMRR value of larger 
than 120 dB. The performance of Denso’s noncontact-based 
ECG acquisition technique is verified in a series of driving 
tests on straight roads and curves at a speed of about 70 km/
hour [20]. From the real driving tests, the SNR (the ratio of 
the R-peak in the QRS complex to the baseline noise) of the 
measured ECG in cruise control is found to be 6.4 dB, and 
that under acceleration and deceleration is 5.9 dB.

Ford developed a noncontact-based ECG technique employ-
ing six insulated electrodes (tin-coated copper plates of 8 cm 
# 5 cm in size) as ECG measurement sensors attached on 
the backrest of the seat [15], [16]. The technique was jointly 
developed with Aachen University in Germany and the Phil-
ips Chair for Medical Information Technology in 2011, and 
is applied to Ford’s S-Max [16]. Ford utilizes the capacitive 
ECG (cECG) method [15] to obtain ECG measurements, even 
when the driver wears thick clothing. The impedance depends 
on the distance between the driver and insulated electrodes, 
which varies irregularly due to the driver’s motion. In the tech-
nique, the impedance must be kept high, therefore, the active 
electrode technique [28] is applied to maintain a high imped-
ance. Moreover, since the noncontact-based ECG acquisition 
technique is sensitive to noise; an active shielding technique 
[29] is needed to reduce the effect of noise. In the equiva-
lent circuit of the active electrode, as depicted in Figure 4
[15], the overall coupling impedance Zcouple  between the 
driver and the insulated electrode can be computed using 

) ( ),(Z R jwC R jwC1 1 1 1couple cloth cloth ins ins= + + +^^ hh
where, Rins  and Rcloth  are the resistance of the electrode insu-
lation and the driver’s clothing, respectively, while Ccloth and 
Cins  represent the capacitive behavior of the overall contact 
impedance [15]. For a sufficient voltage drop at the input of 
the active electrode, a high-input impedance ZB  is required 
in the front end of the operational amplifier. The impedances 
Zcouple  and ZB perform high-pass filtering, therefore, noise 
components at the low frequencies of the measured ECG 
are removed sufficiently. However, when using the cECG 
method, static charges stored in the coupling capacitance 
and on the clothing should be removed, for which the bias 
resistance ( )RBias  is connected to ZB  in parallel. Since ZB

is large, the overall amplifier input impedance ( )ZE  becomes 
)(Z R Z R Z RE B Bbias bias Bias,= + [15]. Since coupled power-

line interference occurring from electrodes exists in the ECG 
measurements [30], an INA with CMRR of about 115 dB is 
applied to remove the interference. In addition, LPF is used 
to remove the harmonics of the interference that is 50 Hz or 
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higher, and other noise components at a high frequency (typi-
cally >100 Hz). A notch filter ( )f 50 Hzc =  is also used to fur-
ther suppress noise components in the LPF output, while a HPF 
( . )f 0 3 Hzc =  is employed to remove the dc noise component 
and to minimize the baseline drift. In [30], the driven ground 
electrode (DGE) method is used to reduce the interference on 
the cECG measurements additionally. Ford performed real 
driving tests with five subjects. The percentage of time (Ticp ),
during which at least four consecutive RR intervals is found 

in the ECG measurements, is calculated; as a result, it is dem-
onstrated that Ticp  in the highway driving %~ %)(T 65 98icp =

is much higher than that in the city driving ( %~ %)T 6 63icp =

[16]. This proves that Ford’s noncontact ECG acquisition 
technique is suitable to measure the ECG while driving on 
the highway.

Daimler AG [10], [31] utilizes both contact-based and 
noncontact-based ECG acquisition techniques. As shown 
in Figure 5, five electrodes, made of brass, are attached 
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to the steering wheel for a contact-based ECG acquisition, 
while capacitively coupled electrodes are attached to the 
seat and on the backrest of the seat for a noncontact-based 
ECG acquisition. Daimler AG employs an active electrode 
technique to get a high input impedance, similarly to the 
study by Ford. In the study [10], [31], Daimler AG can suc-
cessfully reduce the variation of the capacitance between 
the driver and electrodes by connecting a capacitor ( )Cs  to 
an amplifier input in series [31]. An HPF ( . )f 0 8 Hzc =  is 
applied to the analog front end to reduce a baseline drift 
and dc offsets. Noise generated from the  power baseline is 
removed by a notch filter ( )f 50 Hzc =  and a bandpass filter 
( )f f2 50Hz and Hzcl ch= = .

DSM algorithms processing physiological signals
The DSM systems utilizing physiological signals need to remove 
artifacts in the signal measurements and to detect a driver’s 
status while driving [5]. Therefore, DSM algorithms focus on 
removing artifacts, but there are few studies introduced in the 
literature. This section introduces DSM algorithms for contact-
based ECG acquisition and noncontact-based ECG acquisition 
techniques developed by Toyota and Ford, respectively.

The signal detection function in the Toyota’s DSM algo-
rithm [8] calculates the correlation coefficient r successively 
by matching the QRS complex candidate found in the sig-
nal measurements with a QRS complex template. When r is 
larger than the threshold 0.7, the prompt QRS complex can-
didate is assumed a true QRS complex, as explained in the 

QRS detection in Figure 6(a). The RR interval is measured 
between the two consecutive QRS complexes, and stored in the 
RR interval vector Iv . Note that the detected R-peak positions 
are used to measure the RR intervals, however, there are true 
R-peaks and false R-peaks (outlier) due to the motion artifacts 
by the driver in the detected R-peaks.

The signal enhancement function in Figure 6(b) is per-
formed to eliminate the R-peak by motion artifacts in the fol-
lowing steps: 
■ Calculate the mean ( Inv ) and the standard deviation ( Ivv )

of Iv.
■ Exclude outliers and store the RR intervals remaining after 

the exclusion of outliers to Jv .
■ Calculate the standard deviation ( Jvv ) and the median (Med 

Jv ) of Jv  of a set of 11 consecutive intervals in Jv  for each 
time index. 

■ Search for and remove outliers using the Med Jv  and Jv v .
■ Calculate the smoothed RR interval (RRI ) by replacing 

the detected outliers with Med .Jv

The driver status analysis function in Figure 6(c) consists 
of signal analysis and detection rules subfunctions. In the 
signal analysis subfunction, RRI  is transformed into the fre-
quency domain to find the frequency parameter that is related 
to the sympathetic and parasympathetic nerves using the fol-
lowing steps: 
■ Sample RRI  at 8 Hz. 
■ Divide sampled RRI  data in five epoch intervals to 

obtain confident spectral estimation and to apply 
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ensemble averaging, where the data length of each epoch 
is 64  seconds. The data is divided using 50% overlap to 
reduce the loss of stability. 

■ Apply the Hanning window to reduce linear trends in 
the data. 

■ Calculate the power of LF components that is a parameter 
of combined sympathetic and parasympathetic activities, 
the power of HF components that is a parameter of para-
sympathetic activity, and the ratio LF/HF as a parameter of 
sympathetic activity for each epoch.

■ Calculate the natural logarithms of LF, HF, and LF/HF to 
approximate the distributions of LF, HF, and LF/HF to the 
normal distribution.
Toyota attached a chest ECG detection 

patch directly to the driver’s chest [8], [19]
to compare the ECG obtained from the 
patch with that measured from the DSM 
system. The mutual information technique 
(MIT) [8], which measures the similarity 
between two signals, is used to compare the 
two ECGs. The value of MIT higher than 
0.047 indicates that two signals are strongly 
correlated, and in Toyota’s study [19], the 
MIT value of the two ECGs is much higher 
than 0.047; MIT values for HR, ln(LF), ln(HF), and ln(LF/HF) 
are 0.225, 0.223, 0.209, 0.184, respectively, with 95% confi-
dence interval.

When the measured ECG includes too many R-peaks 
with motion artifacts, it is impossible to continuously detect 
the R-peaks successfully. Therefore, in practice, PPG is 
acquired to detect the lost RR intervals in the ECG so that 
the missing RR intervals can be replaced with the PPG 
peak intervals.

The detection rules subfunction analyzes the status of the 
driver using the ln(LF), ln(HF), and ln(LF/HF) calculated in 
the signal analysis subfunction and the HR obtained from RR 
intervals [8], [19]. As explained in Figure 6(d), Toyota defines 
the detection rule of abnormal physiological status based on 
the HR, and demonstrates that the driver is drowsy if the LF/
HF or HF increases steadily for more than 30 minutes.

Ford introduces another DSM algorithm utilizing a signal 
processing technique to remove outliers [16] and the HRV 
technique [7] to detect the driver workload. QRS complex is 
extracted from ECG by open source ECG analysis (OSEA) 
[32] as described in Figure 7(a), and the outliers of the extract-
ed QRS complex are removed as explained in Figure 7(b)–
(d). In the algorithm, a signal enhancement function using the 
quality indices QI  is applied [16]. The basic quality indices 
used in the algorithm are quality index amplitude (QIAmplitude ),
quality index standard deviation (QIStd ), and quality index 
saturation (QIsat ), as defined in Figure 7(b), that are calcu-
lated using xmv  and x ,m inv , where xmv  and x ,m inv  are the vec-
tors of the signal measurements within 200 milliseconds!

and 50 milliseconds!  around the prompt R-peak of the 
QRS complex, respectively. The quality index amplitude 
QIAmplitude  is the peak-to-peak amplitude ratio of x ,m inv  and 

xmv  and used to discard strong but short baseline shift in ,xmv

QIStd  is the standard deviation ratio of x ,m inv  and ,xmv  and 
QI ,mStd  indicates how much the R-peak of xmv  is separated 
from the noise around the R-peak. The quality index satura-
tion QIsat  is a binary-valued index used to detect samples, 
in ,xmv  that belong to the upper or lower saturation region of 
the ECG amplifier. The quality indices multiplication QIm  is 
calculated by multiplying ,QIAmplitude ,QIStd  and ,QIsat  and is 
used to remove outliers and to generate a training data before 
applying to the principal component analysis (PCA). The 
PCA and Hotelling’s T-squared value [16] are used to calcu-
late the probabilistic distance from the QRS complex to the 

center of the training data, and to calculate 
the confidence measure (CM). A vector 
with a small deviation to the training data 
will result in a small Hotelling’s T-squared 
value and, hence, is very likely to be a true 
QRS complex [16].

Since Ford’s noncontact-based ECG 
acquisition technique measures the ECGs 
from multiple pairs of electrodes, the peaks 
from different channels need to be aligned 
before evaluating each QRS complex. 
Referring to the ANSI/AAMI EC 57 norm 

[32], all R-peaks from the multiple [three in Figure 7(d)] chan-
nels within a time interval of 75 ms!  can be assumed one sin-
gle R-peak from the same heartbeat, and a missing R-peak in a 
channel is removed for the later processing. This leads to trip-
lets of CMs based on Hotelling’s T-squared values. The num-
ber of CMs whose values are smaller than a specific threshold 
determines if the R-peak is from a true QRS complex [16].

In [7], Ford found the relationship between the driver’s 
HR and driver workload from the real driving tests. 
In the study, two men and two women (average age 
of 29.5 .2 08!  years) are selected as the subjects, and the 
authors collected the ECGs while driving between Aachen 
and Brussels. The analysis of the driver’s status is performed 
in both time and frequency domains. This study proves that 
the driver’s HR and driver workload have a strong relation-
ship, as shown in Figure 7(e), while the percentage of the 
power in the LF segments, %LFAR 6 @, is not very related to 
the driver workload. In particular, the HRs of all subjects are 
about 75~86 beats/minute in the city, about 72~83 beats/min-
ute on highway I, and about 68~84 beats/minute on highway 
II. The traffic congestion in the city results in a higher HR, 
which indicates that the driver workload in the city is greater 
than that on the highway.

EMC issues in DSM systems using 
physiological signals
As the smart vehicles offer more driver-friendly functions, 
the number of electrical control units (ECUs) is growing. As 
a result, the number of problems caused by the electromag-
netic waves from the ECUs is continuously increasing. Since 
the physiological signals, such as ECG, that is typically around 

~100 3V mVn  are very sensitive to electromagnetic waves, it 

It is essential to design
an analog signal 
processing circuit
with a consideration of 
EMC to protect the DSM 
system from noise and 
interference from
the ECUs.
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may cause a malfunction of the DSM system. Therefore, it is 
essential to design an analog signal processing circuit with a 
consideration of EMC to protect the DSM system from noise 
and interference from the ECUs.

Therefore, in this section, we investigate the four EMCs, 
i.e., electromagnetic interference (EMI), electromagnetic sus-
ceptibility (EMS), surge, electrostatic discharge (ESD), that 
need to be considered when applying a DSM system using 
physiological signals to the vehicles.

EMI is the electromagnetic wave emit-
ted from the ECU. As the electromagnetic 
waves can cause errors in other electronic 
devices, ECUs should be designed not 
to emit electromagnetic waves over the 
levels approved by the standard. In gener-
al, EMI is classified into conducted emis-
sion (CE) and radiated emission (RE); 
CE is the electromagnetic noise that is generated at fre-
quencies of 30 MHz or lower from an ECU and penetrates 
into other ECUs through signal lines and power lines. 
Meanwhile, RE is the electromagnetic noise that is created 
at frequencies of 30 MHz or higher and propagates through 
the air.

The EMS indicates the impact of electromagnetic inter-
ference from outside a vehicle. EMS is classified into bulk 
current injection (BCI) and radiated susceptibility (RS). 
BCI is defined as the endurance of electromagnetic inter-
ference released through power connectors, while RS is 
the endurance of electromagnetic interference transmitted 
through the air. Therefore, in particular, the noise floor of 
the DSM systems for HR monitoring should be set to sat-
isfy a noise level equivalent to 25 Vn  peak to peak over the 
bandwidth of 0.5–40 Hz [34].

A surge noise occurs when a sudden voltage is applied or 
current change occurs, for example, turning on/off of adja-
cent ECUs. This may supply a large current or voltage to the 
DSM system instantaneously. In general, a human’s heart 
is the most sensitive to an electric current in a frequency 
range between 50–60 Hz so that a small current of 35 An
root mean square (rms) can damage the heart and cause a 
life-threatening event. Therefore, the DSM systems using the 
ECG should be carefully designed by employing a resistance 
or current limiting to allow a current of less than 10 An  rms 
to flow through the system [34].

Electrostatic discharge (ESD) is the sudden flow of elec-
tricity between two electrically charged objects by contact; it 
occurs when the driver touches the electrodes. The DSM sys-
tem needs to limit the current that can be discharged through 
the contact of the driver’s hand, so it requires a built-in protec-
tion circuitry to mitigate the ESD [34].

As a result, the DSM systems using physiological signals 
must be tested based on EMC standards. The EMC tests should 
be conducted with the CISPR (International Special Commit-
tee on Radio Interference) standards for emissions and the the 
International Organization for Standardization (ISO) stan-
dards for susceptibility. EMI, EMS, surge noise, and ESD are 

assessed by the CISPR25, ISO11452, ISO7637, and ISO10605 
standards, respectively.

Conclusions
Traffic accidents are one of the most serious problems 
threatening the safety of automobile users. As reported in 
[4], the driver’s incapacitation due to drowsiness and fatigue 
is one of the major causes resulting in fatal traffic acci-

dents. The DSM system is an innovative 
solution that can dramatically reduce traf-
fic accidents caused by the driver’s inca-
pacitation [35]. Therefore, it is essential 
to develop DSM systems using vision sen-
sors and SASs or using the driver’s physi-
ological signals such as ECG or PPG. The 
DSM systems using physiological signals 
have recently been developed by automo-

bile manufacturers because physiological signals contain 
an accurate information of the HR, which is very useful to 
determine the driver’s physical status. In this study, we have 
introduced analog signal processing techniques employed 
in the DSM systems to acquire the physiological signals and 
DSM algorithms to detect the driver’s status. However, DSM 
systems using physiological signals require further research 
on analog signal processing techniques, since physiological 
signals are very weak and vulnerable to noise and interfer-
ence in the in-vehicle environments. Studies have shown 
that automobile manufacturers, universities, and research 
institutions are making efforts to improve the performance 
of the DSM systems using physiological signals and to apply 
the system to real vehicles. We expect that employing the 
DSM system will reduce traffic accidents due to the driver’s 
incapacitation and, therefore, enhance the safety of automo-
bile users.
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T
his article provides an interdisciplinary perspective on driver monitoring systems 
by discussing state-of-the-art signal processing solutions in the context of road 
safety issues identified in human factors research. Recently, the human factors 
community has made significant progress in understanding driver behaviors 

and assessed the efficacy of various interventions for unsafe driving 
practices. In parallel, the signal processing community has had 

significant advancements in developing signal acquisition 
and processing methods for driver monitoring sys-

tems. This article aims to bridge these efforts and 
help initiate new collaborations across the two 

fields. Toward this end, we discuss how vehi-
cle measures, facial/body expressions, and 

physiological signals can assist in improving 
driving safety through adaptive interac-
tions with the driver, based on the driver’s 
state and driving environment. Moreover, 
by highlighting the current human fac-
tors research in road safety, we provide 
insights for building feedback and miti-
gation technologies, which can act both 
in real time and postdrive. We provide 
insights into areas with great potential to 
improve driver monitoring systems, which 

have not yet been extensively studied in the 
literature, such as affect recognition and data 

fusion. Finally, a high-level discussion is given 
on the challenges and possible future directions 

for driver monitoring systems.

Introduction
Automobile driving is a demanding activity in which the driv-

ers simultaneously control the vehicle (laterally and longitudi-
nally), manage hazards, and make decisions about navigation and route 

planning. Driving can also be a dangerous activity, with driver error a major crash 
risk source. The World Health Organization estimates that motor vehicle crashes 
kill 3,000 people a day [1]. In 2013 alone, the United States reported 32,719 fatalities 
and estimated 2,313,000 injuries from motor vehicle crashes [2]. The majority of 
crashes is attributed to driver error. An analysis of crashes between 2005 and 2007 
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in the United States found the driver as the critical reason 
in 94% of crashes, citing errors such as distraction, sleep, 
excessive speed, and false assumption of others’ actions [3].

Certain driver populations are at an elevated risk. Older 
drivers are affected by age-related declines in perceptual, 
cognitive, and motor abilities [4], while younger and par-
ticularly novice drivers tend to lack sufficient skills to rec-
ognize or anticipate road hazards [5]. Younger drivers may 
also be risk unaware and engage in 
potentially risky activities, such as 
speeding. For example, among U.S. 
drivers involved in fatal crashes in 
2013, males aged 15–24 years old 
were the most likely to be speeding at 
the time of the crash [2]. In addition 
to the driver’s age and gender, there 
are social-psychological factors that 
can also contribute to crash risk. For example, self-reported 
sensation-seeking tendency, which is a personality trait, has 
been associated with risky driving (e.g., records of impaired 
driving and self-reported speeding [6]). Attitudes (evaluations 
of the potential outcomes) and perceived social norms (how 
other people behave, or what societal expectations there are) 
about unsafe driving behaviors can also play a role in vehicu-
lar crashes. For example, [7] found that drivers who drove 
faster than others also had a more positive attitude toward 
speeding. The same study also found that drivers who per-
ceived others to drive at excessive speeds were more likely to 
drive fast compared to those who perceived others to comply 
with the limits. Medical conditions, such as sleep apnea [8], 
are also known to increase crash risk. Finally, more transient 
driver characteristics, i.e., driver state, such as fatigue, drows-
iness, distraction, mental workload, and mood, can also affect 
safety by impairing a driver’s information-processing abili-
ties and altering his or her risk-taking tendencies.

Infotainment systems and smart personal devices (e.g., 
smartphones) can add to the already demanding activity of 
driving and may increase crash risk. Digital interactions have 
become an integral part of many drivers’ daily life such that 
they expect digital content to be available even while driving. 
Furthermore, it is inevitable that a growing array of technolo-
gies find their way into the vehicle given their large economic 
value. It should be noted that although certain types of tech-
nology lead to distraction, technology can also enhance safety. 
Automobile manufacturers are constantly seeking innova-
tive solutions that leverage emerging sensor technology and 
increased computational power to support the driver. In the 
past decade, there has been a rapidly growing interest in both 
the signal processing and the human factors communities to 
develop smart driver monitoring systems that can sense and 
monitor the driver’s state, vehicle operation, and changes in the 
environment to provide drivers with useful and appropriately 
timed feedback.

A smart driver monitoring system can provide immediate 
driving assistance (e.g., automated lane-departure warnings), 
support drivers in maintaining situation awareness (SA) while 

driving (e.g., alerts of incidents ahead), and foster positive 
behavioral changes in the long run (e.g., by providing aggre-
gated information after a trip to help drivers understand poten-
tial consequences of unsafe driving behaviors). A smart driver 
monitoring system can also address some of the risk factors 
associated with certain driver characteristics. For example, the 
2016 Chevy Malibu has a feature tailored to teen drivers. This 
feature warns teen drivers when they exceed a predetermined 

speed limit, blocks the sound from 
the stereo until the front seat belts are 
buckled, and generates a report card 
on driving safety metrics (e.g., num-
ber of over-the-speed-limit warnings 
and forward collision alerts). In addi-
tion to real-time feedback on speed 
and seat belt use, the system provides 
an opportunity for parents to discuss 

safer driving behaviors with teen drivers in a postdrive feed-
back form, thus calibrating or reinforcing a more accurate 
mental model of safe driving.

While the Malibu’s teen driver monitoring system provides 
useful feedback, it does not directly address the more tran-
sient characteristics of the driver. The driver’s state, such as 
fatigue, anger, or mental overload (i.e., when the driver’s cog-
nitive capacity limit has been reached), can influence driving 
behavior, both in terms of information processing capabili-
ties (e.g., reduced reaction times to hazards due to drowsiness) 
and decisions to perform risky behaviors (e.g., following a 
vehicle too closely while in a state of aggravation). The ability 
to monitor driver state can ensure that factors such as current 
mood, mental workload, and vigilance level of the driver are 
taken into account and feedback is provided in a timely man-
ner (e.g., based on early detection of drowsiness rather than 
detection of unsafe driving performance). However, there are 
many challenges associated with monitoring driver state. The 
remainder of this article focuses on addressing these chal-
lenges, as well as reviewing important design considerations 
regarding driver feedback. Overall, we aim to 1) provide read-
ers with an overview of current and emerging signal acqui-
sition and processing techniques for driver state monitoring 
systems, and 2) draw insights from human factors research on 
driver behaviors and intervention strategies to facilitate dis-
cussions about existing techniques for smart driver monitor-
ing systems.

Driver state monitoring
The state of a driver can have a significant impact on her driv-
ing performance, a relationship best captured by the well-
known Yerkes–Dodson law [9]. The Yerkes–Dodson law, 
when adapted to driver state [10], suggests an inverted-U func-
tion between driver’s arousal and driving performance. As 
illustrated in Figure 1, both low arousal and high arousal are 
associated with performance decrements, and optimal perfor-
mance occurs when there is an appropriate amount of arousal 
to keep the driver attentive, but not stressed. On one hand, a 
driver who is fatigued or has lost vigilance due to monotonous 

The human factors community 
has made significant progress in 
understanding driver behaviors,
and assessed the efficacy of 
various interventions for unsafe 
driving practices. 
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FIGURE 1. The inverted-U model for driver performance as a function  
of arousal.

conditions (e.g., prolonged driving on a straight road with little 
traffic) is at an increased risk of losing control of the vehicle 
or failing to respond to hazards in time. On the other hand, 
strenuous driving conditions (e.g., reduced visibility or heavy 
traffic) or additional workload from a secondary task (e.g., 
having to manipulate the navigation system or engaging in a 
heated phone conversation) can increase stress, overload the 
driver, and drastically limit the cognitive resources available 
to drive safely.

A smart driver monitoring system should provide appro-
priate feedback or interventions that take into consideration 
the current condition of the driving environment (e.g., poor 
weather), the behaviors exhibited by the driver (e.g., hands 
off the steering wheel), as well as the driver’s physiological 
state (e.g., excitement or drowsiness). Smart monitoring can 
also be extended to monitor other in-vehicle activities, includ-
ing the driver’s manual or auditory interaction with in-vehicle 
devices, driver’s conversation on the phone or with passengers, 
and conversation among passengers. Data about the in-vehicle 
environment and activities may help interpret driver state more 
accurately. However, due to limited space, this article focuses 
on driver state monitoring.

While the exact state of a driver may not be directly mea-
surable, it can often be inferred from its manifestations, such as 
driver’s facial and body expressions (e.g., eye gaze, eye closure, 
yawning, and seating posture), how the driver controls the vehi-
cle [e.g., speed, lane deviation (LD), and headway distance], 
and/or driver’s physiological signals [e.g., heart rate (HR) and 
brain activity]. Figure 2 provides a schematic overview of some 
examples for these three measurement categories. The remain-
der of this section describes the aforementioned measurement 
categories and the technologies associated with them, and con-
cludes with remarks about the current algorithms for fusing the 
information obtained from these measures.

Vehicle-based measures
Advanced driver monitoring technologies based on vehicle 
measures are becoming widely available on the market and are 
provided by both car manufacturers and aftermarket retrofits. 
The following list categorizes these measures into three major 
groups and briefly summarizes some of the recent findings 
in the literature regarding these measures and their potential 
relationship with driver’s arousal level. It should be noted that 
the reported relationships are based on experimental studies. 
For detailed information about the experimental procedures 
and participant demographics, please refer to the correspond-
ing references.
■ Driver input to the vehicle:

Steering: Drowsiness or low arousal may decrease the 
frequency of steering reversals, deteriorate steering per-
formance, increase the amplitude of steering-wheel 
movements, and increase the standard deviation of 
steering angle. Visual distraction may cause steering 
neglect and overcompensation, whereas cognitive dis-
traction or overload may lead to undercompensation 
(e.g., see [11]).

Braking: Both low and high arousal may cause changes 
in the brake and acceleration patterns (e.g., see [12]). 
Cognitive distraction may cause hard (high intensity) 
braking (e.g., see [11]), and high arousal may increase 
response time when braking is required (e.g., see [13]).

■ Vehicle response to driver input:
Velocity/acceleration: Fatigue or low arousal may 
increase the standard deviation of speed. Visual distrac-
tion due to working with infotainment systems may 
decrease speed, increase speed variance, and result in 
unintended speed changes (e.g., see [11] and [13]).
Jerk: Both low and high arousal may cause no steering 
correction for a prolonged period of time followed by a 
jerky motion to correct steering (e.g., see [14]).

■ Vehicle state relative to traffic and the driving environment:
Headway distance: Distractions may both increase or 
decrease headway distance, depending on the type of 
distraction and the overall driving demands. Some stud-
ies have shown that working with email systems or using 
iPods lead to increased headway distance, whereas some 
studies have shown watching DVD players can result in 
decreased headway distance (e.g., see [13]).
LD: Drowsiness or low arousal may increase standard 
deviation of lane position (e.g., see [13]). Distraction due 
to secondary tasks may also increase LD (e.g., see [15] 
and [16]).
TLC: Drowsiness or low arousal may lead to irregularities in 
the vehicle’s tracking and increase the range of deviations. 
Both low and high arousal may cause driving patterns with 
lower TLC values (e.g., see [17]).

The first two categories can be directly measured by sen-
sors installed inside the vehicle, whereas the third category 
requires information regarding the driving environment or the 
road geometry. In the latter case, the extra information can be 
obtained from cameras or radars installed on the vehicle, or 
from the information provided by smart infrastructures [vehi-
cle-to-infrastructure (V2I) communication] or other vehicles 
[vehicle-to-vehicle communication (V2V)]. Figure 3 presents 
data collected in a driving simulator experiment conducted by 
the authors, which illustrates the changes in a variety of vehi-
cle state measures with respect to driver sleepiness and dem-
onstrates how measures like TLC and LD can be investigated 
in terms of range (min, max), mean, and standard deviation. 
It can be seen that when the driver’s sleepiness increases, a 
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number of vehicle measures are affected. Over/underspeeding 
happens more frequently at higher levels of sleepiness, and so 
does large LD variance. Moreover, during interval G and at 
the end of interval I, the driver changes lanes very frequently, 
which suggests a degradation in lane keeping ability for this 
particular driving scenario. Finally, at higher levels of sleepi-
ness, TLC tends to get closer to zero, which is an indicator 
of unsafe driving. This effect is reflected in the graphs that 
indicate the number/fraction of TLC measure going below a 
certain threshold. Note that the experimental setup used for 
the study in Figure 3 is described in Figure 4. A comprehen-
sive review of the literature on vehicle measures is provided 
in [13] and [19].

Almost all major automobile manufacturers have 
equipped their newer high-end models with warning tech-
nologies, such as lane departure (which tracks the vehicle’s 
position in the lane and alerts the driver when the vehicle 
starts to drift laterally) and collision warning (which uses a 
forward-looking camera or a radar to measure the distance 
to the lead vehicle and alerts the driver when this distance 
is less than a safe threshold). Furthermore, many manu-
facturers such as Tesla, Mercedes-Benz, BMW, Lexus, 
Infinity, and Honda have equipped some of their mod-
els with vehicle control intervention technologies. Some 
examples include lane-keeping assistance (which actively 
applies corrective torque to the steering wheel to keep the 
vehicle in the lane) and collision avoidance (which acti-
vates the brakes if the driver does not respond to the colli-
sion warning).

Aside from the aforementioned systems, some manufac-
turers have introduced smart technologies that utilize vehicle 

measures to monitor driver states, such as drowsiness. For 
example, Mercedes-Benz’s Attention Assist (http://m.mercedes-
benz.ca/en_CA/attention_assist/detail.html) warns the driver 
if signs of drowsiness are detected. This system is mainly 
based on tracking steering wheel movements, while assessing 
parameters such as speed, longitudinal/lateral acceleration, 
and indicator and pedal usage. It also takes into account exter-
nal factors such as crosswinds and the unevenness of the road. 
Another example is Volkswagen’s Driver Fatigue Detection 
System (http://www.volkswagen.com.au/en/technology_and_
service/technical-glossary/fatigue-detection.html), which con-
tinually measures steering wheel movements together with 
other vehicle signals as side information, and warns the driver 
if signs of fatigue are detected.

Facial and body expression measures
Observable cues from driver’s facial and body expressions can 
be used to infer about a driver’s arousal level. For example, 
eye blinks, percentage of eye closure (PERCLOS) [20], and 
yawning are particularly useful for detecting fatigue and 
drowsiness, whereas eye movements, gaze direction, and head 
movements provide information on drivers’ visual attention 
(e.g., on the road or infotainment system). These measures are 
heavily reliant on video processing, and thus have been tradi-
tionally difficult to implement due to computational limita-
tions. However, recent advancements in computational power 
and algorithm design have made such implementations pos-
sible in real time.

Figure 4 illustrates an example of using video cameras 
[in (a), a dashboard-mounted camera is shown and in (b) the 
head-mounted eye tracker is shown] in a research setting 

Smart Driver Monitoring

Vehicle
Measures

Physiological Measures

Driver Feedback

Facial and Body Expression

50

50

50

Steering Angle
Throttle Position
Brake Position
Braking Intensity
Vehicle Heading
Acceleration
Velocity
Headway Distance
Speed Limit Detection
Over/Under Speeding
TLC
Lane Detection
LD
Jerk

Skin Conductivity
Respiratory Activity

Heart Activity
Brain Activity

Audio
Visual

Vibration
Break/Rest Reminder

Device Lockout
Adaptive Cruise Control

Collision Avoidance
Lane Keeping  Assistance

Gaze Direction
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FIGURE 2. An illustration of sensors and feedback technologies that can be used in smart driver monitoring systems. TLC: time-to-lane crossing.
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for driver state monitoring. A commercial example is the 
Lexus Driver Monitoring System, which was implemented 
in some Lexus vehicles beginning in 2006 (e.g., Model GS 
450h) and in some Toyota vehicles beginning in 2008 (e.g., 
Crown Hybrid), and which utilizes six built-in near-infrared 
(NIR) light-emitting diode (LED) sensors as well as a charge-
coupled device camera facing toward the driver. It performs 
eye tracking, eyelid detection, and head motion detection to 
detect the onset of sleepiness from facial expressions and 
warns the driver.

A typical system for analyzing facial and body expres-
sions is illustrated in Figure 5. First, visual input is acquired 
using one or more cameras. A camera system with an active 
lighting source (NIR) is often used to alleviate the problem 
of extremely large illumination variations during driving. 
Then, the region of interest or facial/body landmarks need to 
be located by either direct detection from 
each frame, or with the help of tracking 
algorithms. At the next stage, metafea-
tures, such as PERCLOS, head pose, and 
gaze direction (and different statistics 
associated with them), are extracted. Final-
ly, the system makes a decision by looking 
for particular patterns in the time series 
of the metafeatures, which often involves fusion with other 
signals as will be discussed later in the “Data Fusion” sec-
tion. A comprehensive review of associated algorithms and 
techniques used in the literature is provided in [11] and [21].

The first fundamental task for this system is to success-
fully locate desired tracking features in each frame in real 
time, which can be the face, eyes, or more precise facial land-
marks. The ensuing software detection algorithm is highly 
dependent on the image acquisition hardware used. In earlier 
studies, structured illumination/camera eye-tracking systems 

with an NIR source were widely used to exploit the special 
optical property of human pupils known as the dark/bright 
pupil effect. When the illumination is coaxial with gaze path, 
pupils reflect light back to the source and appear bright in 
the acquired images, while an offset of illumination place-
ment would not create such an effect and would result in dark 
pupils [22]. For this system, pupils are located by simple sub-
traction of the alternating dark pupil frame and the bright 
pupil frame, a method that is computationally cheap [22]. 
Although this eye-tracking technique is accurate in the labo-
ratory environment, its heavy reliance on the hardware setup 
degrades its robustness for realistic driving scenarios. Based 
on advancements in computational power and machine-
learning algorithms, it is possible to develop intelligent com-
puter vision solutions with large video data input for real-time 
applications that do not rely heavily on image acquisition 

hardware configurations. For example, the 
boosted cascade classifier, the underlying 
idea behind the Viola–Jones object recog-
nition algorithm [23], has been incorpo-
rated in many recent camera-based driver 
face or eye detection algorithms (e.g., see 
[24]). Furthermore, tracking algorithms 
are commonly utilized for enhancing the 

processing speed of the overall system. These algorithms 
allow us to replace the costly processing of a full frame of 
the input image by the lower cost searching for the target in a 
more constrained manner. Algorithms such as Kalman filter 
or particle filter have been commonly used in both eye track-
ers with structured lighting [25] and computer vision-based 
systems [24].

Next, discriminant metafeatures can be calculated based 
on the obtained lower-level features. This step can be seen as 
higher-level feature extraction. Many of the visual indicators 

EEG
Headband

Dash-Mounted
Eye-Tracker

Head-Mounted
Eye-Tracker

ECG Sensors

Respiration Belt

(a) (b)

FIGURE 4. Example research setup at the University of Toronto for (a) a driving simulator and (b) an instrumented vehicle. The simulator shown is a fixed-
based simulator, paired with a dashboard-mounted eye tracker. Both the driving simulator and the instrumented vehicle are set up to provide common 
vehicle measures, including speed, lane position, brake/accelerator pedal position, and headway distance. In the instrumented vehicle, the driver is shown 
wearing a head-mounted eye tracker. Electrocardiogram (ECG), galvanic skin response (GSR), and respiration sensors are also attached to driver’s cloth-
ing to illustrate potential sensor placement on the participant. For actual data collection, physiological sensors are to be placed directly on the skin.

Observable cues from 
driver’s facial and body 
expressions can be used 
to infer about a driver’s 
arousal level.
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for fatigue detection focus on the eye area, using detailed 
geometric measurements of iris, pupils, eyelids, and some-
times the specular point on the iris. These measures are also 
used for gaze estimation, in which head pose estimation is 
also necessary. In general, there are two 
approaches for head movement tracking: 
the rigid three-dimensional (3-D) head 
model [24] and front face orientation 
estimation using facial landmarks [25]. 
Metafeatures can also be calculated based 
on statistics of the aforementioned visual 
cues, for example frequency, average in -
tensity, or standard deviation in a certain 
time window. Using multiple metafeatures 
often improves the system performance, where a fuzzy infer-
ence system [22] or Bayesian network [25] can be used for 
data fusion. Detection can also be performed by learning spe-
cial patterns from the temporal signals using algorithms such 
as support vector machines [26]. Data fusion and inference 
methods will be further discussed the “Data Fusion” section. 
An alternative approach is the use of holistic feature extrac-
tion algorithms that do not require any handcrafted features 
and extract statistically discriminant features/patterns from 
the image frame using holistic machine-learning and pattern 
recognition techniques. This approach is widely used in other 
areas (e.g., face recognition, emotion recognition) and has 
been shown to have great potential; however, it has not yet 
been implemented in driver monitoring.

Today’s cameras are empowered with abilities beyond 
human vision, and thus can capture extremely subtle changes, 
such as HR using thermal imaging [27]. These technologies 
potentially enable nonintrusive evaluation of driver physiol-
ogy. Another example is the use of pupillary dilation as an 
indicator of cognitive load. In addition to facial features, body 

expressions such as seating posture, speaking, and head ges-
tures have been studied in the literature to infer human states 
[24], [28]. For example, activities related to distracted driving 
such as answering a cell phone, eating, and smoking can be 

detected by hand tracking [29]. Moreover, 
vision systems looking at feet and hand 
positions can directly monitor driver’s inter-
action with the vehicle, and use this infor-
mation for maneuver prediction [30].

It is worth mentionin that monitoring a 
driver’s facial and body expressions also 
provides possible means for determining 
the driver’s emotions. These measures are 
successfully used in other contexts such as 

human-computer interaction studies for affect recognition. 
There is great potential to use facial expressions for affect 
recognition in the context of driver monitoring, which has not 
been explored yet. Finally, it is noteworthy that facial/body 
expressions do not necessarily need to be measured using 
video recorders. For example, eye movement, gaze direction, 
and blinks can all be monitored by attaching a set of electri-
cal sensors to the face around the eyes and measuring the 
electrooculogram (EOG) signals. However, this method is 
highly invasive and is not suitable for realistic driving condi-
tions. Another example of monitoring body expression with-
out video recorders is the use of sensors embedded in the 
driver’s seat to measure the body pressure distribution on the 
seat, from which certain body postures can be detected [11].

Physiological measures
Physiological measures can recognize the changes in driver’s 
arousal level [31]. Arousal is largely affected by the autono-
mous nervous system (ANS), which includes sympathetic 
and parasympathetic branches. The sympathetic branch 
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FIGURE 5. An example of driver monitoring pipeline using facial and body expression measures, depicting typical processing steps and intermediate out-
puts from them: (a) video frames acquired, (b) tracking of driver’s face (yellow rectangular box) and facial landmarks (green dots), and (c) example time 
series plot of two metafeatures: blinking (binary variable) and PERCLOS (scales from 0 to 1 representing eyes open to close).

Today’s cameras are 
empowered with abilities 
beyond human vision, 
and thus can capture 
extremely subtle changes,
such as HR using 
thermal imaging.
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generates an alerting response in stressful situations, such 
as a fight-or-flight response in an extreme case. This alert 
state can be recognized by increased breathing rate, acceler-
ated HR, sweaty palms, and dilated pupils [32]. On the other 
hand, parasympathetic branch is mostly activated during 
relaxed situations, such as sleep periods. Parasympathetic 
activation leads to decreased breathing rate, HR, and blood 
pressure. Therefore, breathing rate, HR, and skin moisture 
can be used as indicators of the ANS’s activity, which in 
turn can indicate the driver’s arousal level and alertness. 
These indicators/responses can be measured using breath-
ing, ECG, and GSR sensors. Two other commonly used 
measures in driver monitoring literature are EOG, which 
was explained in the previous section, and electroenceph-
alogram (EEG), which monitors the brain’s electrical activi-
ties and can be used to detect vigilance or mental workload 
level. Figure 4 illustrates some example 
physiological sensors.

Physiological measures will be par-
ticularly important with higher levels 
of automation in emerging self-driving 
vehicles. When a vehicle takes control (i.e., 
automated driving), there will be no driv-
ing performance measurement from the 
driver. However, physiological measures 
can still provide information on whether or 
not the driver is alert. This information together with facial/
body expressions and measures of driver’s current activity can 
be used as a deciding factor on how to transfer back the control 
from the vehicle to the driver. A short review of physiological 
measures is given next.

Skin moisture/conductance
GSR, also known as electrodermal response, has been 
commonly used to estimate driver’s physiological state [33]. 
GSR is a measurement of the skin conductance controlled 
by the sympathetic nervous system through skin’s sweat 
glands [34]. Highly demanding mental tasks can increase 
skin moisture and, hence, skin conductance. Electrodermal 
activity consists of two components: general tonic activity, 
which corresponds to the slower activities and background 
signal; and phasic activity, which corresponds to the faster 
changing signal elements. Parameters such as frequency, 
amplitude, latency, rise time, and recovery time of the elec-
trodermal activities are among the measures that have been 
used in the literature. A comprehensive review of GSR mea-
sures is provided in [35].

Respiratory activities
The respiratory frequency is generally between 9–21 cycles/
minute. During relaxation, this rate can become as low as six 
cycles/minute, whereas performing highly demanding men-
tal tasks cause higher than normal frequencies [36]. Respira-
tory activities can be measured either through sensors that 
are connected to the person’s mouth/nose, which are not suit-
able for driving, or using a breathing belt which measures 

the changes in thoracic or abdominal circumference during 
respiration (Figure 4).

Eye movements
EOG monitors eye movements, hence eye gaze, by placing sen-
sors around the eyes to measure the corneo-retinal potential 
between the front and the back of the eye. Furthermore, several 
eye-blink indicators such as blink rate, duration, and latency can 
be derived from EOG to analyze visual attention, mental work-
load, and drowsiness [31]. Despite EOG’s promising results, cur-
rent measurement techniques are highly intrusive during driving 
and cannot be used in practice.

Heart activities
HR and HR variability (HRV) can be used to monitor the 
effect of ANS on the heart. Heightened levels of task dif-

ficulty result in increased HR, whereas 
fatigue/drowsiness decreases HR. HRV is 
defined as the variation in the time interval 
between heartbeats, i.e., the beat-to-beat 
interval. In the context of driver monitor-
ing, HRV is usually calculated by taking 
the Fourier transform of the HR signal. 
High frequencies of HRV’s power spec-
trum (0.15–0.40 Hz) have been found to 
reflect parasympathetic activities, whereas 

low frequencies (0.04–0.15 Hz) reflect both sympathet-
ic and parasympathetic activities (see [37] and references 
therein). Studies have shown that changes in mental work-
load may affect HRV: decreases in midfrequency bands (0.07–
0.14 Hz) have been associated with increases in mental effort 
(e.g., [39]). Another study also reported reduction in the high-
frequency component of HRV and an increase in the low- to 
high-frequency ratio in more stressful situations [38]. HR can 
be easily measured using a single sensor that tracks heartbeats 
from the artery pulsation, or it can be extracted from ECG, 
which is a recording of the projection of the electric activi-
ties of the heart on the body surface. In a standard medical 
ECG device, ten electrodes (conductive pads) are attached to 
the person’s chest, which is rather impractical and invasive for 
realistic driving conditions. Therefore, recently, there has been 
a growing interest to measure ECG using sensors embedded 
on the steering wheel (Texas Instruments; http://www.ti.com/
lit/pdf/tidu479) or the driver’s seat (www.medtees.com/content/
ecg_seat_fact_sheet_2.pdf). 

Brain activities
There exist two noninvasive portable measurement methods to 
monitor brain activities: functional NIR spectroscopy (fNIR) and 
EEG. In the fNIR method, the concentration of (de)oxygenated 
hemoglobin in different parts of the brain cortex is measured 
using NIR electromagnetic waves, based on which, active parts 
of the cortex are determined. fNIR is particularly helpful in mon-
itoring increased arousal due to mental workload [40]. A review 
of the features that can be extracted from fNIR signals, and the 
required processing steps, is provided in [41].

It is worth mentioning that 
monitoring a driver’s facial 
and body expressions 
also provides possible 
means for determining the 
driver’s emotions.
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In the EEG method, two (or three including the active 
ground) to more than 100 electrodes are located on the 
scalp, each measuring an aggregate of electric voltage fields 
from millions of neighboring neurons. EEG signals can be 
expressed in terms of a number of rhythmic activities, which 
are usually divided into the following frequency bands: Delta 
(< 4 Hz), Theta (4–8 Hz), Alpha (812 Hz), Beta (12–30 Hz), 
and Gamma (> 30 Hz) [42]. When no major cognitive or 
motor task is performed, large populations of neurons are 
synchronized and result in steady rhythmic activities. In con-
trast, during cognitive or motor tasks, the synchronization of 
these populations usually decreases (in some cases increases), 
which results in a decrease (or increase) in the power of cor-
responding oscillatory rhythms.

The waking EEG is mostly characterized by a desynchro-
nized pattern, causing rapid, high-frequency waves in the beta 
range. When people are awake in a quiet 
relaxed state, the increased synchrony of 
underlying neural activity in nonstimulat-
ed brain regions results in patterns of alpha 
waves particularly at the posterior part of 
the brain. In driver monitoring systems, 
one of the most difficult tasks is to detect 
the onset of drowsiness, often referred to 
as nonrapid eye movement (NREM) sleep 
stage N1 [43]. However, in EEG signals, this transition can be 
easily identified by the changes of alpha and theta waves. If 
the driver passes this stage and enters the next NREM sleep 
stage (N2) [43], the eye movements will cease, the HR slows 
down, and body temperature decreases, preparing the body 
to enter deep sleep. At this stage, background EEG oscilla-
tions decrease below 5 Hz. Furthermore, these slow oscil-
lations will be superimposed by periodic, transient EEG 
patterns called sleep spindles and K-complexes. These syn-
chronization changes at different regions of the brain and 
their corresponding effects on the EEG characteristics in 
time/frequency/space domains can be used for driver state 
monitoring. Some examples of commonly used methods 
for extraction of discriminative features from EEG signals 
include: parametric spectral estimation (e.g., autoregressive/
moving-average), nonparametric spectral estimation (e.g., 
Fourier/wavelet transform), bandpass filtering, and spatial fil-
tering (e.g., common spatial patterns, independent component 
analysis, surface Laplacian filtering).

Figure 6 provides an example of the changes in an EEG 
feature (the ratio between powers in Alpha and Theta bands 
for T7-O1 bipolar EEG channel) and the driver’s sleepiness 
level recorded in a simulator experiment. In Figure 6, both 
graphs in (a) and (b) illustrate the relationship between the 
changes in sleepiness level and the EEG signal. Note that the 
sleepiness scale is a subjective scale with limited granularity 
(five discrete levels) whereas EEG provides a nonsubjective 
continuous measure of sleepiness. As shown in the lower plot 
of Figure 6(a), corresponding to the 3-minute moving aver-
age window (dashed line), the brain wave power ratio shows 
an increasing trend with increasing sleepiness level, and vice 

versa (except a few locations, such as “I” and “J”). A compre-
hensive review of various EEG processing techniques used to 
monitor driver’s mental workload, fatigue, and drowsiness is 
provided in [31].

Finally, it is noteworthy that any facial activity or eye 
movement can cause interference in the EEG signals, which 
are commonly referred to as artifacts. For example, the blue 
highlighted parts in Figure 7 are the artifacts caused by eye 
blinks. The common practice in EEG analysis is to remove 
these artifacts to study the underlying brain activity. However, 
in the context of driver monitoring, these artifacts can provide 
side information regarding the facial activities, in particular 
eye movements. Therefore, one area with great potential for 
future research is to exploit EEG artifacts for extraction of fea-
tures, such as blink duration/frequency, eye closures, and even 
eye gaze direction.

Data fusion
Each of the three measurement categories 
discussed in the previous sections has its 
own pros and cons, which have to be taken 
into account in the design of smart driver 
monitoring systems. The main limitation 
of both vehicle-based measures and facial/
body expressions is that they depend on fac-

tors that tend to manifest themselves at the late stages of fatigue 
or drowsiness (low arousal) or mental overload (high arousal), 
whereas physiological measures can provide early indicators 
of changes in arousal. However, since current technologies for 
physiological measurement require direct attachment of sen-
sors to driver’s body, these measures might be more intru-
sive than other categories. Similarly, some drivers may have 
concerns with having a camera analyzing their facial/body 
expressions while driving. If the driver’s concerns regard-
ing privacy, ease of use, and nonintrusiveness are taken into 
account in the design of new sensing technologies such that 
drivers embrace them, the combination of these three catego-
ries can provide a multifaceted driver monitoring system that 
can benefit from the advantages of each of these categories 
and provide higher accuracy and performance. Furthermore, 
information provided by intelligent transportation systems 
[44] as well as information about driver’s interactions with 
his surroundings, such as conversation with other passengers, 
can also be utilized. Combining multiple sources of informa-
tion calls for the development of new data fusion techniques. 
For example, [45] uses a fuzzy Bayesian framework to com-
bine the information obtained from facial features, ECG, 
photoplethysmography, temperature, and a three-axis accel-
erometer to monitor driver drowsiness. Still, fusion tech-
niques for driver monitoring systems are in their early stages 
and are not fully explored yet. Potential reasons include: 1) 
relatively recent success in computationally efficient real-
time analysis of video data, 2) relatively recent advancements 
in nonintrusive measurement techniques for physiological 
signals, and 3) the complex nature of sensing technologies 
in driver monitoring that usually requires multidisciplinary 

There is great potential
for the development
of new fusion
techniques for
driver monitoring.
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collaboration between experts from several different areas 
for development of effective fusion techniques. Considering 
the extensive body of research on data fusion in the signal 
processing community, there is great potential for the devel-
opment of new fusion techniques for driver monitoring.

Feedback mechanisms
This section presents a discussion of how different feedback 
timings can support overall safer driving, and highlights some 
design considerations for the various types of feedback.

Real-time feedback
Real-time feedback is provided during driving. For example, 
a driver may have a habit of driving too closely behind another 
vehicle (i.e., tailgating), may receive feedback about an unsafe 

headway (e.g., warning through a collision avoidance system, 
verbal comment made by a passenger), and may adjust her 
headway accordingly. Studies have shown that real-time 
feedback is useful in notifying the driver about a potentially 
hazardous situation or an improper action that may lead to 
dangerous events (e.g., rear-end collision warning using time 
headway [46], and driver distraction feedback based on driv-
ers’ off-road eye glances [47]). However, humans have limited 
attentional resources and feedback provided during driving, 
like any other secondary task, may consume a certain amount 
of attentional resources and subsequently reduce the amount 
of resources available to driving. For thorough discussions of 
the important role of attention in everyday driving, readers 
are referred to [48]. Also, [49] provides a detailed depiction 
of driver-feedback interactions, discussing how feedback can 
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FIGURE 6. An example of changes in brain activity with respect to sleepiness during a one-hour driving simulator experiment: (a) At the top, a driver’s sleepi-
ness using a five-level scale is illustrated, and at the bottom, the changes in the ratio of Alpha band power over Theta band power is illustrated. The vertical 
dotted lines separate the time intervals during which the level of sleepiness is constant. (b) The box-plot representation of changes in the distribution of 
Alpha/Theta power ratio for different time intervals. The labels on the horizontal axis denote the time interval and its corresponding sleepiness scale value. 
KSS: Karolinska sleepiness scale.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


45IEEE SIGNAL PROCESSING MAGAZINE |   November 2016 |

both help and interfere with the allocation of limited atten-
tional resources.

Overall, real-time feedback design needs to be con-
cise, to communicate a salient message to the driver, and 
be delivered through an appropriate modality that will be 
perceived by the driver with minimal additional demand. 
For example, an auditory alert is likely to capture a driv-
er’s attention immediately even when the driving task is 
demanding [46]. However, if the driver is already cogni-
tively overloaded, such feedback may become detrimental 
by interfering with the ongoing driving task. In such cases, 
delaying feedback, even for a few seconds, can mitigate 
the potential disruption while still providing some positive 
effects on driving.

Postdrive feedback
Postdrive feedback is provided after a trip. A driver’s mental 
model about safe driving can guide her decisions and inten-
tional behaviors. For example, if a driver perceives a significant 
increase in driving demands, she may allocate more attention 
to driving by pausing her conversation with a passenger. While 
the mental model of safe driving may be in part guided by 
formal learning, it is also updated continually according to 

driving experience, feedback, and perceived social norms. For 
example, the memory of previous driving experiences may 
influence a driver’s future behaviors. However, a study has 
estimated that 80% of near crashes are forgotten after only two 
weeks [50]. Thus, postdrive feedback provided after driving 
may facilitate long-term memory formation of critical driving 
incidents to motivate behavioral changes. The Chevy Malibu 
teen driver feature is an example for this type of feedback. 
Another example would be to use video replays of driving 
incidents (e.g., near crashes) to help strengthen the memory 
of such events, and thus influencing driver’s mental model of 
safe driving.

SA and anticipatory driving
SA is the perception of critical elements, the comprehension 
of their meaning, and the projection of their status [51]. A 
high level of SA has been associated with expert operators 
in complex and dynamic environments, including aviation, 
healthcare, and automobile driving [51], [52]. For example, 
operating at a lower level of SA, a driver may not register 
the object(s) he sees, e.g., a stalled truck, to be a potential 
hazard, while another driver, operating at a high level of 
SA, may not only perceive and understand the stalled truck 
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FIGURE 7. Example physiological measures recorded in a simulator study (setup as shown in Figure 4): EEG collected using a 14-channel wireless headset; 
Respiration activities recorded using an inductive respiratory belt; ECG recorded using three disposable gel-electrodes located on the driver’s chest; and 
GSR recorded using two disposable gel-electrodes located on the sole of the driver’s left foot.
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as a potential hazard, but actively anticipate other drivers’ 
behaviors around the stalled truck. Furthermore, SA in driv-
ing includes an internal awareness of the driver’s own state 
and behaviors. For example, a driver aware of her drowsiness 
may decide to take a break from driving. SA may be best 
supported through real-time feedback, helping drivers track 
and understand critical elements on the road. A smart driver 
monitoring system that detects low arous-
al state of the driver may also encourage 
drivers to take a rest break or seek out 
some stimulation, such as music.

A high level of SA can be demonstrated 
through “anticipatory driving,” a cognitive 
competence in identifying traffic situa-
tions through perception of cues, such that 
the vehicle can be positioned efficiently 
for potential upcoming changes in traffic 
[53]. Feedback intended to support antici-
patory driving can focus on highlighting 
potential traffic conflicts ahead, and may 
be particularly useful for the younger inexperienced drivers, 
who have been systematically found to exhibit less efficient 
visual scanning patterns compared to experienced drivers 
[54], and are less proficient in interpreting the situation cor-
rectly [53], [55]. For more experienced drivers, a feedback 
system may still be helpful in directing their attention back 
to critical elements in the driving scene if they are distract-
ed. A number of aids have been proposed in the literature to 
support anticipatory driving, e.g., highlighting of important 
cues [56], visual depiction of stopping distance [57], and 
visual feedback using an LED array for modulating brake 
pedal control [58]. However, interface designs in these stud-
ies remain largely at the conceptual stage, and have been 
evaluated in limited settings such as in driving simulators.

Concluding remarks and future directions
Recent developments in sensing technologies as well 
as advancements in our understanding of human factors 
affecting driving performance provide opportunities for 
the development of smart driver monitoring systems. 
These systems can use vehicle measures, facial/body ex -
pressions, and physiological signals to continuously moni-
tor driver state and also sense the environment to provide 
feedback to drivers or take vehicle control if there is 
a need. In practice, however, only vehicle measures are 
widely used in commercially available driver monitoring 
systems. The use of facial/body expressions is limited due 
to technical challenges in acquisition and real-time pro-
cessing of these signals. For physiological measures, the 
most important challenge has been nonintrusive signal 
acquisition, which has not been possible for signals such 
as EEG and ECG until recently. To fully exploit the infor-
mation provided by these three measurement catego-
ries, the information extracted from different measures 
can be further processed using data fusion techniques. 
However, considering the fact that simultaneous real-time 

acquisition and analysis of vehicle measures, facial/body 
expressions, and physiological data has not been feasible 
until recently, data fusion techniques have not yet been 
studied much in the context of smart driver monitoring.

As vehicles are becoming increasingly automated, it is 
becoming important for the vehicle to be able to monitor 
the driver’s state to safely take control from the driver and 

transfer it back to the driver when there is 
a need. (For a comprehensive discussion 
of various types and levels of automation, 
refer to [59] and the Preliminary State-
ment of Policy by the National Highway 
Traffic Safety Administration, available 
at www.nhtsa.gov/staticfiles/rulemaking/
pdf/Automated_Vehicles_Policy.pdf.) In 
the former scenario, i.e., the transfer of 
control from the driver to the vehicle, 
driver state monitoring can play a cru-
cial role in the timely and accurate en-
gagement of automatic safety systems. 

In such a scenario, an understanding of driver’s intentions 
becomes paramount. For example, the activation of the 
turn signal can temporarily disable lane departure warn-
ings. However, cases such as intentional tailgating are dif-
ficult or impossible to detect. Therefore, an open question 
is: Should there be situations in which autonomous sys-
tems are given the authority to override driver input? It is 
clear that vehicles should warn drivers of drowsiness or 
distraction, but it is unclear whether safety systems should 
prevent intentionally risky driving behaviors. In the lat-
ter scenario, i.e., the transfer of control from the vehicle 
to the driver, the role of driver monitoring systems is as 
important but less obvious. Once the vehicle gains control 
(e.g., due to driver drowsiness, or at driver’s request), the 
driver monitoring system can actively monitor the driver 
by measuring facial/body expressions and physiological 
signals. Such continuous monitoring of the driver allows 
the system to determine when it is safe for the driver to 
regain vehicle control.

A major challenge in the research and development of 
smart driver monitoring systems is the unique interdisciplin-
ary nature of this area, which requires a close collaboration 
between researchers and practitioners in both signal process-
ing and human factors communities. The recent advance-
ments in human factors research on driving safety can provide 
insights for incorporating efficient mitigation technologies into 
smart monitoring systems, using both real-time and postdrive 
feedback. This article presented a high-level interdisciplinary 
overview of the smart driver monitoring systems to facilitate 
such collaborations.

Acknowledgment
We acknowledge support by the Natural Science and Engi-
neering Research Council through the strategic partnership 
grant titled DREAMs: Enhancing Driver Interaction with 
Digital Media through Cognitive Monitoring.

As vehicles are becoming 
increasingly automated, it 
is becoming important for 
the vehicle to be able to 
monitor the driver’s state 
to safely take control from 
the driver and transfer it 
back to the driver when 
there is a need.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

________________________

http://www.nhtsa.gov/staticfiles/rulemaking/pdf/Automated_Vehicles_Policy.pdf
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


47IEEE SIGNAL PROCESSING MAGAZINE |   November 2016 |

Authors
Amirhossein S. Aghaei (aghaei@ece.utoronto.ca) received 
his master’s and Ph.D. degrees in electrical and computer 
engineering from the University of Toronto in 2008 and 
2014, respectively. He was an industrial postdoctoral 
researcher at the University of Toronto and Qualcomm 
Canada Inc. from 2014 to 2016, after which he joined 
Microsoft. His fields of expertise include driver state moni-
toring, physiological signal processing, brain–computer 
interfacing, machine learning, and big data analytics.

Birsen Donmez (donmez@mie.utoronto.ca) received 
her B.S. degree in mechanical engineering from Bogazici 
University in 2001. She received an M.S. degree in 2004 
and her Ph.D. degree in 2007, both in industrial engineering, 
and an M.S. degree in statistics in 2007, all from the 
University of Iowa. She is currently an associate professor 
at the University of Toronto in the Mechanical and 
Industrial Engineering Department. She is the Canada 
Research Chair in Human Factors and Transportation. Her 
research focuses on improving human behavior and perfor-
mance in multitask situations. She received the inaugural 
Stephanie Binder Young Professional Award from the 
Human Factors and Ergonomics Society in 2014 and an 
Ontario Early Researcher Award in 2015. She serves on 
multiple Transportation Research Board committees and is 
an associate editor of IEEE Transactions on Human-
Machine Systems.

Cheng Chen Liu  (cheng.liu@mail.utoronto.ca.) 
received her B.A.Sc. degree in computer engineering from 
the University of Toronto, where she is currently an 
M.A.Sc. student with the Electrical and Computer 
Engineering Department. Her research interests include 
computer vision and machine learning, focusing on video-
based driver monitoring. 

Dengbo He (dengbo.he@mail.utoronto.ca.) received his 
bachelor’s degree in mechanical engineering from Hunan 
University, Changsha, China, in 2012 and his M.S. degree in 
mechanical engineering from Shanghai Jiao Tong 
University, Shanghai, China, in 2016. He is currently a 
Ph.D. student at the University of Toronto in the Mechanical 
and Industrial Engineering Department. His research inter-
ests include vehicle dynamics and control, human factor, 
and driver behavior. 

George Liu (geo.liu@utoronto.ca) received an honors 
bachelor of arts degree from the University of Toronto 
and is currently a master’s student in industrial engineer-
ing at the University of Toronto and holds a second 
master’s degree in urban transportation planning. His 
research focuses on driver feedback design and human 
factors analysis. 

Konstantinos N. Plataniotis (kostas@ece.utoronto.ca) 
is a professor and the Bell Canada Chair in Multimedia with 
the Department of Electrical and Computer Engineering, 
University of Toronto, Ontario, Canada. He is a Registered 
Professional Engineer in Ontario and a fellow of the 
Engineering Institute of Canada. He has served as the edi-

tor-in-chief of IEEE Signal Processing Letters and the tech-
nical cochair of the 2013 IEEE International Conference in 
Acoustics, Speech, and Signal Processing. He is the IEEE 
Signal Processing Society vice president for membership 
(2014–2016) and the general chair of the 2018 IEEE 
International Conference on Image Processing. He received 
the IEEE Canada Engineering Educator Award for contribu-
tions to engineering education and inspirational guidance of 
graduate students. His research interests include statistical 
signal processing, knowledge and digital media design, 
multimedia systems, biometrics, image processing, biomed-
ical signal processing, and pattern recognition. He is a 
Fellow of the IEEE.  

Huei-Yen Winnie Chen (win.chen@mail.utoronto.ca) re-
ceived her B.A.Sc. and M.A.Sc. degrees in systems design 
engineering from the University of Waterloo in 2005 and 
2007, respectively, and her Ph.D. degree in industrial engi-
neering from the University of Toronto in 2013. She is cur-
rently a postdoctoral researcher at the University of Toronto 
in the Mechanical and Industrial Engineering Department. 
Her research interests are understanding and improving hu-
man-technology interactions in dynamic, complex systems 
using advanced analytical methods. Her research areas have 
included applications in transportation, health care, defense, 
and aerospace. 

Zohreh Sojoudi (zohreh.sojoudi@mail.utoronto.ca) 
received her bachelor’s degree in clinical psychology from 
the University of Tehran, Iran, in 2012. She is currently in 
her fourth year of studying cognitive science at the 
University of Toronto, Faculty of Arts and Science. Her 
research focuses on behavioral driver monitoring and cogni-
tive neuroscience.

References
[1] M. Peden, R. Scurfield, D. Sleet, D. Mohan, A. A. Hyder, E. Jarawan, and C. 
Mathers “World report on road traffic injury prevention,” World Health 
Organization, Geneva, 2004.

[2] “Overview: 2013 data,” National Highway Traffic Safety Administration, 
Washington, DC, Tech. Rep. DOT HS 812 169, 2015.

[3] S. Singh, “Critical reasons for crashes investigated in the national motor vehicle 
crash causation survey,” National Highway Traffic Safety Administration, 
Washington, DC, Tech. Rep. DOT HS 812 115, 2015.

[4] C. Owsley, K. Ball, G. McGwin Jr., M. E. Sloane, D. L. Roenker, M. F. 
White, and E. T. Overley, “Visual processing impairment and risk of motor 
vehicle crash among older adults,” JAMA, vol. 279, no. 14, pp. 1083–1088,
1998.

[5] H. A. Deery, “Hazard and risk perception among young novice drivers,” 
J. Safety Res., vol. 30, no. 4, pp. 225–236, 2000.

[6] B. A. Jonah, “Sensation seeking and risky driving: A review and synthesis of the 
literature,” Accid. Anal. Prev., vol. 29, no. 5, pp. 651–665, Sept. 1997.

[7] M. Haglund and L. Åberg, “Speed choice in relation to speed limit and influenc-
es from other drivers,” Transp. Res. F Traffic Psychol. Behav., vol. 3, no. 1,
pp. 39–51, Mar. 2000.

[8] F. Barbé, J. Pericas, A. Munoz, L. Findley, J. M. Anto, A. G. Agusti, and M. de 
Lluc Joan, “Automobile accidents in patients with sleep apnea syndrome: an epide-
miological and mechanistic study,” Am J. Respir Crit. Care Med., vol. 158, no. 1,
pp. 18–22, 1998.

[9] R. W. Proctor and T. Van Zandt, Human Factors in Simple and Complex 
Systems, 2nd ed. Boca Raton, FL: CRC Press, 2008.

[10] J. F. Coughlin, B. Reimer, and B. Mehler, “Monitoring, managing, and motivat-
ing driver safety and well-being,” IEEE Pervasive Comput., vol. 10, no. 3,
pp. 14–21, 2011.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

________________

______________

___________________

_____________________

__________________

_______________

_________________

________________________

mailto:aghaei@ece.utoronto.ca
mailto:donmez@mie.utoronto.ca
mailto:cheng.liu@mail.utoronto.ca
mailto:dengbo.he@mail.utoronto.ca
mailto:geo.liu@utoronto.ca
mailto:kostas@ece.utoronto.ca
mailto:win.chen@mail.utoronto.ca
mailto:zohreh.sojoudi@mail.utoronto.ca
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


48 IEEE SIGNAL PROCESSING MAGAZINE |   November 2016 |

[11] Y. Dong, Z. Hu, K. Uchimura, and N. Murayama, “Driver inattention monitor-
ing system for intelligent vehicles: A review,” IEEE Trans. Intell. Transp. Syst., vol. 12,
no. 2, pp. 596–614, 2011.

[12] T. Ersal, H. J. Fuller, O. Tsimhoni, J. L. Stein, and H. K. Fathy, “Model-based 
analysis and classification of driver distraction under secondary tasks,” IEEE Trans. 
Intell. Transp. Syst., vol. 11, no. 3, pp. 692–701, 2010.

[13] M. Bayly, K. L. Young, and M. A. Regan, “Sources of distraction inside the 
vehicle and their effects on driving performance,” in Driver Distraction: Theory, 
Effects, and Mitigation, M. A. Regan, J. D. Lee, and K. L. Young, Eds. Boca 
Raton, FL: CRC Press, 2008, ch. 12, pp. 191–214.

[14] K. Yabuta, H. Iizuka, T. Yanagishima, Y. Kataoka, and T. Seno, “The develop-
ment of drowsiness warning devices,” SAE Technical Paper, Tech. Rep., paper 
number 856043, 1985.

[15] A. Sahayadhas, K. Sundaraj, and M. Murugappan, “Detecting driver drowsi-
ness based on sensors: A review,” Sensors, vol. 12, no. 12, pp. 16 937–16 953,
2012.

[16] F. Tango, C. Calefato, L. Minin, and L. Canovi, “Moving attention from the 
road: A new methodology for the driver distraction evaluation using machine 
learning approaches,” in Proc. IEEE Conf. Human Syst. Interactions, 2009,
pp. 596–599.

[17] D. Sandberg, T. Åkerstedt, A. Anund, G. Kecklund, and M. Wahde,
“Detecting driver sleepiness using optimized nonlinear combinations of sleepiness 
indicators,” IEEE Trans. Intell. Transp. Syst., vol. 12, no. 1, pp. 97–108, 2011.

[18] T. Åkerstedt and M. Gillberg, “Subjective and objective sleepiness in the active 
individual,” Int. J. Neurosci., vol. 52, no. 1–2, pp. 29–37, 1990.

[19] C. C. Liu, S. G. Hosking, and M. G. Lenné, “Predicting driver drowsiness 
using vehicle measures: Recent insights and future challenges,” J. Safety Res., vol. 
40, no. 4, pp. 239–245, 2009.

[20] D. Dinges and R. Grace, “Perclos: A valid psychophysiological measure of 
alertness assessed by psychomotor vigilance,” National Highway Traffic Safety 
Administration, Washington, DC, Tech. Rep. FHWA-MCRT-98-006, 1998.

[21] M.-H. Sigari, M.-R. Pourshahabi, M. Soryani, and M. Fathy, “A review on 
driver face monitoring systems for fatigue and distraction detection,” Int. J. Sci. Adv. 
Technol., vol. 64, pp. 73–100, Mar. 2014.

[22] L. M. Bergasa, J. Nuevo, M. A. Sotelo, R. Barea, and M. E. Lopez, “Real-time 
system for monitoring driver vigilance,” IEEE Trans. Intell. Transp. Syst., vol. 7,
no. 1, pp. 63–77, 2006.

[23] P. Viola and M. Jones, “Rapid object detection using a boosted cascade of sim-
ple features,” in Proc. IEEE Computer Society Conf. Computer Vision and Pattern 
Recognition, 2001, vol. 1, pp. I–511.

[24] E. Murphy-Chutorian and M. M. Trivedi, “Head pose estimation and augment-
ed reality tracking: An integrated system and evaluation for monitoring driver aware-
ness,” IEEE Trans. Intell. Transport Syst., vol. 11, no. 2, pp. 300–311, 2010.

[25] Q. Ji, Z. Zhu, and P. Lan, “Real-time nonintrusive monitoring and prediction of 
driver fatigue,” IEEE Trans. Veh. Technol., vol. 53, no. 4, pp. 1052–1068, 2004.

[26] R. Oyini Mbouna, S. G. Kong, and M.-G. Chun, “Visual analysis of eye state 
and head pose for driver alertness monitoring,” IEEE Trans. Intell. Transport Syst.,
vol. 14, no. 3, pp. 1462–1469, 2013.

[27] M. Garbey, N. Sun, A. Merla, and I. Pavlidis, “Contact-free measurement of 
cardiac pulse based on the analysis of thermal imagery,” IEEE Trans. Biomed. Eng.,
vol. 54, no. 8, pp. 1418–1426, 2007.

[28] U. Agrawal, S. Giripunje, and P. Bajaj, “Emotion and gesture recognition 
with soft computing tool for drivers assistance system in human centered transpor-
tation,” in Proc. IEEE Int. Conf. Systems, Man, and Cybernetics, 2013,
pp. 4612–4616.

[29] C. Yan, B. Zhang, and F. Coenen, “Driving posture recognition by convolution-
al neural networks,” in Proc. Int. Conf. Natural Computing, 2015, pp. 680–685.

[30] E. Ohn-Bar, A. Tawari, S. Martin, and M. M. Trivedi, “On surveillance for 
safety critical events: In-vehicle video networks for predictive driver assistance sys-
tems,” Comput. Vis. Image Understand., vol. 134, pp. 130–140, May 2015.

[31] G. Borghini, L. Astolfi, G. Vecchiato, D. Mattia, and F. Babiloni, “Measuring 
neurophysiological signals in aircraft pilots and car drivers for the assessment of men-
tal workload, fatigue and drowsiness,” Neurosci. Biobehav. Rev., vol. 44, pp. 58–75,
July 2014.

[32] B. Mehler, B. Reimer, J. Coughlin, and J. Dusek, “Impact of incremental 
increases in cognitive workload on physiological arousal and performance in young 
adult drivers,” Transp. Res. Rec. J., vol. 2138, pp. 6–12, 2009.

[33] B. Mehler, B. Reimer, and J. F. Coughlin, “Sensitivity of physiological mea-
sures for detecting systematic variations in cognitive demand from a working memo-
ry task an on-road study across three age groups,” Hum. Factors, vol. 54, no. 3,
pp. 396–412, 2012.

[34] D. Taylor, “Drivers’ galvanic skin response and the risk of accident,” 
Ergonomics, vol. 7, no. 4, pp. 439–451, 1964.

[35] W. Boucsein, Electrodermal Activity. New York: Springer Science, 2012.

[36] S. H. Fairclough and L. Mulder, “Psychophysiological processes of mental 
effort investment,” in How Motivation Affects Cardiovascular Response: 
Mechanisms and Applications, R. Wright and G. Gendolla, Eds. Washington, DC:
American Psychological Assoc., 2011, pp. 61–76.

[37] C. Zhao, M. Zhao, J. Liu, and C. Zheng, “Electroencephalogram and electro-
cardiograph assessment of mental fatigue in a driving simulator,” Accid. Anal. Prev.,
vol. 45, pp. 83–90, Mar. 2012.

[38] N. Hjortskov, D. Rissén, A. K. Blangsted, N. Fallentin, U. Lundberg, and 
K. Søgaard, “The effect of mental stress on heart rate variability and blood pres-
sure during computer work,” Eur. J. Appl. Physiol., vol. 92, no. 1-2, pp. 84–89,
2004.

[39] K. Ryu and R. Myung, “Evaluation of mental workload with a combined mea-
sure based on physiological indices during a dual task of tracking and mental arith-
metic,” Int. J. Ind. Ergon., vol. 35, no. 11, pp. 991–1009, 2005.

[40] E. M. Peck, D. Afergan, B. F. Yuksel, F. Lalooses, and R. J. Jacob, “Using 
fNIRS to measure mental workload in the real world,” in Advances in Physiological 
Computing. London, U.K.: Springer, 2014, pp. 117–139.

[41] S. Tak and J. C. Ye, “Statistical analysis of fNIRS data: A comprehensive 
review,” NeuroImage, vol. 85, pp. 72–91, 2014.

[42] A. S. Aghaei, M. S. Mahanta, and K. N. Plataniotis, “Separable common spa-
tio-spectral patterns for motor imagery bci systems,” IEEE Trans. Biomed. Eng.,
vol. 63, no. 1, pp. 15–29, 2016.

[43] H. Schulz, “Rethinking sleep analysis,” J. Clin. Sleep Med., vol. 4, no. 2,
pp. 99–103, 2008.

[44] N.-E. El Faouzi, H. Leung, and A. Kurian, “Data fusion in intelligent transpor-
tation systems: Progress and challenges–a survey,” Inf. Fusion, vol. 12, no. 1,
pp. 4–10, 2011.

[45] B.-G. Lee and W.-Y. Chung, “A smartphone-based driver safety monitoring sys-
tem using data fusion,” Sensors, vol. 12, no. 12, pp. 17 536–17 552, 2012.

[46] J. J. Scott and R. Gray, “A comparison of tactile, visual, and auditory warnings 
for rear-end collision prevention in simulated driving,” Hum. Factors, vol. 50, no. 2,
pp. 264–275, 2008.

[47] B. Donmez, L. N. Boyle, and J. D. Lee, “Safety implications of providing 
real-time feedback to distracted drivers,” Accid. Anal. Prev., vol. 39, no. 3,
pp. 581–590, 2007.

[48] J. Engström, T. Victor, and G. Markkula, “Attention selection and multitasking 
in everyday driving: A conceptual model,” in Driver Distraction and Inattention: 
Advances in Research and Countermeasures, M. Regan, J. Lee, and T. Victor, Eds. 
Surrey, U.K.: Ashgate, 2013, pp. 27–54.

[49] J. Feng and B. Donmez, “Design of effective feedback: Understanding driv-
er, feedback, and their interaction,” presented at the 7th Int. Driving Symp. 
Human Factor in Driver Assessment, Training, and Vehicle Design, New York,
2013.

[50] P. Chapman and G. Underwood, “Forgetting near-accidents: the roles of severi-
ty, culpability and experience in the poor recall of dangerous driving situations,” 
Appl. Cogn. Psychol, vol. 14, no. 1, pp. 31–44, 2000.

[51] L. Gugerty, “Situation awareness in driving,” in Handbook for Driving 
Simulation in Engineering, Medicine and Psychology, D. L. Fisher, M. Rizzo,
J. K. Carid, and J. D. Lee, Eds. 2011, vol. 1, pp. 1–25.

[52] M. R. Endsley, “Measurement of situation awareness in dynamic systems,” 
Hum. Factors, vol. 37, no. 1, pp. 65–84, 1995.

[53] P. Stahl, B. Donmez, and G. Jamieson, “Anticipation in driving: The role of 
experience in the efficacy of pre-event conflict cues,” IEEE Trans. Human-Mach. 
Syst., vol. 44, no. 5, pp. 603–613, 2014.

[54] G. Underwood, P. Chapman, N. Brocklehurst, J. Underwood, and D. Crundall,
“Visual attention while driving: sequences of eye fixations made by experienced and 
novice drivers,” Ergonomics, vol. 46, no. 6, pp. 629–646, 2003.

[55] L. Jackson, P. Chapman, and D. Crundall, “What happens next? Predicting 
other road users’ behaviour as a function of driving experience and processing time,” 
Ergonomics, vol. 52, no. 2, pp. 154–164, Feb. 2009.

[56] P. Stahl, B. Donmez, and G. A. Jamieson, “Supporting anticipation in driving 
through attentional and interpretational in-vehicle displays,” Accid. Anal. Prev.,
vol. 91, pp. 103–113, Jun. 2016.

[57] M. Tonnis, C. Lange, and G. Klinker, “Visual longitudinal and lateral driving 
assistance in the head-up display of cars,” in Proc. IEEE and ACM Int. Symp. 
Mixed and Augmented Reality, 2007, pp. 91–94.

[58] F. Laquai, F. Chowanetz, and G. Rigoll, “A large-scale LED array to support 
anticipatory driving,” in Proc. IEEE Int. Conf. Systems, Man, and Cybernetics,
2011, pp. 2087–2092.

[59] R. Parasuraman, T. B. Sheridan, and C. D. Wickens, “A model for types and 
levels of human interaction with automation,” IEEE Trans. Syst., Man Cybern., A,
vol. 30, no. 3, pp. 286–297, 2000.

SP

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


Fuliang Weng, Pongtep Angkititrakul, 
Elizabeth E. Shriberg, Larry Heck, 
Stanley Peters, and John H.L. Hansen

Digital Object Identifier 10.1109/MSP.2016.2599201
Date of publication: 4 November 2016

utomotive technology rapidly advances with increasing connectivity and automa-
tion. These advancements aim to assist safe driving and improve user travel experi-
ence. Before the realization of a full automation, in-vehicle dialog systems may 
reduce the driver distraction from many services available through connectivity. 

Even when a full automation is realized, in-vehicle dialog systems still 
play a special role in assisting vehicle occupants to perform vari-

ous tasks. On the other hand, in-vehicle use cases need to 
address very different user conditions, environments, 

and industry requirements than other uses. This 
makes the development of effective and efficient 

in-vehicle dialog systems challenging; it 
requires multidisciplinary expertise in auto-

matic speech recognition, spoken language 
understanding, dialog management (DM), 
natural language generation, and applica-
tion management, as well as field sys-
tem and safety testing. In this article, we 
review research and development (R&D) 
activities for in-vehicle dialog systems 
from both academic and industrial 
 perspectives, examine findings, dis-
cuss key challenges, and share our 

visions for voice-enabled interaction and 
intelligent assistance for smart vehicles 

over the next decade.

Introduction
The automotive industry is undergoing a revolu-

tion, with progress in technologies ranging from 
computational power and sensors to Internet connectivi-

ty and machine intelligence. Expectations for smart vehicles 
are also changing, due to an increasing need for frequent engage-

ment with work and family, and also due to technological progress of prod-
ucts in other areas, such as mobile and wearable devices.

This article will address human–machine interaction (HMI) and advanced intelli-
gent assistance during the use of smart vehicles with a focus on voice-based technology. 
Speech is a primary means for human-to-human communication, capable of conveying 
rich content, colorful emotion, and human intelligence. Therefore, it is the most suitable 
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driver–vehicle modality, allowing drivers to keep their eyes 
on the road and their hands on the wheel. A strong user need 
for a true voice-enabled intelligent assistance will soon make 
it possible to perform many daily tasks while driving, which 
previously could not be achieved safely. During the transition 
from highly manual vehicle operation to highly automated 
operation, moving from simple dialog systems to sophisticated 
driving assistance is a major trend, and both challenges and 
opportunities arise.

Review of past major activities
The results from well-designed driver data collections reveal 
useful insights into HMI. Innovations from R&D projects as 
well as related assistance systems provide a good foundation 
for future developments. An overview for past major activities 
is given next.

In-vehicle dialog data collection
In the past two decades, vehicles equipped with both human 
and vehicle sensors have been deployed to collect realistic data 
on drivers, vehicles, and driving environments for the develop-
ment of human-centered technologies. Among the in-vehicle 
data, speech corpora were collected for developing in-vehicle 
automatic speech recognition (ASR) and spoken dialog sys-
tems. Speech and audio data collections in cars are necessary 
to capture specific driver speech patterns 
and in-vehicle noise characteristics. For 
ASR, collected data can also be used to 
expand natural language coverage in recog-
nition grammars. Video and data from a 
variety of sensors (e.g., haptic input, brake 
and gas pedal pressure, steering wheel 
angle, vehicle position, etc.) were synchro-
nously collected to capture multimodal 
interactions between the driver and vehicle, 
as well as driver’s states and cognitive loads. Started in 1998, 
the SPEECHDAT-CAR effort was the first international pro-
gram to form a multilanguage speech corpus for automotive 
applications with 23 research groups from nine European 
countries and one U.S. site. A number of additional large-scale 
automotive speech data collection were completed [1]–[9]. 
Some of them are fully or partially open to the public for 
research purposes; others are privately owned by companies 
for product development. To study naturalistic conversational 
speech during driving, most data collection experiments 
deployed a Wizard of Oz (WoZ) technique [10], typically 
involving a human navigator (wizard) sitting in a separate room 
to simulate a dialog system. Another common methodology is 
to collect actual driving data with event data recorders. In gen-
eral, these systems only record specific vehicle information 
over a short period of time during a crash and usually do not 
include audio and video data. However, these data are very use-
ful for investigating accident causes and designing interfaces.

A common finding among most data collection efforts vali-
dated very significant speaker variability across different driv-
ing conditions and maneuver operations. CU-Move focused on 

in-car noise conditions across different cabin structures. It found 
that having the windows open has more effect on the recognition 
accuracy than increasing the vehicle speed. AVICAR showed 
that combining both audio and video information significantly 
improves the speech recognition over the audio-only informa-
tion under noisy conditions but is less beneficial in quiet condi-
tions. SPEECHDAT-CAR reported that about 50% of collected 
speech data in vehicle is from speaker noise such as breathing, 
and coughing, while mispronunciation and incomprehensible 
speech could contribute up to 5% of data. From the corpus of the 
Center for Integrated Acoustic Information Research, it found 
that the number of fillers, hesitations, and slips per utterance 
unit was 0.31, 0.06, and 0.03, respectively. The Conversational 
Helper for Automated Tasks (CHAT) data collection shows that 
nearly 30% of proper names were partial names [9], and disflu-
ent and distracted speech was prevalent [10].

Key findings from past R&D projects
for in-vehicle use cases
Over the past decade, a number of publicly funded projects 
specifically address in-vehicle use cases, e.g., Virtual Intelli-
gent Codriver (VICO), Tools for Ambient Linguistic Knowl-
edge (TALK), and CHAT [9]. In the automotive industry, it is 
well known that driver distraction is a major source of fatal 
traffic accidents; thus, minimizing driver distraction in auto-

motive HMI has been a key goal. Driving-
related activities have been classified as 1) 
the primary tasks of vehicle maneuvering, 
which require one’s eyes on the road for 
navigation and obstacle avoidance, one’s 
hands on the wheel for steering, and one’s 
feet on the pedals for moving or stopping 
the vehicle and 2) secondary tasks, such as 
maintaining occupant comfort and access-
ing infotainment. While these primary 

tasks have been stable, increasingly, the secondary tasks are 
becoming richer and more diverse, especially as Internet 
connectivity and availability of information and services have 
become common. Manual controls for such sophisticated sec-
ondary tasks such as buttons and knobs are difficult for driv-
ers to safely operate and are inadequate for complex tasks. As 
speech technology has matured, it has become an increasingly 
natural choice due to its convenience and robust capabilities. 
The CHAT-Auto addresses conversational dialog systems-
related challenges, such as voice-operated multitasking with 
imperfect speech input and communicating a large amount of 
information content to drivers with limited cognitive capacity. 
It further demonstrated the feasibility of speech technology 
for representative vehicle use cases such as navigation by des-
tination entry, point-of-interest (POI) finding, and music 
search. The European Union (EU) VICO project initiated 
voice-enabled assistance system prototyping for navigation-
related tasks such as POIs and address input. The EU TALK 
project covered on adaptive multimodal and multilingual dia-
log systems with a main focus on reusability by allowing for 
the core dialog system to be separated from specific 

Speech is a primary means 
for human-to-human 
communication, capable 
of conveying rich content, 
colorful emotion, and 
human intelligence. 
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applications, languages, or modalities. It also intends to show 
the capability of learning dialog strategies to improve com-
munication with drivers when an ASR engine make errors. A 
statistical framework of a partially observable Markov deci-
sion process was used to address uncertainty in speech recog-
nition results [11]. Despite different foci of these research 
projects, they share many important building blocks in an 
advanced speech dialog system, as shown in Figure 1.

Influential automotive infotainment HMI products on 
the market include BMW iDrive, Mercedes 
COMAND, Audi MMI, Ford Sync, GM CUE, 
Lexus Enform, and Acura AcuraLink. In gener-
al, these HMI products are used to control mul-
tiple in-car functionalities including navigation, 
entertainment, multimedia, telephony, vehicle 
dynamics, and so on. Existing HMI input tech-
nologies fall into two categories: haptic based 
and voice based. Of haptic-based input meth-
ods, the two most common are control knobs 
and touch screens. German cars, e.g., BMW 
iDrive and Audi MMI, typically use control 
knobs. While these control knobs are simple 
to operate, it often takes multiple steps to 
access a function deep within a menu. Thus, 
these interfaces impose cognitive demands on drivers, requiring 
them to memorize where menu items are located and navigate 
through the menu while driving. In contrast, Japanese cars tend 
to use touch screens. Navigating touch-screen interfaces can be 
more intuitive and efficient, but they impose a spatial limita-
tion on drivers, as they must reach out to different areas of touch 
screen to access predesignated buttons in a shallower but still 
hierarchical menu structure. As both knobs and touch screens 
require hand-eye coordination, haptic interfaces pose inherent 

safety risks. Research shows that glancing away from the road 
for two seconds or longer may increase the risk of an accident 
from four to 24 times [12]. Such research evidence has led some 
original equipment manufacturers to prohibit the use of some of 
interfaces with hierarchical menu structures during driving. The 
voice-based systems have been shown to reduce driver look-away 
time and lessen spatial and cognitive demands on the driver. It 
is expected that recent advancement in speech recognition tech-
nology; other sensing technologies such as gesture on touch pad, 

on steering wheel surface, and in air;  as 
well as deeper modality fusion technolo-
gies would greatly liberate the designers so 
that many new devices and services can be 
incorporated without many physical con-
straints in the cockpit [13], [14].

Related intelligent assistant 
technologies
Likewise, many efforts were devoted to 
the field of general-purpose voice-enabled 
intelligent personal assistants (IPAs). The 
U.S. Defense Advanced Research Proj-
ects Agency (DARPA) funded a number 
of key IPA-related programs. The 

DARPA Communicator project was a major early effort in 
developing robust multimodal speech-enabled dialog systems 
with advanced conversational capabilities for engaging human 
users in mixed-initiative interactions. From 2003 to 2008, 
DARPA funded the Cognitive Agent that Learns and Organiz-
es (CALO) project. CALO attempted to build an integrated sys-
tem capable of true artificial intelligence’s (AI’s) key features 
such as the ability to learn and adapt in adverse situations, and 
comfortably interact with humans [15]. The CALO project had 
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FIGURE 1. A generic block diagram for a typical in-vehicle spoken dialog system.

In the past two decades, 
vehicles equipped with 
both human and vehicle 
sensors have been 
deployed to collect 
realistic data on drivers, 
vehicles, and driving 
environments for the 
development of human-
centered technologies.
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a number of spin-offs, most notably SRI International’s Siri 
intelligent software assistant.

Nuance speech technologies are behind many successful 
products in different markets. Due to limitations in speech 
understanding accuracy and coverage, early Nuance speech 
dialog systems in call-center applications strictly followed a 
visual menu design, rather than typical human interaction pat-
terns, leading to low user satisfaction in many cases.

After the acquisition of Siri in 2011, Apple’s launch of 
the IPA on the iPhone marked a turning point in the mass 
acceptance of speech technologies. With the massive com-
putational power available through the cloud, more applica-
tions and AI technologies started to be integrated into dialog 
systems; see Figure 2. Consequently, IPAs were developed 
that allow users to operate devices, access 
information, and manage personal tasks in 
a much richer way. Notable IPAs include 
Apple Siri, Google Assistant, Microsoft 
Cortana, Amazon Echo, IBM Watson, and 
Baidu. In addition, the major players in the 
field are building up developer platforms 
around these IPAs to enable their own AI 
ecosystems. However, these systems typi-
cally do not have much dialog capability 
and, in most cases, focus on single-turn 
question-answers (Q&A) and simple actions. As a contrast, 
text-based chatbots from Facebook, Google, and others make 
use of dialog technologies in automating services via Messen-
ger, bypassing the dependency on speech technology.

The rapid increase of high-quality cloud-based IPAs has 
been partly attributed to recent advances in deep learning tech-
nologies—especially deep neural networks (DNNs) [16]. With 
the exception of speaker recognition in the late 1990s [17], 
deep learning methods have only recently surpassed hidden 

Markov with Gaussian mixture model (GMM-HMM)-based 
approaches in speech recognition performance. With power-
ful computing resources and advances in learning algorithms 
beyond early approaches [17], [18], hidden Markov models with 
DNN (DNN-HMM)-based approaches are able to reduce error 
rates in speech recognition by 50% [18]. Various studies have 
been conducted on noise robustness with DNN. Some focus 
on using environmental information via feature enhancement 
[19]–[22]. Others include different conditions, such as model 
noise, reverberation, or speaker variation, in an end-to-end 
speech recognition training with a recurrent neural network 
[23]. The latter contrasts with traditional approaches of sepa-
rating ASR optimization into front-end signal processing and 
back-end model training. Effective front-end approaches have 

been developed to address acoustic echo, 
background noises, and multiple sound 
sources with microphone array processing 
[24]–[26]. The improved recognition accu-
racy significantly benefits the usability and 
adoption of the general IPAs.

The automotive industry has taken two 
different approaches to address the arrival 
of cloud-based, voice-enabled assistance 
systems from major IT companies. The 
shallow integration approach leverages in-

vehicle microphones, loudspeakers, control buttons, or a head 
unit screen to enable mobile devices to synchronize the sys-
tems’ look and feel. This approach is represented by the Mir-
rorLink standard from Car Connectivity Consortium, Apple’s 
CarPlay, and Google’s Android Auto. The deep integration 
approach requires the integration of the embedded and cloud 
systems at a component level. Recent experiments have shown 
that combining ASR results from embedded and cloud-based 
engines can reduce word error rate by up to almost 30% for 
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Google Now (2012)

– Information Query
– User Profiling
– Two-Way Dialogue

(Google Assistant)
– …

Amazon’s Echo (2014)

– Music Playback
– Real-Time Information
– Device Control
– …

Apple’s Siri (2011)

– Question/Answer
– Recommendations
– Device Control
– …

Microsoft’s Cortana (2014)

– Information Query
– User Profiling
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– …

In Development

– Facebook’s M
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– …

FIGURE 2. The development of voice-enabled IPAs.

The rapid increase of
high-quality cloud-based 
IPAs has been partly 
attributed to recent 
advances in deep learning 
technologies—especially
deep neural networks.
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limited in-vehicle domains [27]. These gains will likely carry 
over to other modules in the future.

While these general IPAs benefit from leveraging huge com-
puting resources in the cloud, they are highly dependent on Internet 
connectivity. However, many remote loca-
tions, where drivers need navigation systems 
the most, do not have Internet connectivity. 
This crucial limitation provides a strong jus-
tification for the role of an embedded global 
positioning system and associated embedded 
speech interface.

In summary, menu-structured multimodal 
interaction is the current state-of-the-art tech-
nology for operating in-vehicle infotainment 
products. Embedded voice interface solu-
tions are less popular, due to limited recognition accuracy and 
lack of natural language capability. Cloud-based IPAs provide a 
good alternative for in-vehicle uses but with only a shallow inte-
gration. While many forward-looking building blocks in dialog 
systems—such as disfluency detection and content manage-
ment—have been investigated in research projects, the conversion 
rate into in-vehicle embedded products has been slow. Among the 

most well known in-vehicle dialog system products include those 
from Ford Sync (2007–2012). The GM CUE system took a major 
step in 2012 by incorporating natural speech beyond restricted 
grammars into its embedded dialog system, resulting in a notice-

ably improved user experience [28]. In the 
meantime, cloud-based intelligent assistance 
systems have popularized in-vehicle speech 
use, due to their relatively high language-
understanding accuracy and rich applications 
not available in embedded in-vehicle systems. 
However, the impact of cloud-based speech 
technologies is mostly limited to the ASR 
accuracy and text-to-speech (TTS) natural-
ness for a dialog system development. Despite 
all the technology and product limitation, it is 

clear that a general direction for the in-vehicle interaction is con-
versational and intelligent dialog (CID) systems.

Challenges
In many ways, the technical challenges for in-vehicle intelligent 
dialog systems bear similarity to those intended for general-pur-
pose dialog systems, especially in the context of hands-busy and 

Table 1. Major technical challenges for the in-vehicle dialog system.

Dialog System/Components Features Challenges

ASR Noise robustness Robust ASR under different driving conditions with different types of noise environments, 
e.g., road, wind, or traffic noises.

Cognitive state 
sensitivity

Learning the driver cognitive states from speech for better recognition: what his/her 
emotional state is, whether he/she is busy with maneuvering the vehicle, drowsy, 
listening to radio or music, or thinking about something else.

Addressee detection Discriminate between system-directed from human-directed (or ambient) speech 
without using push-to-talk button. Tracking user conversation with the system for 
multiple dialog turns (also DM).

IU Spoken language 
understanding

Make sense from broken human speech with high level of hesitation, revision, 
or wrong word order or high speech recognition error rate.

Multimodal understanding Integration of input from other natural modes (e.g., gesture on surface or in air, 
eye gaze) and accurate understanding of user intent.

DM Decision about what system states need to be communicated to the drivers and at what 
conditions in coordination of the requests from the user in the dynamic changing context. 
Careful management of driver emotion, and selected content to the driver for the condition.

Knowledge management Domain knowledge to be selected based on dynamic context and personal preference 
via user modeling and used to facilitate the IU as well as recommendation and decision 
making.

Natural language generation Context-dependent content generation and prioritization. Discourse-aware flexible 
expression generation under different driving conditions and requested item 
availability as the template-based approach will no longer be sufficient.

Application manager Fast multidomain integration Multiple nomadic devices may be brought into the vehicles. To specify devices and 
services so to voice-enable them, integrate devices dynamically (plug and play) or 
perform service composition.

Multiagent integration Coordination, integration, and enrichment of the output from multiple assistant agents 
brought in primarily through various smart mobile devices, such as Siri, Google Now, 
Cortana, or embedded systems.

System level Testing Systematic testing of whole-system behavior with respect to system latency, response 
appropriateness, and task-completion rate.

Specification/validation Develop a detailed specification with many different possible combinations of scenarios, 
and validate the resulting system according to system specification based on standards, 
e.g., ISO 26262.

While many forward-
looking building blocks
in dialog systems have 
been investigated in 
research projects, the 
conversion rate into 
in-vehicle embedded 
products has been slow.
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eyes-busy scenarios. Because of the special nature of in-vehicle 
use, however, additional challenges are apparent from in-vehicle 
data collection efforts and in-vehicle dialog system development 
activities mentioned in the section “Review of Past Major Activ-
ities.” Some important challenges are summarized in Table 1.

One may look at these challenges as arising from the three 
interdependent factors: 1) the driver, 2) the environment, and 3) 
the automotive industry.
■ The driver. Drivers typically have short attention spans dur-

ing interaction with in-vehicle dialog systems, as driving is 
their primary task. From 2020 to 2030, 
drivers will begin to be exposed to auton-
omous driving technologies, freeing them 
from constant attention to vehicle control. 
However, according to projections by 
McKinsey [39], the adoption of self-driv-
ing vehicles will likely be less than 15% 
by 2030. HMI while driving will continue 
to be important challenge. As a result, 
CID systems have to handle challenges 
on many different levels [9]. Drivers’ speech may be frag-
mented, disfluent, and repetitive. Drivers may need to hear 
shorter or simpler responses; they may expect the system 
to provide straightforward recommendations instead of a 
potentially overwhelming number of choices. When sys-
tems make recommendations, the systems should antici-
pate driver’s contextual needs to the point that the driver 
has the feeling that she or he doesn’t need to state the 
obvious, so driver behaviors and personal preferences 
need to be taken into consideration to avoid excessive con-
versational turns. Additionally, in one vehicle, there may 
be multiple passengers, each requiring a separate prefer-
ence profile. A sophisticated dialog system should be able 
to coordinate requests from different users, know when to 
not interrupt human–human conversations, and come up 
with an optimized response for the group.

■ The environment. The in-car environment is generally 
more dynamic and has higher stakes than the contexts in 
which other dialog systems are deployed. Inside the vehi-
cle, information from sensors reflects vehicle status 
changes, some of which need immediate attention (an 
engine breaking down), while others can be handled at a 
later time (an oil change warning). Differences in design, 
interior materials, and mechanics create different acous-
tic environments and background noises inside vehicles. 
Outside the vehicle, the physical environment is also 
diverse and dynamic. A vehicle may be on a highway or a 
city road, accelerating or decelerating, on gravel or 
asphalt—creating significantly different background 
noises. Traffic conditions can vary significantly: the driv-
er may be stuck in stop-and-go traffic, or may be travel-
ing unimpeded at high speed. Harsh weather, such as 
wind, rain, hail, or thunder, typically requires additional 
attention from the driver and alters the in-vehicle acous-
tics. In such cases, the dialog system may need to use dif-
ferent dialog strategies with respect to taking the initiative 

to engage the driver. Available services (e.g., gas station, 
or parking) via TTS from users’ mobile devices add 
another dimension of complexity and are competing for 
drivers’ attention. Managing multiple assistance systems 
from different devices will become an important develop-
ment consideration.

■ The automotive industry. Two key issues are critical to 
automotive companies’ decisions about whether or not to 
adopt new technologies. One is safety. Improper imple-
mentation of certain technologies could lead to fatal acci-

dents. The other is the reliability. When a 
component is installed in a vehicle, it must 
work properly for a long time. Vehicle 
parts and features installed are typically 
required to function properly for at least 
ten years. For the safety and reliability rea-
sons, this industry is highly regulated by 
the government. Relevant regulations and 
guidelines include ISO 26262 [29], ISO 
15504 (Automotive SPICE), and IEC 

61508 [30]. Due to such requirements, common practice 
in the consumer electronics or Internet world of fast prod-
uct development cycle may not be directly applied in this 
industry. In the automotive industry, a rigorous process 
covering design specification, development, testing, and 
validation is followed to ensure the resulting product qual-
ity meets requirements. For example, to develop a CID 
system, one needs to specify the system coverage and per-
formance by listing many phrasal and interactive varia-
tions under different noise conditions by speakers from 
different dialect regions, leading to a huge number of 
combined testing cases. A complete testing of these cases 
against various requirements becomes more and more chal-
lenging, especially with increasing coverage needs from 
the users.
The combination of these three factors causes many techni-

cal challenges. We next highlight some critical ones that have 
long-term impact in the areas of speech recognition and under-
standing, multiple speaker conversation coordination, the effect 
of driver behaviors and states for safety, as well as the integration 
of general intelligent assistance systems.

Challenges in speech recognition and understanding
From a historical perspective, speech recognition in the car 
started with small vocabulary systems primarily for com-
mand and control, along with optimization of either micro-
phone placement or multimicrophone array processing to 
suppress the diverse noise sources present for in-vehicle 
scenarios [31]. More recent efforts have focused on 
expanding speech recognition coverage to additional in-
vehicle domains.

The in-vehicle acoustic environment is complex and dynam-
ic. Factors in this acoustic environment include noise from 
air conditioning units, wiper blades, the engine, external 
traffic, the road surface, wind, open windows, and inclement 
weather. The level of background noise while windows were 

The automotive industry 
has taken two different 
approaches to address 
the arrival of cloud-based, 
voice-enabled assistance 
systems from major
IT companies.
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open 1–2 inches traveling at 65 miles/hour can be very close 
to speech level in the frequency band 0–1 kHz. Noise is not 
only intrusive and reduces the drivers’ concentration but also 
degrades the ASR performance and interrupts the dialog flow. 
While some noise conditions are quite similar across vehicle 
types, some in-vehicle noise conditions 
vary significantly across vehicles such as 
noise produced by engines, turn signals, 
or wiper blades. Within the same vehicle, 
noise levels can vary from very low when 
the engine is idle and windows are closed, 
to very high when traveling at high speeds 
with open windows. Similar to other dialog 
systems, environmental noise also impacts 
how speakers speak, affecting a wide range 
of speech characteristics (including task stress, emotion, and 
Lombard effects).

Another challenge for in-vehicle speech recognition and 
understanding comes from imperfect speech input. When 
drivers are under stress, their speech can be less fluent and 
predictable. Their speech tends to contain more word frag-
ments, restarts and repairs, hesitations, and alternative phras-
ings. These deviations from standard speech result in degraded 
speech recognition performance as a result of variation in 
acoustics and language.

For acoustic modeling, the classical cross-word model-
ing approach becomes less effective due to word fragmen-
tation and hesitation. Similarly, speech endpoint detection 
becomes very difficult as the engine does not know wheth-
er a silence is a long pause or the end of a request, espe-
cially in the presence of noise. For language modeling, 
word fragments pose a challenge since there are often many 
proper names to cover and names can be interrupted leav-
ing only a fragment. The more word fragments are includ-
ed in the system, the more confusability is added, and it is 
harder to build a low-perplexity language model to con-
strain search space.

Initial attempts have been made to improve the detection of 
disfluent speech [32]. As DNN-HMM and Connectionist Tem-
poral Classification (CTC) are overtaking GMM-HMM [18], 
[33], DNN-based technologies are predicted to better handle 
disfluent speech although their potential benefits need to be 
validated through real-world in-vehicle uses.

Challenges in coordinating conversations
Beyond the challenges of word recognition itself, interact-
ing with increasingly capable voice technologies in the car 
will require more sophisticated coordination of human–
machine conversations. Drivers freed from lower-level 
driving tasks will have more opportunity for social interac-
tions both inside and (via mobile) outside the car. And the 
systems in the car that they do communicate with will have 
advanced knowledge and complexity. As a result, conversa-
tion management presents challenges and new opportuni-
ties even if one assumes that high-quality word recognition 
is available.

One basic challenge is determining the addressee of an 
utterance, since a driver (or passenger) may be speaking to 
the system, or to another person, or to a person outside the 
car (e.g., on a call), or even to an automatic assistant on, 
e.g., his or her mobile phone. A system needs to know when 

it is being addressed, and respond only 
then and not in other contexts. In addi-
tion, the interruption of conversation will 
generally need to put another “on hold”—
something that people are used to doing 
with other people, but generally not with 
systems. Addressee detection will need 
to scale to be able to suspend as well as 
resume conversations. It is worth noting 
that the current practice of “hot” words 

(wake-up words that are used to engage with a system) 
serves to initiate an addressee, but not to effectively sus-
pend, resume, or close these interactions.

Even given the correct addressee, another challenge is 
how to handle interruptions to fluency of incoming speech 
for the timely determination of system responses. As just 
noted, speech contains pausing and disfluencies [34], and 
the task of driving only enhances opportunities for distrac-
tion and coping with sudden changes in the car or surround-
ing environment. Such fluency breaks cause important 
ambiguities for turn-taking. For example, even a simple 
pause to a navigation system, as in “which road do I turn 
onto (long pause) after I cross the bridge” produces differ-
ent results pre- (incorrect) versus post- (correct) pause that 
matter to timely interaction. Waiting induces system latency 
if the speaker was actually done. Work using acoustic-pro-
sodic features of prepause speech [35], as well as incremen-
tal content [36], can be used to better determine whether a 
user is suspending versus finishing an utterance. Additional 
challenges exist for handling self-repairs [37] in the driver’s 
speech in real time.

Future challenges in conversational management also 
include the system production of “conversational grounding,” 
which becomes more necessary as utterance length and com-
plexity increases. In natural conversation, partners employ 
speech back channels such as “uh-huh,” as well as visual cues 
such as gaze and head nods, to convey to each other that they 
are “still listening.” Mobile interfaces currently display visual 
information to ground users, but as autonomy increases, audio 
rather than visual grounding offers the benefit of an eyes-free 
option. Research on system-produced back channeling [38]
offers promise for the future of natural interactive systems, but 
scaling to grounding in the safety and multiconversation envi-
ronment requires a better understanding of how users interact 
with system-produced grounding mechanisms in real time and 
under cognitive load.

For all of these conversational management tasks, the 
in-vehicle environment offers unusually rich opportunities 
for speaker-dependent modeling. With fewer lower-level 
driving tasks to attend to, drivers are expected in particular 
to vary dramatically in use of voice for reasons unrelated 

Another challenge for
in-vehicle speech 
recognition and 
understanding
comes from imperfect 
speech input.
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to driving, including phone calls. Systems can learn driver 
behaviors over time to achieve better performance and safe-
ty outcomes.

Challenges in incorporating driver behavior
and driver states within a vehicle assistance system
for enhancing system and safe driving
A further set of challenges for in-vehicle dialog systems con-
cerns driver behavior and cognitive state in the context of 
additionally available input from in-vehicle sensors, Internet 
content, and Internet services, and their impact on dialog sys-
tem design and development.

Driving is a highly dynamic process in which the level 
of environmental demands can change rapidly, while human 
cognitive resources are limited. Therefore, 
the most important goal in designing any 
in-vehicle driver–vehicle interaction sys-
tem is to optimize information processing 
of drivers while operating such systems. 
Driver behavior is a crucial factor in traffic 
safety and interaction with in-vehicle intel-
ligent systems. Intelligent dialog systems 
that minimize driver distraction require a 
thorough analysis and a good understanding of driver behav-
ior. In addition, dialog systems should operate together with 
vehicle Advanced Driver Assistant Systems such as Driver 
Inattention Monitoring Systems and Driver Alert Control Sys-
tems [36]. In future autonomous vehicles, drivers may engage 
in many tasks other than driving. Accurate identification of 
driver state and behavior plays an important role in deciding 
hand over of vehicle control.

Two basic challenges are how to accurately observe 
driver behavior using different kinds of sensors and then, 
based on the observations, how to objectively identify driv-
er behavior and cognitive states, which are highly subjec-
tive. Previous studies have used nonintrusive techniques 
combining eye movements, gaze variables, head orienta-
tion, heart rate, CAN-bus signal, vehicle position, and 
road geometry to capture driver-behavior signals. These 
approaches could be enhanced by integrating personal 
characteristics such as gender, age, and medical condi-
tions. Earlier attempts monitored the behavior of driver 
and vehicle separately, whereas recent attempts focused 
on monitoring driver, vehicle, and driving environment 
simultaneously to effectively associate driver’s behavior 
and states corresponding to contextual information. To 
infer the driver behavior from sensor data, recent common 
approaches perform some kind of probabilistic techniques 
to capture both static and dynamic behavioral character-
istics. The challenge is how to define to normal versus 
abnormal driving status. Nevertheless, drivers possess an 
ability to manage their workload capacities and adjust their 
behavior to the environment under hazardous situations—
but not in every situation. In addition to safety, monitor-
ing driver behavior is important for a dialog system to 
dynamically adapt itself to the driver state (e.g., emotion) 

to avoid negative experience of users from system errors, 
as well as nurture the positive experience.

Challenges to integrate general intelligent
assistance technologies
As the demand for general cloud-based IPAs continues to 
increase, drivers will bring them into vehicles while driv-
ing. The general cloud-based IPAs have been designed 
primarily for uses other than in-vehicle; for example, 
responses are mostly displayed on the screen. Significant 
adaptation will be necessary to accommodate in-vehicle 
uses. Another challenge for the in-vehicle use of general 
IPAs would be to address different types of noises effec-
tively to achieve high understanding accuracy with drivers 

and passengers. Yet another one will be 
about how well the general IPAs will be 
integrated into embedded spoken dialog 
systems with overlapping functionalities 
and different personalities. For such 
cases, one needs to decide which IPA 
will take the task and provide a solution. 
If multiple IPAs are used, the integra-
tion of multiple solutions for a task is 

rather challenging and has to be resolved to offer consis-
tent user experience. This would be especially important 
if different IPAs keep different user profiles with different 
learned preferences.

Taking into the consideration of all these factors and their 
possible combinations in a dialog system realization, we sum-
marize some major technical challenges in Table 1.

Future trends and CID system outlook
Looking toward the future, voice-enabled in-vehicle assis-
tance technologies will be influenced by two major trends 
on the horizon: increased automation in driving, with inde-
pendent sensing and artificial intelligence capabilities; and 
increased vehicle connectivity to online IPAs, with driving-
related services enhanced by traffic infrastructure and sen-
sor advancement.

CID systems in the context of autonomous driving
Because the average American drives alone nine times as 
often as he or she drives or rides in a car with someone else, 
the primary emphasis regarding in-car speech systems has 
been and today still is on such systems’ interactions with 
drivers and mitigating driver distraction. As technological 
advances push automotive design toward increasing autono-
my in coming years, perhaps eventually culminating in fully 
self-driving cars, drivers will become increasingly like pas-
sengers. The nature as well as the risks of distraction vary 
along this spectrum of automotive autonomy. Even as driv-
ing becomes increasingly automated, the modality of 
speech retains essential advantages over other modalities 
for several reasons: listening does not detract from the 
visual attention needed for driving, language has richest 
expressive capability, speech technology is very flexible 

Driver behavior is a
crucial factor in traffic 
safety and interaction
with in-vehicle
intelligent systems.
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with respect to form factor, and the speech channel is little 
utilized in single-occupant vehicles.

At all points on the vehicle autonomy spectrum, drivers 
and passengers can avail themselves of Internet connectiv-
ity to rich content and services only recently accessible in-
vehicle. Time in the car can be used to entertain oneself or 
complete useful tasks, to the extent that these activities do 
not interfere with driving responsibilities. Audio channel is 
preferable to visual for these activities because reading in 
cars causes motion sickness for many people and because 
vehicle vibration caused by road conditions interferes with 
reading but listening is much less affected. Therefore, CID 
systems will remain a desirable interface channel for content 
and service consumption.

When drivers have greater responsibility for control-
ling their vehicles, CID systems hold the potential to 
reduce distraction and increase safety by, for example, 
communicating information about vehicle health and 
road conditions in natural language instead of with cryp-
tic warning lights or not at all. When autonomous cars take 
over greater responsibility for control-
ling vehicles, the drivers’ trust or sense 
of a safe ride need to be built up over 
time. This trust-building process for the 
adoption of autonomous vehicles can be 
facilitated by the CID systems through 
communicating information about vehi-
cle controlling capability together with 
vehicle health and road conditions.

Further along the autonomy spectrum, 
where smarter cars and intelligent traf-
fic systems provide ever greater driver 
assistance, the temptation for drivers to pay less attention 
to driving and more to unrelated content and services will 
naturally grow as the primary driving tasks diminish. The 
potential for boredom increases drivers’ risk of becoming 
inattentive and occupying themselves with nondriving activ-
ities. Smarter cars equipped with smarter speech systems 
can reduce this risk of distraction by keeping drivers engaged 
to an appropriate extent, and preparing them to take over 
greater vehicle control as necessary. For instance, such cars 
could explain aloud their automated responses to signifi-
cant changes in driving circumstances. When approaching 
a complex intersection, en  countering difficult vehicle or 
pedestrian traffic, or upon detecting an unexpected road 
closure, cars can announce pertinent information preparing 
the driver to handle the situations.

When fully autonomous driving becomes available, transi-
tions from autonomous-driving mode to human-driver mode 
and vice versa will need to be very intuitive and natural 
without any additional training. When the vehicle requires a 
driver to take over the control, the most natural way for driv-
ers will be for the alert to come via speech request. Like-
wise, allowing drivers to request the vehicle to take over 
control using speech commands will be natural and conve-
nient for drivers.

The increasing automation of driving may allow cars to 
contain larger screens. Virtual reality or mixed reality could 
make use of this screen space to present content, possibly as 
a three-dimensional (3-D) virtual world. CID systems may 
play a special role in navigating such 3-D worlds while driv-
ing; for example, one may, with a speech request, switch the 
display to a place not shown on a screen and preview 
its surroundings.

Recognizing that CID technology can both increase driv-
ing safety and improve user experience allows one to see new 
useful opportunities for in-car speech systems. These, how-
ever, require more conversational intelligence than is cur-
rently available to ensure that drivers’ and passengers’ voice 
interactions with systems are natural and not cognitively 
demanding or distracting.

CID systems in the context of the Internet of Things
Today, a single car can contain more than 100 sensors, sup-
porting various vehicle functionalities and detecting occupant 
states. As vehicle technology advances, increasing numbers 

and types of sensors will appear in cars. 
Some of these will improve vehicle auto-
mation and safety, some will sense the 
external environment, for example, mea-
sure air quality, and others will sense occu-
pants’ physical states and actions, such as 
posture or alertness. Such sensors can pro-
vide much of the information needed for 
improving the conversational intelligence 
of CID systems.

With the increase of connectivity in 
the Internet of Things (IoT), devices 

and sensors will increasingly become more diverse 
with much richer information-exchange functionalities, 
expressing additional device status, features, operating 
instructions, or maintenance needs, etc. With new form 
factors of devices and sensors, the success of touch screens 
on smart phones for information exchange may not be eas-
ily repeated in cars where physical spaces are limited or 
design flexibility is required. As the screen size decreas-
es, speech will become a more preferred in  formation ex  -
change modality.

The IoTs will also bring in much more content and many 
more services for drivers to access. One may receive a sce-
nic spot description or hotel vacancy advertisement along a 
highway not through traditional billboards but rather from 
the Internet in real time. The general IPAs may intend to 
support people for these needs. However, given the typically 
fast-changing environment involved in driving, the in-vehi-
cle use cases add much more dynamic and context-sensitive 
requirements for such assistance. In-vehicle CID systems 
have the potential in using in-vehicle sensors, such as gas-
tank level, to find better solutions for the drivers. One will 
expect a tight integration of the general IPAs and embedded 
CID systems to offer the drivers synergized benefits from 
both systems.

At all points on the vehicle 
autonomy spectrum, 
drivers and passengers 
can avail themselves
of Internet connectivity
to rich content and 
services only recently 
accessible in-vehicle.
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Expectation for better in-vehicle CID systems
In smarter cars with high autonomy and connectivity, speech 
systems need more conversational intelligence, as we have 
seen. Fortunately, the popular demand for 
better IPAs and mobile voice technology is 
driving improvements in conversational 
agents by increasing conversational intelli-
gence in many of the ways previously men-
tioned in this article to be necessary for 
in-vehicle CIDs. Integrating developments 
in safety-optimized autonomy and conver-
sational intelligence offers much promise 
for the CIDs that can meet automotive 
requirements for naturalness, ease of use, 
low cognitive demand on users, and minimal distraction from 
interacting with the CID itself. Of course, automobiles consti-
tute a unique environment for speech in a multimodal setting, 
and additional research is needed specific to the automotive 
milieu, as discussed previously.

Moving forward, we foresee that CID systems would in-
creasingly offer explanations about the vehicle itself, including 
functional operations, vehicle status, maintenance require-
ments, or even recommended driving styles for extended uses 
or environmental impact. CID systems will further act as a 
mediator to synchronize the content and services from different 
IPAs and integrate them with in-vehicle information. They will 
collaboratively support drivers on various activities with expert 

advisories, and communicate properly based on their cognitive 
and emotional state (Figure 3).

A successful deployment of sophisticated in-vehicle CID 
systems in the future would require a break-
through in the system development process 
from specification, development, testing, 
and validation in the automotive industry to 
ensure high-quality but low-cost software. 
The complexity in introducing many addi-
tional sensors into the vehicle combined 
with much more content and many more 
services from the cyberworld should not be 
underestimated. It is quite possible that addi-
tional new layers will be introduced in the 

infotainment architecture to simplify the development and test-
ing process. New standards may need to be introduced to facili-
tate industry-wide collaboration and incentivize the adoption of 
new technologies with affordable cost. Additional features may 
be also introduced to support the privacy and security in both 
the physical or cyberworlds by using CID systems to recognize 
and track drivers’ identity and set up proper access or operation 
restrictions while driving.

Conclusions
An in-vehicle dialog system is a complex system that involves 
broad interdisciplinary knowledge and technologies from 
automatic speech recognition, spoken language understanding, 
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FIGURE 3. Future directions of CID systems.

A key aspect with 
in-vehicle dialog 
systems is that the 
interaction is often
carried out while a driver 
is operating a vehicle
as a secondary task.
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DM, natural language generation, and TTS 
synthesis. In addition to challenges in 
development of other spoken dialog sys-
tems, a key aspect with in-vehicle dialog 
systems is that the interaction is often car-
ried out while a driver is operating a vehi-
cle as a secondary task. To ensure driving 
safety and intelligent interaction, it is 
necessary to provide an effective and 
user-friendly interaction between the driv-
er and vehicle. The development of such a system requires 
the support of both the automotive and high-tech industries.

As sensors have become more reliable and accurate, the 
incorporation of multimodal interaction beyond audio itself 
allows the dialog system to detect additional nonverbal com-
munications such as the intention and emotion of drivers. This 
information is advantageous for the dialog system to manage 
its interaction toward accomplishing its task based on the state 
or status of the driver, vehicle, and environment. Design of the 
intelligent in-vehicle dialog system also exploits such informa-
tion for modeling behavior and usage patterns of a driver to 
adapt itself toward more effective interaction with an individ-
ual driver.

In the context of autonomous driving and the IoT, we 
expect to see more integration of speech-enabled technology 
with general IPAs fully connected with in-vehicle systems. We 
believe that in-vehicle dialog system technology will remain 
on demand with much more enriched features in the future for 
both the current human-centric driving paradigm and autono-
mous driving paradigm.
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M
inimization of interior cabin noise has been a key topic of research in the auto-
mobile industry for the last two decades. This problem was initially approached 
via passive noise cancelation methods, where physical treatments such as 
structural damping and acoustic absorption were used. However, with vehicle 

manufacturers striving for more economical and lightweight designs, 
the resulting car interiors invariably became noisier due to the 

increased structural vibrations. These noise fields are gen-
erally dominanted by low frequencies (i.e., 0 500 Hz- )

[1], [2], hence, the conventional passive noise cancel-
ation approaches are less effective. In an attempt 

to resolve the aforementioned problem, active 
noise control (ANC) methods were developed 

where secondary sources were proposed to 
attenuate the noise inside the cabin. With 
modern in-car entertainment systems pro-
viding four to six built-in loudspeakers, 
the addition of an ANC system comes at a 
relatively low additional cost.

In practice, in-car ANC is achieved 
by producing a secondary signal(s) that 
cancels the noise generated by the noise 
source(s). The residual difference between 

these two components is measured using 
a microphone(s) placed inside the cabin and 

is minimized using a feedforward/feedback 
control system [3]. Feedforward systems use a 

time-advanced “reference signal(s)” correlated 
with the noise signal to attenuate the primary noise 

field, whereas feedback systems tend to attenuate the 
overall measured noise. The basic concept behind ANC 

inside vehicles is described in Figure 1, which shows how a 
secondary sound field cancels out the undesired noise field utiliz-

ing an adaptive controller. Since the noise observed inside vehicle cabins is 
often random and time varying, the aforementioned control systems are required to be 
adaptive. While the theory and concept behind ANC systems are quite straightforward, 
their practical implementation and performance are often hindered by factors such as 
the noise field complexity inside the car geometry, cost, adaptive system con-
vergence time, system stability, noncausality and poor spatial coverage. Over the 
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last 30  years researchers and car manu-
facturers have done extensive amounts of 
experimental research to overcome these 
limitations [1], [4]–[6].

In this article, we review ANC tech-
niques for noise cancelation inside auto-
mobiles. We explain the different types 
of noise fields present inside vehicles, the 
theoretical basics of ANC techniques, and 
their applicability in canceling the aforementioned noise 
fields. We focus on recent advances made in vehicle ANC 
during the past 10–15 years including commercial develop-
ments available in mass production vehicles. We aim to show 
that in-car ANC is an exciting field of research with the 
potential to substantially improve the passenger experience in 
acoustically challenging environments.

Noise source and noise field inside vehicles
Different kinds of noise sources exist in automobiles, such as 
engine, road-tire, and wind noise, each with their own distinct 
acoustic properties. The vehicle compartment can be consid-
ered a very small room and depending on the frequency, the 
acoustics inside the car exhibit completely different physical 
behaviors. This section reviews the attributes of typical noise 
sources and noise models, which effectively describe the noise 
fields inside automobiles.

Attributes of noise sources

Engine noise
Most road vehicles with four or more wheels employ a recipro-
cating, four stroke, internal combustion engine [7]. The noise 
produced by the internal combustion engine is dominated by 
two processes, the piston crank mechanism and the combus-
tion process. The piston crank mechanism, such as the move-
ment of pistons and their lines, generate an impulsive noise 
with a flat spectrum; the combustion process, on the other 
hand,  produces a tonal noise, which is directly related to the 

rotational speed of the engine. ANC strat-
egies are generally more effective in con-
trolling combustion noise processes due 
to its predictive nature. Based on in-car 
noise measurements, there exist two simple 
relationships between the engine type and 
the resulting combustion noise. Given the 
engine size expressed in terms of the num-
ber of cylinders and their individual capaci-

ty in liters, the average noise level can be empirically estimated 
using the following equation [6]

( )

( ) .

log

log

10

23

Noise Power Level no.of cylinders

cylinder capacity

10

10

=

+

With the knowledge of the engine rotation speed, the fun-
damental noise frequency/firing frequency/dominant engine 
order is

f
2 60

rotation speed
no. of cylinders.0

#
#=

Derivation of the dominant engine order at any given rota-
tion speed [revolutions/minute (r/minute)] is straightforward. 
First, the r/minute is converted to Hertz by a multiplication of 
1/60 (e.g., an engine spinning at 1,800 r/minute can be said to 
be running at 30 Hz). Second, since a four-stroke engine fires 
each cylinder only once every two crank revolutions, the rota-
tions per second is multiplied by half the number of cylinders 
(e.g., for a six-cylinder engine spinning at 1,800 r/minute, the 
dominant engine order is at 90 Hz), which gives the funda-
mental frequency. In a six-cylinder engine, it’s also called the 
third engine order because the frequency is three times that of 
the engine’s rotation in Hz. While the dominant engine order 
defines the engine’s distinctive sound character, its overall 
timbre is decided by multiple variables such as its structure, 
plumbing, and materials, which cause additional engine orders 
to become active. Therefore, typical engine induced noise car-
ries multiple engine orders.

In automatic transmission pow-
ertrains, the torque converter and torque 
converter clutch are critical devices 
governing the overall power transfer 
efficiency. They create a one-to-one con-
nection between the output of the engine 
and the input of the transmission. With 
increasing demand for fuel economy, 
the recent trend is to apply the torque 
converter clutch over a wider range of 
driving conditions. This increases 
powertrain high torque fluctuation and 
causes noise and vibration. While there 
exist many passive control solutions for 
this issue, active control of noise and 
vibration is one of the most efficient solu-
tions because active control avoids the 
addition of extra weight [8].

Microphones Detecting the Residual Error

Engine Speakers at
the Front

Speakers at
the Back

Adaptive
Controller

The Rotational Frequency of the Engine 

Audio
System

FIGURE 1. ANC inside an automobile cabin.

Different kinds of 
noise sources exist in 
automobiles, such as 
engine, road-tire, and  
wind noise, each with  
their own distinct
acoustic properties.
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Road-tire noise
Road-tire noise is produced due to the interaction between the 
road surface and the tire, which can be classified mainly into 
two kinds, air pumping noise and vibration induced noise (or 
road booming noise) [7]. Air pumping noise is caused by the 
tire/tread pumping when on a rough road surface. Normally, 
this kind of noise is dominated by high frequencies and its level 
is dependent on factors such as the size of the road, the size 
of tire cavities, the load on the tire, and the 
pressure inside the tire. In contrast, vibra-
tion induced noise (or road booming noise), 
is mainly due to the nonuniformity of road 
surfaces, change of vehicle speed and irreg-
ularities in the tire tread pattern. There are 
several characteristics of vibration induced 
noise. First, it is generated by a combina-
tion of independent vibrations of the four 
wheels, therefore it is hardly reduced by 
ANC techniques with one or two reference 
sensors. Second, the spectrum and proper-
ties of vibration induced noise vary con-
tinuously with varying road profiles and vehicle speed. Third, 
transfer function between wheel vibrations and road booming 
noise is nonlinear. The above characteristics are often unique 
to the vehicle of interest and therefore, ANC of road noise is 
rather difficult to achieve in realistic conditions as opposed to 
laboratory setups.

Wind noise
The wind noise is the predominant component of interior 
noise at speeds above 100 km/hour [2]. It can be classified 
by the noise production mechanisms, such as 1) a low-fre-
quency broadband noise due to the vehicle moving through 
air at mid- to high speeds or turbulent air flow through holes 
(e.g., vehicle windows and doors), 2) an impulsive noise above 
300 Hz due to the external varying wind conditions, and 3) a 
narrowband beating noise due to air flow over open windows 
or sunroofs. The acoustic energy inside vehicle cabins due to 
wind noise is generally concentrated at the frequency band 
50–500 Hz.

Noise fields inside vehicles
The vehicle compartment is generally considered as a small 
room and has distinct acoustic properties, similar to room 
modes. Room modes or acoustic modes are a collection of 
resonances that exist in a room when the room is excited by an 
acoustic source. Most rooms have their fundamental reso-
nances in the 20–200 Hz region, each frequency being related 
to one or more of the room’s dimension’s or a divisor thereof. 
At low frequencies, the sound field is dominated by a limited 
amount of acoustic modes. At high frequencies, as the number 
of acoustic modes increases, the sound field becomes increas-
ingly diffuse, making it more accurate to be modeled using 
statistical methods. In this region, a typical phenomenon is 
the spectral coloration, where the spectral peaks and dips do 
not correspond to eigen frequencies of acoustic modes but 

are the result of numerous overlapping resonances. Often the 
Schroeder cut-off frequency [9] is used to separate the low- 
and high-frequency regions. This is about 300 Hz in a typical 
car compartment [6].

In current automotive ANC systems that are commercially 
available, the main objective is to globally cancel the domi-
nant engine order(s) inside the vehicle cabin such that all pas-
senger seats are covered. Global cancelation of noise requires 

the entire noise field inside the car to be 
considered. This is best done by describing 
the noise field in terms of acoustic modes, 
which depend on the noise field’s fre-
quency content and the structural-acoustic 
coupling. (When a vibrating structure is in 
contact with air, some of the energy from 
the structure escape to the air as sound.) 
This interaction is referred to as structural-
acoustic coupling of the enclosure. ANC 
control systems thus require the speakers 
positioned to control the aforementioned 
acoustic modes and the error microphones 

positioned to observe the relevant acoustic modes.The effec-
tive frequency range of a given ANC system is determined 
by the modal density (the average number of modes in a unit 
frequency interval) of the automobile enclosure and the avail-
able number and placement of microphones and loudspeakers. 
This limitation is purely physical and does not depend on the 
control algorithm or software used for achieving ANC.

In the automotive industry, low-frequency noise fields 
inside vehicles are often simulated using computer-aided  
engineering (CAE) technology to assist production. CAE often 
uses the finite element method [10] and boundary element 
method [11] to model the vibrations and structural-acoustic 
coupling inside vehicle cabins. Since CAE is largely useful for 
ANC, and the current direction of commercial vehicle devel-
opment leans toward shortening the development time while 
decreasing the prototype vehicle quantity, there is an urgent 
need to improve the computer-based prediction technologies 
at the planning stage [12].

ANC techniques
ANC involves a system that cancels the primary (unwanted) 
noise based on the principle of superposition. In the time 
domain, for a single-input, single-output (SISO) system,

( ) ( ) ( ),e n d n y n= + l (1)

where ( )ne represents the error signal and ( )nd  and ( )y nl
represent the noise and secondary sound fields present at 
the error sensor respectively. Typical ANC systems require 
one or more loudspeakers to produce the secondary sound 
field, one or more microphones to measure the residual 
error signal(s) present at the observation point(s) of interest, 
and an adaptive control system to drive the loudspeaker(s) 
while minimizing the residual error. In-car ANC systems 
can be broadly classified as, feedforward systems and 

In current automotive 
ANC systems that are 
commercially available, 
the main objective is 
to globally cancel the 
dominant engine order(s) 
inside the vehicle cabin 
such that all passenger 
seats are covered.
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feedback systems depending on whether reference sensors 
are present, or broadband and narrowband depending on 
the operating bandwidth. The next two sections will review 
each system in detail, while providing their recent applica-
tions, mainly related to engine noise cancelation and road 
noise cancelation.

Feedforward control systems
Feedforward systems use an additional sensor(s) (acoustic/
mechanical/optical/electric) to measure the primary noise 
field or to generate a signal related to the noise generation 
mechanism. This reference signal(s) is processed by the 
ANC system to drive the loudspeaker(s), to minimize the 
residual error. The performance of feedforward ANC sys-
tems is dependent on the coherence between the reference 
signal and the primary noise, thus there exists an inherent 
requirement for the reference sensors to be placed close to 
the noise source. The performance of a feedforward ANC 
system also relies on the frequency spectrum of the primary 
noise. If the primary noise field is a random broadband sound 
field, it is important that the reference signal and the adaptive 
system continuously track it. Furthermore, if the adaptive sys-
tem’s electrical delay (due to the processing time) is larger 

than the acoustic delay from the reference microphone to 
the canceling loudspeaker, the controller response becomes 
noncausal and the system performance will be substantially 
degraded. However, in narrowband feedforward systems, 
the continuous tracking requirement and the causality con-
dition are largely preserved because the reference signal is 
often predictable.

Feedforward control algorithms

Broadband feedforward ANC
Broadband feedforward control systems are utilized when 
the primary noise field has a broadband frequency response 
(e.g., road noise). The system identification framework of a 
basic SISO broadband feedforward control system is illus-
trated in Figure 2. The primary path system function ( )P z
consists of the acoustic response from the reference sensor 
location to the error sensor, and the secondary path system 
function ( )zS consists of a combination of 1) the electronic 
response between the adaptive filter ( )zW and the loudspeak-
er, and 2) the acoustic response from the loudspeaker to the 
error microphone. If the secondary path transfer function is 
not taken in to account (i.e., ( ) ( )W z P z= ), the system will 
become unstable, because the error signal will not be correct-
ly time-aligned with the reference signal. Since the primary 
path of a vehicle cabin is often dynamic, the role of the adap-
tive filter ( )W z  is to continuously track the time variations in 
the primary noise source [through the reference signal ( )x n ]
and minimize the residual error signal ( )e n . The most com-
mon form of adaptive filters is the transversal filter using 
the least-mean-square (LMS) algorithm. From Figure 2, the 
Z-transform of the error signal is

( ) ( ( ) ( ) ( )) ( ) .E z P z S z W z X z= - (2)

In the ideal case, ( )zE 0= after the adaptive filter con-
verges, which implies that the optimal filter response is 

( ) ( ) / ( )W z P z S z= . To achieve this result, the adaptive filter 
has to simultaneously model ( )zP and inversely model S(z). 
Since an inverse does not always exist for ( )zS , Morgan [13]
suggested a more effective approach, where an identical fil-
ter [to ( )S z ] was proposed to be placed along the reference 
signal path to the weight update of the LMS algorithm. This 
modification compensates for the secondary path effects. It is 
also the origin of the well-known filtered-XLMS (FXLMS) 
algorithm, for which the corresponding block diagram is given 
in Figure 3. The term ( )S zt  in Figure 3 refers to an estimated 
value of the secondary path. For a more detailed derivation of 
the FXLMS algorithm, see [3]. Another practical limitation 
that arises with feedforward systems is the effect of feedback. 
This involves the upstream of the antinoise output from the 
secondary loudspeakers to the reference sensor, which cor-
rupts the reference signal. The simplest approach to solving 
this problem is to model the feedback path transfer function 

( )zF and neutralize it with a separate feedback cancelation 
filter [3]. However, this leads to additional stability issues in 
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FIGURE 2. A block diagram of a feedforward ANC system.
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FIGURE 3. A block diagram of a feedforward ANC system using the 
FXLMS algorithm.
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practice, and incorrect modeling of the feedback path can 
lead to instability.

Narrowband feedforward ANC
Noises generated by mechanical components such as engines, 
compressors, motors, and fans are generally narrowband and 
periodic. To monitor such noise, it is sufficient to use a nona-
coustic sensor (e.g., tachometer), which provides an electrical 
reference signal that contains the fundamental frequency and 
all of the harmonics of the primary noise source. This technique 
has several advantages compared to a broadband ANC system 
using acoustic reference sensors; 1) the effect of feedback is 
eliminated, 2) aging and nonlinearities asso-
ciated with acoustic reference sensors are 
avoided, and 3) the causality condition is 
preserved due to periodicity. In narrowband 
ANC systems, once an electric reference 
signal is available, a corresponding acoustic 
reference signal is internally generated to 
assist the noise cancelation process.

MIMO feedforward ANC
When the noise field of interest increases in size and band-
width, the number of active acoustic modes increases. To 
control multiple acoustic modes, it is necessary to use 
multiple-channel ANC systems with multiple secondary 
sources, error signals, and reference signals. A MIMO 
feedforward ANC system employs J reference sensors to 
observe the primary noise, M  error sensors to measure 
the residual noise,  and K secondary sources to produce 
the antinoise. Figure 4 illustrates the block diagram of a 
broadband adaptive MIMO feedforward ANC system with 
feedback and secondary path transfer functions. The wide 
arrows represent a flow of vectors (multichannel acous-
tic or electrical signals). The matrix P represents M J#
primary path transfer functions, matrix S represents 
K M#  secondary path functions, matrix F represents 

JK # feedback path functions, and W represents a matrix 
of K J#  adaptive filters each serving an individual feed-
forward channel.

Application of feedforward  
control to car noise cancelation
In the application of car-noise cancelation, feedforward 
ANC systems are mostly applied for engine noise cancel-
ation. This is because it’s easier to obtain a reference signal 
directly from the engine resulting in high coherence between 
the reference and error signals. Furthermore, as mentioned 
previously, engine noise is often periodic. Therefore, ANC 
for engine noise is often approached via a cost-effective 
narrowband feedforward system using an engine speed 
reference sensor, low-cost microphone error sensor(s), and 
the vehicle’s built-in loudspeaker system as control sources. 
Such ANC systems have been commercially implemented 
by a number of manufactures as discussed later in the sec-
tion “Commercial Systems.”

Ideally, noise cancelation inside a vehicle would require the 
total acoustic energy distributed over the entire global region 
to be minimized. Since this is an impractical task, the control 
region is often sampled using one or more error sensors dis-
tributed over the control region. The total acoustic energy to be 
minimized is then approximated by the sum of squares of the 
sensor output as

,J pp m
m

M
2

1

=
=

/ (3)

where pm is the sound pressure at the mth error sensor posi-
tion ( )m M1g= . The effects due to the above approxima-

tion is often comparable for low frequency 
control but gets increasingly noticeable at 
high frequencies. The accuracy of the above 
approximation largely depends on the loca-
tion of the error sensors because, as men-
tioned in the section “Noise Fields Inside 
Vehicles,” noise field characteristics inside 
an enclosure are largely related to the enclo-
sure’s active number of acoustic modes and 
structural-acoustic coupling. The effects of 

structural-acoustic coupling on ANC inside vehicles have been 
thoroughly studied over the last 20 years [1], [14], [15]. In [1],
Elliot et al. showed that at low frequencies, a single sensor is 
capable of achieving significant control, however with increas-
ing complexity of the sound field (frequency and geometry), 
multiple acoustic modes become active and, therefore, multiple 
sensors are required to successfully couple into all of them. The 
frequency limit of global control was shown to be directly relat-
ed to the modal overlap or the number of acoustic modes that 
are significantly excited at a given frequency ,f which increases 
with the cube of .f  Therefore, to achieve control over the entire 
global region with a size of a car, the number of sensors required 
are often impractical.

To improve the control bandwidth, an alternative con-
trol strategy needed to be developed. Such a strategy was 
recently investigated in [6] and [16], which attempts to con-
trol the sound field within smaller spatial regions (regional 
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FIGURE 4. A broadband adaptive MIMO feedforward ANC system with 
feedback and secondary paths.

The control bandwidth 
of feedback control 
systems are inversely 
proportional to the 
spacing in between 
the error sensor(s) 
and secondary source(s).
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control), particularly surrounding the driver’s/passenger’s 
head. Regional or local control of noise reduces the volume 
over which the noise energy has to be minimized and therefore 
reduces the constraints on the control system and increases the 
control bandwidth. In [6], the authors investigated a regional 
narrowband feedforward system over two regions, one rectan-
gular region across the front seats and a second rectangular 
region across the rear seats. The performance of the system 
was investigated through simulations and synthesis based on 
transfer functions measured in a rectangular car cabin mock-
up. The control system comprised four secondary sources 
positioned at the standard car audio loudspeaker positions, 
and eight error sensors positioned at the four head rest posi-
tions (two sensors on each headrest). The acoustic potential 
energy within the control regions were shown to be significantly 
reduced at frequencies up to 370 Hz. This is around twice the 
control bandwidth of global feedforward control using a similar 
system. The authors mention a potential issue with the regional 
feedforward control strategy, i.e., the system is said to be sus-
ceptible to unobservable modes that result in enhancements in 
the regional acoustic potential energy. However, it has also been 
shown that these effects can be limited by using control effort 
weighting parameters.

In addition to engine noise cancelation, feedforward sys-
tems are also applied in road noise cancelation. In [17], Oh 
et al. presented a leaky constraint MIMO feedforward ANC 
system for road booming noise control in a midsize passenger 
vehicle using two accelerometers, two control loudspeakers,  

and a single error microphone. Based on experimental results, 
the optimum positioning for the aforementioned devices were 
chosen, and during driving tests on rough asphalt and curvy 
roads at 60 km/hour, a reduction of 6-dB A-weighted sound 
pressure level (A-weighting accounts for the relative loudness 
perceived by the human ear) in the road booming noise was 
achieved. Due to the high cost of accelerometers, feedforward 
ANC is generally regarded as unsuitable for mass produc-
tion, however, with the recent introduction of low-cost MEMS 
accelerometers, it is expected to change.

Feedback control systems
This section discusses the adaptive feedback control systems 
used for broadband ANC. Unlike feedforward systems, feed-
back systems directly employ the signal(s) from error sensor(s) 
to drive the secondary source(s) via a controller. Since the 
error sensor signal is fed back to the secondary source, the 
system cannot be optimized on a frequency-by-frequency 
basis as in feedforward control, and, therefore, the whole fre-
quency response (broadband) must be considered at all times. 
The performance of feedback control systems are limited by 
their stability, which is largely dependent on the system delay. 
Therefore, the control bandwidth of feedback control systems 
are inversely proportional to the spacing in between the error 
sensor(s) and secondary source(s).

Feedback control algorithms

SISO feedback control
A single-channel adaptive feedback ANC system, as shown 
in Figure 5, was first proposed in [18]. Based on the internal 
model control (IMC) architecture, an adaptive feedback sys-
tem can be viewed as an adaptive feedforward system, which 
synthesizes or regenerates its own reference signal using the 
error signal and the adaptive filter output. The basic concept 
of this model is to estimate the primary noise ( )d n present at 
the error sensor and use it as a reference signal ( )nx for the 
adaptive filter. If the secondary path transfer function ( )S z is 
known, the primary noise signal ( )d n can be synthesized using

( ) ( ) ( ) ( ) ( ),X z D z E z S z Y z/ = +t t (4)

where the notation “ ^ ” represents an estimated value. There-
fore, the reference signal synthesis technique filters the sec-
ondary source signal ( )ny using the secondary path estimate 

( )S zt  and combines it with ( )ne to regenerate the primary 
noise. Figure 6 shows a complete SISO feedback ANC system 
using the FXLMS algorithm with secondary path cancelation 
as discussed in the section “Broadband Feedforward ANC.” 
When applying a feedback control system, the overall control 
system stability is very important next to the noise reduction 
level. This is generally analyzed by checking the Nyquist sta-
bility criterion, which states that the polar plot of the open-
loop response must not enclose the Nyquist point ( , )1 0-  as 
~ increases from 3-  to 3+ [19]. In a practical system, since 
the open-loop response often varies with time, it is typical to 
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FIGURE 5. A SISO adaptive feedback ANC system.
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FIGURE 6. A SISO adaptive feedback ANC system using the IMC architecture.
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set the feedback gain to stabilize the system despite its varia-
tions. A system that stabilizes with such a gain is said to have 
robust stability.

MIMO feedback control
The SISO feedback ANC system is extendable to a multiple-
channel system with K secondary sources and M error sensors. 
Such a system will have M K# secondary paths. Each path 

( )S zmk  is from the kth secondary source to 
the mth error sensor and needs to be esti-
mated by a filter ( )S zmk

t . These estimated 
filters along with the K  secondary/control 
signals ( )y nk  and the M  error signals ( )e km

will synthesize M reference signals ( )x nm

for the corresponding K M# adaptive fil-
ters ( )W zkm . A multiple-channel FXLMS 
algorithm will be required to calculate the 
coefficients of the adaptive filters. Fig-
ure 7 illustrates a block diagram of the entire process described 
previously. In practice, the extension of a SISO feedback system 
to a MIMO feedback system is somewhat complex due to the 
need to calculate the eigenvalues of the open-loop response to 
assess the controller stability.

Application of feedback control to car noise cancelation
Feedback control is predominantly used to minimize the 
effects of road noise. Sano et al. [5] designed and implement-
ed a SISO feedback control system for boom noise control of 
a Honda station wagon. The system mainly attempts to con-
trol the boom noise at 40 Hz present in the front seats of the 
car, which is due to the first acoustic longitudinal mode of 
the vehicle’s enclosure. The feedback system employs a sin-
gle-error microphone, positioned under the front seat and the 
two front door loudspeakers of the car’s built-in speaker sys-
tem (the two speakers are driven in-phase, hence the control 
system is SISO) to achieve noise reduction up to 10 dB. The 
authors observed an undesired side effect in the rear sears, 
where the boom noise was increased by 3 dB. To avoid this, 
they proposed a simultaneous fixed feedforward control sys-
tem, which uses the previous system’s error microphone as a 
reference signal to minimize the boom noise present at the 
rear seats. The secondary system utilized the two rear door 
loudspeakers from the vehicle’s built-in speaker system driven 
in-phase. This approach managed to achieve a 10 dB reduc-
tion of the boom noise at the front seats while avoiding the 
increase of sound level at the rear seats, where the boom noise 
is not significant.

Similar to feedforward control, the performance of SISO 
feedback control is largely limited by increasing frequency 
and the enclosure size. The theory involved with employ-
ing MIMO feedback control for road noise control inside 
automobiles was first presented by Elliot and Sutton in [4].
Recent work on this approach including a practical investi-
gation was carried out by Cheer et al. in [6] and [20], where 
the authors utilized a nonrigid car cabin mock-up. With eight 
error sensors and four control sources, the MIMO system 

required a total of 32 FIR filters. The authors simulated road 
noise using uncorrelated structural vibrations for which the 
system managed to cancel an increased number of acoustic 
modes compared to the modal feedback controller. When the 
road noise was simulated using uncorrelated point sources, 
the system was capable of canceling all the active modes up 
to a control bandwidth of 100 Hz. The performance of the 
above system in a practical automobile environment was also 

investigated by Cheer et al. [6], [19] inside 
a small city car. In this work, the authors 
utilized 16 error microphones (eight on the 
floor with a pair near each tire, and eight 
on the seats with a pair on each headrest) 
and the four built-in door loudspeakers as 
control sources. The system performance 
was synthesized offline based on the trans-
fer function measurements inside the car. 
The authors managed to achieve signifi-

cant noise reduction up to 8 dB in the low-frequency range 
and an average reduction of 3 dB between 80–200 Hz where 
the road noise is prominent.

As discussed in the section “Application of Feedforward 
Control to Car Noise Cancelation,” a recent approach [21]
to improve control bandwidth and reduce system complex-
ity is to simplify the global control requirement by regional 
control where the control region is shrunk to a small area 
around the head position(s). In [22], the authors implemented 
a regional feedback control system in a Ford S-Max employ-
ing a horizontal grid array of 25 error microphones posi-
tioned in front of the headrest on the front passenger seat 
and two control loudspeakers mounted on the headrest. For 
smooth driving conditions at 80 km/hour, the regional con-
trol system achieved noise reduction up to 300 Hz. Also, 
when the error was only averaged over four microphones 
close to typical ear positions, the control bandwidth was 
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FIGURE 7. A MIMO adaptive feedback ANC system using M error sensors 
and K secondary sources.

Similar to feedforward 
control, the performance 
of SISO feedback control 
is largely limited by 
increasing frequency and 
the enclosure size.
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extended up to 500 Hz, revealing the potential advantages of 
regional control systems.

Commercial systems
In the commercial automotive space, noise control is still pre-
dominantly achieved via passive control. However, to overcome 
limitations related to passive control, more companies are 
increasingly applying active control to mass production. Com-
mercial active control systems are typically applied for both 
noise and vibration control. While ANC utilizes an acoustic 
system, AVC typically comprises an active 
engine mount (ACM), which not only reduc-
es vibrations but also reduces noise inside 
the cabin. More recently, the concept of 
active sound control (ASC) was introduced 
to commercial automotive solutions, which 
improves the driving experience by synthe-
sizing certain sounds that are essential for 
the perceptual sound quality inside/outside 
the car. This process, which is similar to 
ANC, typically uses adaptive algorithms to change the coef-
ficients of a set of digital filters such that not only are some 
selected frequencies canceled by secondary loudspeaker(s) 
generating an inverse disturbance signal(s), but others are con-
trolled to a predetermined level, or even enhanced [12], [23].
In this section, we present the chronological advancement of 
active control in commercial automotive applications with the 
main focus on ANC.

Research and development of ANC became popular in 
the latter half of 1980 [1]. The earliest ANC systems were 
feedforward arrangements based on MIMO FXLMS for 
tonal engine noise (or booming noise) control inside cars [24].
Implementation of such a system was initially carried out in 
collaboration with the University of Southampton and Lotus 
Engineering, where four loudspeakers were adjusted at the 
engine’s firing frequency and its harmonics to minimize the 
mean-square pressure at eight error microphones located on 
the headrests [25], [26]. ANC in mass-produced vehicles was 
first introduced by Nissan in 1991 [27] for booming noise, 
where a limited grade Nissan midsize car was optionally 
installed with a separate ANC system that consisted of addi-
tional loudspeakers, microphones, and a MIMO FXLMS 

control system. The cost of implementation was quite high 
and the resulting level of noise reduction was not deemed to 
be significant. Therefore, at the time, it was not generally 
accepted as a useful technology.

In addition to engine booming noise reduction, research 
has also been actively carried out on road noise reduction 
since the early 1990s [28], [29]. In 2000, Honda introduced 
ANC for low-frequency narrowband road noise control. It was 
was applied as standard equipment in a station wagon, where a 
fixed feedback controller based on control engineering theory 
was utilized [5].

Nearly a decade after Nissan’s attempt, commercial 
interest in engine booming noise reduction started regain-
ing attention due to the integration of the ANC system to 
the vehicle’s built-in audio system. In 2003, Honda intro-
duced ANC for booming noise caused by the Honda V6 
engine model, which employed the variable cylinder man-
agement (VCM) technology to improve fuel economy by 
providing three-cylinder operation [30], [31]. This ANC 
system employed an adaptive notch filter-based MIMO 
feedforward controller and was combined with an active 
control engine mount (ACM) to reduce vibrations. Cur-
rently all VCM engine models from Honda are equipped 
with ANC and ACM. In 2006, Honda combined an ASC 

system with their existing ANC solution 
for engine booming noise control. The 
ASC system was introduced to improve 
the internal cabin sound by synthesizing 
engine acceleration sounds for speeds 
above 2,500 r/minute such that it delivers 
a sporty feel to the driver [32]. In 2008, 
both Toyota [33] and GM introduced 
ANC for booming noise in a midsize car 
and a midsize SUV, respectively. Both 

solutions were based on adaptive MIMO feedforward con-
trollers. Soon after in 2009, Nissan reintroduced a MIMO 
ANC system based on adaptive feedforward control for 
engine booming noise in a midsize car [34]. In 2011, Honda 
introduced commercial solutions for low-frequency road 
noise by integrating an extra feedback controller (adap-
tive notch filter) to their existing booming noise controller 
(MIMO feedforward) [35]. In the frequency range below 
100 Hz, this system is claimed to achieve 10 dB reduction 
of noise level inside a midsize car [36] (see Figure 8). The 
aforementioned road noise controller by Honda was updat-
ed in 2015 with an expanded low-frequency range [37].

In addition to the ANC solutions provided by automobile 
manufacturers, leading audio system developers such as Bose 
and Harman have also developed noise management solu-
tions for automobiles. The Bose Active Sound Management 
System (ASM) is an example for such a solution [38]. The 
main technologies used in ASM are Bose Engine Harmonic 
Cancelation (EHC), Bose Engine Harmonic Enhancement 
(EHE), and Bose Rapid Mode Transition (RMT). The 
EHC technology is an ANC solution that minimizes boom-
ing noise utilizing a feedforward control system [39]. The 
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FIGURE 8. Noise reduction levels of the HONDA ANC system at (a) front 
seats and (b) rear seats. (Figure adapted from [36] and [35] and used 
courtesy of Honda.)

We present the 
chronological
advancement of active 
control in commercial 
automotive applications 
with the main focus 
on ANC.
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EHE and RMT systems are both ASC solutions that synthe-
size artificial sound to improve the driving experience. The 
EHE technology provides desirable linear (or sporty) sounds 
by masking sound anomalies that occur during acceleration 
[40] while the RMT technology provides additional control 
parameters to synthesize a seamless sound experience during 
variable powertrain and cabin modes (e.g., cylinder deac-
tivation/reactivation, hybrid operation) [38]. Bose ASM 
was previously available only for vehicles with Bose sound 
system hardware however, since 2013, it was released as a 
software solution integrated in a chip for global auto man-
ufacturers. Currently, Bose ASM is integrated in vehicles 
manufactured by GM, Nissan, Audi [41], Porsche etc., par-
ticularly in their luxury divisions.

Introduced recently in 2015, HALOsonic is a another 
commercially available noise management solution provid-
ed by Harman International and Lotus Cars, which com-
prises a suite of four technologies to enhance the in-car 
audible environment and improve pedestrian safety [42],
[43]. The two technologies directly relat-
ed to ANC are the Road Noise Cancel-
ation (RNC) system and the Engine Order 
Cancelation (EOC) system. The RNC sys-
tem is a broadband feedforward control 
system with accelerometers as reference 
sensors. It is based on road noise cancel-
ation solution originally presented in [28].
The HALOsonic EOC system, is a com-
bined system with feedforward control to 
reduce noise due to engine rotations and a 
feedback controller to reduce noise due to 
internal combustion engine and exhaust components. Note 
that the design and specifications of the above systems may 
vary based on the size, shape, and cost of the vehicle model 
of interest. The remaining two technologies of HALOson-
ic focus on ASC or electric sound synthesis in quiet cars 
(e.g., electric cars, hybrid cars). This is done in two areas; 
1) internally, to improve the passenger experience and 2) 
externally, to improve the safety of pedestrians. The inter-
nal (iESS) system helps synthesize an exhilarating engine 
sound that adds a very emotional element to the overall 
driving experience. It helps reinstate original engine sound 
in case of sound loss due to original equipment manufac-
turer (OEM) features such as downsized engines and the use 
of turbochargers. iESS also offers multiple engine sound 
modes (e.g., normal, moderate, and sporty engine sound) for 
the same car, thereby enhancing car occupants’ emotional 
experience. The external (eESS) system mainly provides 
safety to quieter cars, where the active system is optimized 
to operate in urban environments with the greatest risk of a 
collision with pedestrians, especially high-risk groups such 
as the elderly, children, cyclists, and particularly the blind 
and their guide dogs. eESS helps automakers comply with 
governmental safety regulations. The sound of a car engine 
is an integral part of the experience behind the wheel and 
plays a crucial role in defining the DNA of the car. eESS is 

capable of creating custom-designed engine sounds, thereby 
helping to retain an OEM-specific sound DNA for the car 
[42].

Practical limitations of current ANC systems
In this section, we discuss the main limitations related to mass 
production of ANC systems inside automobiles. As reviewed 
in [44], these include 
■ effects due to constrained number of microphones/speakers
■ stability issues in feedback control systems 
■ system latency
■ uncertainties
■ ANC system integration issues
■ system production tuning issues. 

A brief discussion on each of the aforementioned con-
straints is as follows. Due to cost restrictions, the numbers 
of speakers and microphones employed in ANC systems are 
limited. Currently, a typical production set-up consists of four 
microphones and four–five speakers, which can only achieve 

global noise control over 30–250 Hz (the 
lower limit is determined by the speaker 
characteristics, whereas the higher limit is 
determined by vehicle interior and com-
ponent placement). Control up to at least 
200 Hz is often desired because 200 Hz is 
equivalent to the firing frequency of an I4 
engine at 6,000 r/minute, which is the dom-
inant cause of booming noise. The active 
number of engine orders of a typical auto-
mobile is however much higher, and with 
new technologies like cylinder deactivation, 

there exist extra noise components that need to be addressed. 
Therefore, improved ANC performance requires increased 
numbers of microphones/speakers with increased computa-
tional requirements, memory, and higher tuning efforts due to 
the increased complexity.

Another practical constraint that effects the the perfor-
mance of ANC systems, particularly employing feedback 
control loops, is stability. To minimize side effects due to 
stability, it is important to carefully calculate the sensitiv-
ity function of the closed loop. At present, there exist 
advance modeling techniques to understand the system 
behavior through computer-aided technology [41], which is 
expected to make significant progress in the coming years. 
Within the working frequency range of an ANC system, 
another practical limitation that arises is system latency. 
This is the signal latency added by processes like analog-to-
digital and digital-to-analog conversion, and digital signal 
processing (DSP) latency. It is a difficult task to pinpoint 
the exact instance when system latency starts to deteriorate 
the ANC performance. In practice, an ANC system latency 
(latency in the microphone input-ANC processing-speaker 
output loop) of 2 ms is considered to be acceptable while 
3 ms is the upper limit to avoid significant degradation [44].
ANC performance in realistic automobile cabins is often 
affected by uncertainties such as the number and placement 

In practice, the extension 
of a SISO feedback system 
to a MIMO feedback 
system is somewhat 
complex due to the 
need to calculate the 
eigenvalues of the open-
loop response to assess 
the controller stability.
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of seated passengers, the opening and closing of windows/
doors, and vehicle interior production tolerances. To ensure 
consistent ANC performance, it is important to improve sys-
tem robustness while minimizing uncertainties. The typi-
cal approach to achieve this is via measuring and modeling 
different components of overall uncertainty as accurately as 
possible under realistic conditions, and setting the ANC sys-
tem parameters to guarantee robustness.

In addition to the aforementioned concerns, another key 
aspect that affects the implementation of ANC in production 
vehicles is the integration of the ANC system to the existing 
audio system for parallel usage. Initially, ANC solutions were 
added as an extra control unit (DSP audio amplifier) caus-
ing no impact on the existing audio system, however it was 
soon deemed to be ineffective with regard to cost, weight, and 
space. A subsequent ANC solution was to add some dedicated 
processing resources for ANC into the existing audio system 
(i.e., plug-in module for head unit with dedicated DSP), which 
omits the need for an additional control unit while minimizing 
added weight and space. A more recent and improved ANC 
solution is to fully integrate ANC in the form of software into 
the existing audio system. This is done by 1) adding ANC as 
a software on the amplifier without extra processing unit (e.g., 
Analog devices’ SHARC processor) or 2) integrating func-
tional software using system-on-chip (SOC) solutions (e.g., 
NXP chip for the Bose Active Sound Management System). 
While the commercial application of the 
aforementioned solutions are still limit-
ed, they are expected to be utilized more 
broadly in the near future. One more issue 
that affects ANC implementation in mass-
produced vehicles is system tuning during 
production. This involves the measurement 
of secondary path transfer functions and 
the determination of algorithm parameters 
such as the number of engine orders to can-
cel. With the uncertainty issues mentioned 
above, and multiple available powertrains, 
it is important to tune the ANC system for each of the vehicle 
variants. This task requires a lot of time and manpower and, 
with increasing demand to shorten the vehicle development 
period, there is an urgent need to opt for advanced CAE tech-
nologies that enable faster tuning.

Spatial sound field control in ANC
Up to this point, we have only discussed ANC techniques that 
model the noise field in terms of acoustic modes and structural-
acoustic coupling. By now, it is common knowledge that the 
aforementioned ANC is effective at low frequencies, but have 
limitations at high frequencies due to increased requirement of 
microphones/speakers and related cost. Recently, research has 
been carried out to model noise fields in an alternative domain 
such that characteristics like sparsity can be exploited to bring 
down the minimum requirement of microphones/speakers. 
This concept is based on spatial sound field control, and initial 
research on this topic is described next.

Spatial sound field control involves acoustic control over 
a continuous spatial region utilizing a finite set of trans-
ducers distributed over the region of interest. Two well-
developed techniques to achieve spatial sound field control 
are wavefield synthesis [45] and higher-order ambisonics 
(HOA) [46]. Currently, HOA is the only technique utilized 
for spatial noise cancelation inside automobiles, and, there-
fore, the overview given in this section will be limited to 
HOA. HOA is conceptually based on the cylindrical/spheri-
cal harmonics-based solution to the wave equation. This 
solution represents the incident pressure at any arbitrary 
point x  within a control region of radius R , with respect to 
its origin by [47] 
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where /k f c2r=  represents the wave number with f  and c
representing frequency and speed of sound respectively, a
denotes the HOA harmonic coefficients, ( )Jn $  and ( )jn $  repre-
sent the cylindrical and spherical Bessel functions of order n ,
respectively, ( )Ynm $  denotes the spherical harmonic func-

tion, and N kR=^ h  is the summation’s 
truncation limit (commonly referred to 
as sound field order) derived based on 
inherent properties of Bessel functions. 
The main advantage of the aforemen-
tioned decomposition is that it gives the 
ability to record or produce an entire 
continuous spatial sound field by con-
sidering only a finite set of coefficients. 
When recording a spatial sound field, 
these coefficients have a direct relation-
ship with the microphone outputs in the 

form P Ta= , where a  is a vector of recorded sound field 
coefficients, T  is a transformation matrix, and P  is a vec-
tor of microphone recordings. Similarly, when producing a 
sound field, the above coefficients have a direct relationship 
with the loudspeaker driving signals in the form T W,1a =

where a  is now a vector of desired sound field coefficients, 
T1  is a transformation matrix, and W  is a vector of loud-
speaker driving signals. Generally, when recording/pro-
ducing an Nth-order sound field, there exists a minimum 
requirement of ( )N2 1+  or ( )N 1 2+  sensors/loudspeakers 
for two-dimensional (2-D) and three-dimensional (3-D) 
sound fields, respectively. This is to avoid the undesired 
effects of spatial aliasing.

When HOA-based spatial sound field control is occupied 
in ANC, the residual field, the noise field, and the secondary 
sound field are first decomposed in to cylindrical/spherical 
harmonic coefficients. For example, in 3-D ANC, the fre-
quency transform of (6) is decomposed into

Another key aspect  
that affects the 
implementation of ANC
in production vehicles
is the integration of the 
ANC system to the
existing audio system
for parallel usage.
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( ) ( ) ( ) .e k d k y knm nm nm= + l (6)

The input and output of the adaptive controller are there-
fore spherical harmonic coefficients rather than the direct 
error sensor outputs or control speaker 
weights. As a result, the standard block 
diagram for feedforward and feedback 
systems needs to be updated by addi-
tional modal transformation blocks. In 
[48], Spors et al. designed and simulated 
a 2-D HOA-based massive feedforward 
ANC system with 80 reference sensors, 
80 error sensors, and 80 loudspeakers, 
mainly for use in room noise cancelation. 
A 2-D feedback control system follow-
ing the HOA technique was recently proposed by Zhang 
et al. using 11 error sensors and 11 control sources [49].
This feedback system was later extended with a sparse 
FXLMS controller, particularly for the use in spatially 
sparse noise fields [50]. The main advantage of HOA-
based ANC as observed in both feedback and feedforward 
systems mentioned above is the significant improvement of 
convergence time and the significant decrease of spatially 
averaged residual signal energy. However, due to the rela-
tionship N kR= ^ h, the minimum requirement of sensors/
speakers to control a sizable enclosure is impractically 
high, especially if the system is to be utilized for noise 
reduction inside automobiles.

Application of spatial sound field
control to car noise cancelation
In [16], Chen et al. investigated the applicability of spatial 
regional control in ANC inside automobiles. The main pur-
pose of the study was to derive the performance bounds of 
a feedback system with the automobile’s built-in speakers 
utilized as control sources. Results were synthesized using 
a fixed offline system based on transfer functions and noise 
measurements done at the front-left headrest of a Ford Fal-
con XR6 (see Figure 9). The sensor array used was a commer-
cially available 32-microphone spherical array (Eigenmike). 
While the previously discussed spatial ANC systems 
preferred a spherical array of control 
sources, the proposed system simpli-
fied this constraint to the vehicle’s 
own audio system, based on a novel 
model for the primary noise field. 
This model was derived utilizing the 
spherical harmonic decomposition 
of the recorded noise field such that 
it represents the primary noise field 
in terms of an alternative set of basis 
functions. Based on a diverse set of 
noise measurements obtained inside 
the car (e.g., engine only, AC only, 
road noise at specific speeds) the 
authors found out that the noise field 

inside a vehicle is generally sparse in terms of the proposed 
noise model. In fact, for the head-sized region of interest, it 
was observed that only a single-noise mode was active at all 
times. Therefore, it was predicted that the vehicle’s built-in 

two-channel audio system (the Ford Fal-
con XR6 has four loudspeakers with ste-
reo control) will be sufficient to attenuate 
the active noise mode. Figure 10 shows the 
noise reduction observed over frequency 
for four different driving conditions, 
where it’s observed that noise reduction is 
relatively consistent with the attenuation 
levels varying between 35–15  dB across 
50–500 Hz. These results are quite prom-
ising in terms of the potential use of a 

vehicle’s own audio system for effective ANC. A robustness 
analysis of this system however is still to be carried out. The 
theory of the aforementioned design was later extended to 
support multiple-region ANC control and tested in the same 
vehicle [51]. From this investigation, the authors concluded 
that a vehicle’s integrated loudspeakers, when used as a ste-
reo system, are only capable of canceling the noise field up 
to 200 Hz at the head positions of two seats simultaneously. 
To achieve similar reductions over four headrest positions 

FIGURE 9. The hardware setup for regional and spatial feedback control.
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Right now, the main 
drivers for cost are 
hardware components, 
particularly the extra 
requirement for error/
reference microphones
and control loudspeakers.
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simultaneously, a minimum of four indi-
vidually driven loudspeakers were needed.

Summary and future directions
In this article, a compact tutorial of ANC 
techniques was presented with a review 
of their application in reducing undesired 
noise inside automobiles. Some of the 
recent advances have demonstrated signifi-
cant im  provements in the noise reduction 
levels as well as the cost and implemen-
tation complexity. While the aforementioned techniques 
discussed may individually focus on a particular noise 
field (e.g., road noise only, engine noise only), it is proven 
through research and commercial products that a combina-
tion of these strategies can deliver significant benefits in 
realistic conditions.

Future opportunities for improving in-car ANC exist in 
1) cost reduction, 2) practical implementation and commer-
cialization of regional sound field control, 3) integration 
of regional ANC with future in-car infotainment systems, 
and 4) researching on alternative noise modeling tech-
niques to bring down the system components. Right now, 
the main drivers for cost are hardware components, par-
ticularly the extra requirement for error/reference micro-
phones and control loudspeakers. With the introduction of 
microelectromechanical systems (MEMS) microphones, 
and MEMS loudspeakers (e.g., Audio Pixels [52]), techni-
cally feasible low-cost ANC systems could be introduced, 
possibly with better performance. As mentioned previ-
ously, regional ANC is a well-researched topic that could 
reduce the overall system requirements. Regional ANC can 
be also extended for multiple regions serving individual 
passengers. Practical implementation and commercializa-
tion of these solutions are still minimal and has potential 
to reduce costs and improve efficiency. With the current 
global trend of instant connectivity, vehicles are evolv-
ing to provide infotainment systems rather than just radio. 
These include the availability of different wireless inter-
faces including Wi-Fi and Bluetooth, which forces all of 
the systems to move to digital. Future in-vehicle infotain-
ment systems are predicted to be comprised of center stack 
computers [44] to process all types of media content and 
a network hub to serve multiple media/data streams, pos-
sibly on a per/seat, per/display basis. With the introduction 
of such systems, its essential for ANC to be reintroduced 
with appropriate low-latency audio processing that handles 
digital signals. Finally, another important future direction 
that could improve ANC efficiency is by looking for alter-
native modeling methods for the noise field inside the car. 
Even though the current ANC systems are largely restricted 
to low frequencies, an alternate model that describes noise 
fields in terms of a lower number of active modes may sig-
nificantly enhance the system performance for the same 
number of microphones/speakers, specially when the noise 
field is directionally sparse.
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hile intelligent transportation systems come in many shapes and sizes, arguably 
the most transformational realization will be the autonomous vehicle. As such 
vehicles become commercially available in the coming years, first on dedicated 
roads and under specific conditions, and later on all public roads at all times, a 

phase transition will occur. Once a sufficient number of autonomous 
vehicles is deployed, the opportunity for explicit coordination 

appears. This article treats this challenging network control 
problem, which lies at the intersection of control theory, 

signal processing, and wireless communication. We 
provide an overview of the state of the art, while at 

the same time highlighting key research direc-
tions for the coming decades.

Introduction
The purpose of intelligent transpor-
tation systems (ITS) is to leverage 
advances in information technology to 
alleviate major problems in the cur-
rent road traffic system. Focus areas 
include the prevention and mitigation 
of accidents, reduction of greenhouse 
gas emissions, and efficiency in terms 

of energy and infrastructure utilization. 
A particularly problematic subset of traf-

fic scenarios in terms of both safety and 
efficiency is those where vehicles must coor-

dinate the use of a common resource, such as 
intersections, roundabouts and on ramps. These 

are responsible for a significant fraction of traffic-
related fatalities and injuries [1]. Due to the high risk 

of accidents, these traffic scenarios are among the most 
regulated, with vehicles guided simultaneously by traffic lights, 

signs, road markings, and right-of-way rules. The problems of traffic fatal-
ities and inefficiency are expected to become even more pressing in the future, as 
the global number of light vehicles (e.g., passenger cars and light trucks) is forecast 
to rapidly increase. Proportional expansion of road infrastructure is undesirable 
in most countries, and might not even be possible given continued urbanization 
and the associated increase in population density. Hence, there is great interest to 
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improve safety, energy, and traffic efficiency on the existing 
and planned road infrastructure.

Many of the aforementioned problems are caused by 
the human involvement in the coordination of traffic. Stud-
ies have shown that over 90% of traffic accidents are com-
pletely, or in part, due to human error [2]. This has led to a 
progressive shift in responsibilities from the human driver 
to dedicated control systems, most recently in the form of 
autonomous vehicles, which aim to provide more efficient, 
comfortable, and virtually accident-free road traffic. Autono-
mous vehicles are still limited in terms of their sensing and 
coordination capabilities, as their actions depend on the 
on-board sensory data and models of other 
vehicles’ behavior. As an example, a sum-
mary of the Urban Grand Challenge [3]
mentioned that a number of incidents could 
have been avoided if vehicles could antici-
pate the behavior of other vehicles, and 
that vehicles should cooperate for autono-
mous driving to reach its full potential. The 
benefit of cooperation was already recognized in a parallel 
track in vehicle automation, and platooning, which instead of 
complete autonomy promotes information sharing between 
vehicles and joint decision making. In a platoon, the vehicles 
rely on vehicle-to-vehicle (V2V) and vehicle-to-infrastruc-
ture (V2I) communication to share information regarding the 
environment and internal states and choose safe and efficient 
control policies jointly [4].

The two tracks for automating vehicles have thus followed 
different approaches: one (the platooning track) explicitly 
relies on communication among vehicles, while the second 
(the autonomous vehicle track) does not. With the adoption 
of the IEEE 802.11p Standard, as well as the possibilities of 
V2V and V2I communication and other services under the 
future 5G wireless standard [5], the two tracks are expect-
ed to merge, leading to a new type of large-scale wireless 
networked control system. This merging will likely take 
place in a piecemeal fashion, with 
first a ubiquitous availability of wire-
less communications, and only later 
the gradual introduction of coopera-
tive autonomous vehicles [6]. These 
vehicles will drive autonomously, but 
at the same time be able to leverage 
their communication capabilities for 
cooperative planning and control, as 
well as cooperative perception and 
sensing, thus eliminating many of the 
traffic-safety and efficiency problems. 
The design and operation of such net-
works of cooperating vehicles place 
enormous demands on the control, 
communications, and sensing subsys-
tems, as they must operate in harmony 
across different brands and types of 
vehicle, with limited margin for error.

In this article, we give an overview of the coupling between 
control, communication, and sensing, as visualized in Figure 1.
We provide a survey of the different control approaches and 
their associated signal processing challenges. We hope that 
this article can provide an introduction for signal processing 
professionals to the control-theoretic aspects of vehicle coor-
dination and pave the way for a tighter collaboration.

Problem formulation
The problem of coordinating a set of vehicles can be phrased 
as calculating the best control trajectories for the individual 
vehicles that allow them to safely reach their destination in 

finite time (e.g., within a few tens of sec-
onds). In general, any solution should meet 
the basic requirements of safety (i.e., no 
collisions occur) and liveness (i.e., desti-
nations are reached eventually), while 
optimizing some performance metric. 
The most important requirement is safety. 
Hence, vehicles may never be steered to 

states from which future collisions are unavoidable. Second, 
the coordination algorithm must guarantee that all vehicles are 
allowed to both enter and exit the coordination area in finite 
time so that permanent stops and traffic deadlocks are avoid-
ed. Finally, a performance criterion is necessary to favor one 
among multiple solutions. In summary, a coordination prob-
lem can be stated as a constrained optimal control problem, 
where a performance criterion is optimized with respect to the 
vehicles’ control input trajectories, subject to safety and live-
ness requirements:

minimize performance criterion (1a)

,subject to safety constraints (1b)

.liveness constraints (1c)

The constrained optimal control framework clearly allows 
one to conveniently accommodate performance, safety, and 

Communicate
Map, Actors, and
Control Actions

Cooperative
Control for

Safety-Critical
Traffic

Optimization

Cooperative
Estimation,

Localization,
Mapping,

and Prediction

FIGURE 1. Vehicle coordination relies on a tight interaction between control, communication, and sensing.

We give an overview of  
the coupling between 
control, communication, 
and sensing for control
of automated vehicles. 
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liveness. However, as will be discussed later in this article, 
the partial lack of formal analysis tools limits their practical 
applicability. In particular, the impact of imperfect sensing 
data and communication impairments on stability and feasibil-
ity (i.e., the capability of finding a solution that meets safety 
and liveness requirements) of (1) is not completely understood 
under realistic communication protocols and sensing scenarios. 
In the absence of sensing and communication impairments, 
a simplified version of the generic problem (1) can be specified 
mathematically as follows.

Safety constraints
Consider a set of N vehicles (agents), whose motion is 
described by

( ) ( ( ), ( ), ),x t f x t u t ti i i i=o (2)

where x RXi i
n! 3  and u RUi i

m! 3  are the state and input/
control vectors, respectively, ( )x tio  denotes the time deriva-
tive of ( )x ti , and the sets ,X Ui i  reflect physical and design 
constraints. Examples of such constraints are acceleration 
limitations and the vehicles’ minimum and maximum speeds. 
Examples of the state xi are vectors comprising the vehicle’s 
position and velocity in one, two, or three dimensions. Let 

( )xGi i  describe the vehicle geometry, being the closed and 
compact set of spatial coordinates that vehicle i occupies when 
its state is xi . Hence, a collision between two vehicles i  and j
occurs at time t  if

( ( )) ( ( )) .x t x tG Gi i j j+ 4! (3)

Furthermore, we denote by iC  the closed and connected set 
of spatial coordinates that comprises the paths of vehicle i  so 
that a vehicle is on its path if ( ( ))x tGi i i3 C . Provided that 
each vehicle stays on its path, a collision between vehicles can 
consequently only take place within a critical region where 

ji +C C , i.e., where paths fully or partly overlap (i.e., where 
paths are the same, cross, or merge).

Liveness constraints
Assume that all paths iC  are fixed and constant, and let the 
target set iT i1 C  be the set of spatial coordinates that vehicle 
i strives to reach (e.g., the road after an intersection, round-
about, or onramp). If i( ( ))x tG Ti i 1  is satisfied in finite time 
for all vehicles, the coordination is said to be deadlock-free, 
and all vehicles are eventually coordinated through the criti-
cal regions. For an illustration of the introduced notations, 
see Figure 2.

Performance criterion
In general, the cost for vehicle i , denoted by ( ( ), ( ))J x t u ti i i ,
can be expressed as

( ( ), ( )) ( ( ), ( ), ) ,J x t u t x t u t t tdi i i i i i

0

K=
3+

#

where the stage cost ( ( ), ( ), )x t u t ti i iK  could be, e.g., instan-
taneous power consumption so that ( ( ), ( ))J x t u ti i i  is the total 
consumed energy. Other examples of ( ( ), ( ), )x t u t ti i iK  include 
a deviation from a target speed, or a measure of discomfort for 
the driver.

Overall problem and its receding horizon formulation
With the introduced notations and concepts, the N-vehicle 
optimal coordination problem (OCP) is now naturally formu-
lated as the following infinite time, constrained optimal con-
trol problem.

Problem 1: OCP

( ( ), ( ))J x t u tminimize
( ), ( )t t

i
i

N

i i
1

x u
=

/ (4a)

( ) ( ( ), ( ), ), ( )x t f x t u t t x x0subject to ,i i i i i i 0= =o (4b)

( ) , ( )x t u tX Ui i i i! ! (4c)

( ( ))x tGi i i3 C (4d)

( ( )) ( ( )) , , ,x t G x t t i j i0Gi i j j+ 64 !$= (4e)

: ( ( )) ,T x TG Ti i i7 31 3 (4f)

where ( ) [ ( ), ..., ( )] , ( ) [ ( ), ..., ( )]t x t x t t u t u tx uT
N
T T T

N
T T

1 1= =  re -
present the states and control signal for each vehicle over the 
entire operating horizon (i.e., all t 0$ ). The OCP is thus the 
problem of finding the best admissible control inputs ( )u ti  for 
the dynamical systems ( ( ), ( ), )f x t u t ti i i  (4b), starting from the 
initial conditions x ,i 0 , that respect the state constraints (4c), 
while keeping all vehicles i within their paths iC  (4d), avoid-
ing collisions between vehicles (4e), and eventually clearing 

G 2
(x

2
(t

))

G1(x1(t ))

Γ1 ∩ Γ2Γ1

Γ2

FIGURE 2. An example of a traffic coordination scenario at a three-way 
intersection. The geometries of vehicles 1 and 2 are highlighted in red, and 
their paths iC  are dashed and colored. The critical region, 1 2+C C , is shown 
in dashed red, the target sets ,T T1 2  in green, and the paths before the criti-
cal region in yellow. The vehicle geometry ( ( ))x tG i i , depending on the 
vehicle state ( )x ti , is also depicted.
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the coordination region (4f). The problem captures the basic 
requirements: safety through (4e), liveness through (4f), and 
performance through the objective function. Problem 1 can 
be conveniently reformulated in a discrete time domain by 
discretizing the systems dynamics (4b). Furthermore, to 
solve a finite dimensional problem, receding horizon con-
trol (RHC) or model predictive control (MPC) schemes can 
be used [7], where a finite time optimal control problem is 
solved every sampling time instant. In particular, as explained 
in Figure 3, RHC seeks future input and state trajectories at 
every sampling time instant over a finite time horizon, so 
as to minimize the cost function, subject to the constraints. 
The first element of the computed control input sequence is 
applied to the system, and, at the next time step, the problem 
is formulated and solved over a shifted time horizon. This 
RHC approach also allows us to account for the future, but by 
only committing the control action for the current time, we 
are able cope with limited disturbances (e.g., due to imperfect 
sensing or communication). This is important, as we will see 
in the next section.

Challenges in solving the coordination problem
Although finite dimensional, solving problem 1 in a reced-
ing horizon framework is extremely challenging, not only 
from the control perspective, but also due to imperfect com-
munications as well as uncertainties induced by the sensors. 
While all these challenges are interrelated, we break them 
down as follows.

Control challenges
The main control-related challenges involve, first, the ability to 
compute good, feasible control actions, and, second, the ability 
to guarantee that the closed-loop system has certain desired 
properties. Regarding the former, note that the mathematical 
problem of finding the actions of N vehicles that allow them 
to pass the coordination zone without colliding is inherently 
a combinatorial problem. For a given initial configuration, a 
multitude of feasible temporal crossing orders (i.e., different 
orders in which one vehicle passes a coordination zone before 
another) might exist, and the optimal ordering can only be 
found by a structured exploration of the different alternatives. 
It is therefore no surprise that even the problem of finding a 
feasible solution to (4) is NP-hard in general [8]. Exact solu-
tions to the OCP are therefore intractable for relevant prob-
lem sizes, and either heuristics or approximations must be 
employed. Regarding the properties of closed-loop control, 
there are several challenges. For instance, given the severity 
of constraint violations in the OCP, any controller needs to 
ensure persistent feasibility. If satisfied, this property ensures 
that any action taken does not put the system in a state from 
which no feasible actions exists, i.e., that no vehicle is ever 
put in a state from which a collision is inevitable. The closed-
loop controller must also ensure stability, e.g., to make certain 
that the crossing order does not change every time the solution 
is recomputed. Additionally, the aforementioned issues are 
linked, as the computational challenges of the mathematical 

coordination problem, for instance, might promote distrib-
uted solutions. In that case, the closed-loop controller needs 
to guarantee the aforementioned properties while the solution 
is obtained iteratively and possibly asynchronously over the 
wireless vehicular network.

Communications challenges
Irrespective of how the OCP is solved, information exchange 
is required between the involved entities (e.g., vehicles and 
possibly dedicated infrastructure). First and foremost, this 
includes the information necessary to formulate the OCP, 
e.g., the models of vehicle dynamics, road geometry, state 
measurements, and static and dynamic map information. In 
addition, it also includes information required to solve it, 
e.g., internal messaging in a distributed, iterative algorithm. 
Communication between entities will be greatly affected by 
the impairments associated with wireless channels, includ-
ing the inherent randomness and correlation of the chan-
nel, interference due to simultaneous transmissions, and a 
limited communication range. In combination with limited 
communication resources (bandwidth, power), this results 
in packet drops and random latencies in packet arrivals. For 
automobile applications, it was pointed out that the current 
standards for V2V and V2I communication cannot ensure 
time-critical message dissemination in dense scenarios [9].
In general, it is desired to keep the communication load low, 
as wireless channel congestion is envisioned to be one of the 
major challenges related to vehicular networks [10], [11].
Overall, the communication subsystem forms a bottleneck 
for the OCP, related both to its formulation and the means by 
which it is solved.

Sensing challenges
The vehicles’ own perception of their current locations and 
the positions of surrounding vehicles is fundamental-
ly uncertain. Both are based on observations from sensors 
such as cameras, radar, lidar, the global navigation satel-
lite system (GNSS), and inertial navigation sensors, which 
deliver observations that are corrupted by noise and clutter 

Past
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Optimal
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Prediction Horizon

Measured Output

Previous Inputs
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FIGURE 3. An illustration of an RCH scheme. The sketch depicts how, in 
an RCH algorithm, a present decision is made based on the current state 
of the system and its predicted future behavior.
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(spurious nonobject detection). In addition, the sensors often 
fail to detect objects, e.g., vehicles and pedestrians, leading 
to uncertainty about whether all relevant objects are known 
to the sensing system. Moreover, as each autonomous vehicle 
is equipped with a different sensor setup with different types 
of observations, the accuracy of each vehicle’s perception of 
the current traffic situation will typically vary over time and 
will not be coherent among the vehicles 
[12]. There are methods to handle time-
varying and noncoherent uncertainties, but 
these require that an uncertainty descrip-
tion is communicated among the involved 
vehicles, further increasing the demand on 
the communication system. Even with per-
fect communication, it is still nontrivial to 
associate the information from one vehicle 
with other vehicles’ local understanding of 
the same situation. In the literature, this is called the data 
association problem, which is known to be an NP-hard 
problem [13]. Processing and sharing a large amount of data 
requires suitable compression algorithms in combination 
with application-specific semantic representations, amenable 
for inclusion in the OCP. These different types of uncertain-
ties are generally ignored in RHC solutions to the OCP, as 
long as the immediate future is relatively certain. However, 
in general we may not be able to guarantee performance, liv-
eness, or safety of the resulting solutions. Moreover, the solu-
tions may no longer be stable, which is undesirable from the 
point of view of the passengers.

Solving the coordination problem
Despite (or perhaps because of) the inherent difficulty of solv-
ing the OCP, many solutions have been presented in the con-
text of automated vehicles. These works have been carried out 
by several communities, resulting in differences of focus and 
techniques. The resulting techniques can be classified into two 
groups: rule based and optimization based.

Rule-based solutions
In a large number of existing approaches, e.g., [14]–[16], the 
vehicle coordination problem is solved using a set of fixed 
rules, implemented through an interaction protocol. This 
protocol specifies the content and timing of communica-
tions, as well as the possible responses to actions of other 
participants. To simplify the set of rules, protocols generally 
assume that individual agents take on partial local responsi-
bility (e.g., resolving rear-end collisions and lane keeping), 
while a coordination manager resolves any multipath con-
flicts at the intersection. A canonical protocol operates as 
follows: 1) a vehicle requests permission to enter the coor-
dination zone at a given time with a given velocity; 2) the 
intersection manager takes the request and decides whether 
it can lead to a collision-free crossing (if so, the request is 
accepted; otherwise, it is denied) 3) when a vehicle’s request 
is denied, it decelerates and sends a new request. Once a 
request is accepted, the vehicle applies a suitable control 

action to meet specifications on when it is allowed to use 
the coordination zone. From these simple rules, it follows 
that only requests of vehicles with a safe option are accepted, 
while all vehicles for which no reservation can be found will 
slow down and eventually stop.

The benefits of rule-based schemes are the distribution 
of computation and the economic use of the communication 

resources (since the rule-set and interac-
tion protocol is known to all participants). 
In terms of performance, rule-based solu-
tions are generally only possible to evalu-
ate a posteriori as the actions taken by the 
vehicles are generated implicitly by appli-
cation of the rule set. The rules are usu-
ally claimed to be chosen to optimize some 
objective (commonly, throughput), but 
formal results are missing in most cases. 

The general lack of formal guarantees in terms of the objec-
tive and constraints of the OCP forms the main weakness of 
rule-based solutions. Extensions of these works include live-
ness guarantees [17], and refinements on the individual con-
trol policies [18]. The approaches presented in [15], [16], [19], 
and [20] share similar concepts but differ in terms of the set 
of rules determining the priority of each vehicle. In summary, 
while rule-based methods may outperform current regulatory 
mechanisms, they most likely underutilize the potential of 
automated vehicles in coordination scenarios.

Optimization-based solutions
In this second group of solution approaches, the coordina-
tion problem is treated as a mathematical program from the 
outset and solved using standard tools and algorithms from 
optimal control. By doing so, one can potentially separate the 
feasibility and optimality aspects, and use general, multiob-
jective performance measures so derive formal guarantees 
for both performance and safety. However, as a consequence, 
the computational complexity issues are inherited from the 
original problem. The contributions of the surveyed papers 
[21]–[24] are therefore mainly reformulations, approxima-
tions, and heuristics that aim to remedy the computational 
tractability issues. One class of solutions [21], [22] casts an 
equivalent of the OCP as a safety verification problem. The 
verification problem entails determining the largest set of 
(infinite horizon) control actions that avoid any conflict at 
all future times, and is used in [21] to synthesize a least-
restrictive supervisor for human drivers: if the verification 
fails, the supervisor overrides the human’s command, e.g., 
desired acceleration. Determining the overriding control 
signals can be posed as a type of OCP wherein the objective 
corresponds to minimizing the total time needed to clear the 
intersection or the deviation from the desired control signal, 
given by the human driver [22]. A more general approach 
to the OCP was considered in [23], presenting a hierarchi-
cal decomposition of (4), where the problem is split up into 
one centralized time-slot allocation problem and several 
local vehicle-level optimal control problems. In the latter, 

The benefits of rule-
based schemes are 
the distribution of 
computation and the 
economic use of the 
communication resources.
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each vehicle computes approximations of its local solutions, 
parameterized by its occupancy time interval Ti. Loosely 
speaking, the local optimal cost is expressed as a function 
of locally feasible Ti’s and transmitted to the central con-
troller. The controller can then find the optimal values of 
Ti and broadcast this information to the vehicles. Using this 
approach, the OCP is posed as the search for approximately 
optimal, nonoverlapping occupancy time slots, which is a 
rather small mixed-integer optimization problem. Finally, 
yet another approach was taken in [24], where the combi-
natorial aspect is resolved through a cooperatively prede-
termined decision order (or priority), enabling sequential 
decision making. Once a decision order is 
agreed upon, the highest priority vehicle 
solves a local optimal control problem, 
ignoring all of the remaining vehicles. 
The solution is communicated to the sec-
ond vehicle in the ordering, which uses 
it to solve its own problem: finding the 
best solution that crosses the coordination 
zone either before or after the first vehi-
cle. In general, vehicle i in the order will 
have access to the occupancy intervals 
of all higher priority vehicles and solves 
a small local problem. An RHC exten-
sion of this approach was developed and 
demonstrated in [24], where at each time 
instance both the priority assignment and 
sequential decision making is repeated.

The primary benefits of the optimization-based approach-
es are the inherent flexibility and ease with which different 
and tunable objective functions, dynamics, and physical con-
straints are included in the design phase, but also modified in 
the operating phase of the coordination system. This gives 
to the designer, operator, or passenger the control over what 
kind of solution the system outputs, and the ability to change 
this during operation. Furthermore, extensive results regard-
ing the issues of persistent feasibility, stability, and robustness 
of model-based and optimization-based control schemes (i.e., 
as in MPC) are available in the literature, as are approximate 
schemes with quantifiable suboptimality. The optimization-
based coordination schemes could potentially leverage such 
results and formally provide the required safety guarantees. 
The major weakness of the optimization-based schemes is the 
complexity, directly inherited from the original formulation 
(4), which grows exponentially with the number of possible 
conflict relationships among the vehicles.

The role of signal processing in the OCP
From the aforementioned discussion, it is clear that the OCP 
explicitly relies on sensing and perception algorithms as well 
as on wireless communication for its formulation and solu-
tion, even though sensing and communication aspects have 
largely been ignored in the development of control algo-
rithms. Conversely, specific control applications and their 
demands are usually not considered in the design of sensing 

and perception algorithms, nor in the design of wireless 
communication systems. In this section, we describe recent 
progress in sensing and wireless communication, and how it 
relates to solving the OCP. Furthermore, we discuss the need 
for a tighter integration between the different subsystems, 
and present ideas on how smart signal processing can be uti-
lized to achieve this.

Wireless communication
Current vehicular communication standards (IEEE Wire-
less Access in Vehicular Environments and ETSI ITS G5) 
rely on Wi-Fi-like communication over 10-MHz channels in 

the 5.9-GHz band and have defined both 
periodic awareness messages and event-
triggered safety messages. These standards 
can support low-rate (up to 10  Hz) broad-
cast messages between vehicles within a 
communication range of about 500 meters 
[10], but will fail under the high load of 
the ultrafast communication that is needed 
to solve the OCP. In contrast, OCP-like 
problems have been considered explicitly 
in 5G research [25], with assumed reliabil-
ity of 99.9% and status updates of 100 ms, 
considering a steering frequency of 10 Hz. 
However, these numbers only relate to the 
dissemination of the final control signal, 
not the collection of information needed 
to pose the OCP, nor the iterative message 

exchange needed to solve it nor do they consider scalability 
with a large number of vehicles. To get a rough indication for 
how many vehicles can be supported in a centralized imple-
mentation of the OCP, consider a communication system 
operating in time division multiple access (TDMA) mode, 
between N vehicles and a controller. This means that each 
vehicle is assigned a time slot where it during the uplink 
(UL) phase can transmit its state information to the control-
ler. Assume these time slots last around s,100 n  accounting 
for the actual payload (see Figure 4), as well as overhead 
(OH) in terms of guard intervals (GIs), training sequenc-
es (TSs) and cyclic redundancy check (CRC) bits (for 

N

UL DL

Computation

0

1 2 3 4 5 . . .

100 ms
t

GI TS CRCPayload

FIGURE 4. An illustration of a TDMA protocol and required communication 
overhead. In each time step of the RHC, vehicles send state information 
during the UL phase to the controller, which computes a new control 
signal and sends this back to the vehicles during the DL phase.

Signal processing can 
relieve the burden on 
communications by 
censoring less critical 
information, by tailored 
compression and semantic 
algorithms, and by 
assigning communication 
resources to those 
vehicles that are critical
to the optimal
control problem.
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comparison, preamble and tail bits in 802.11p adds an over-
head of approximately  s45 n ). The computation, assumed to 
scale linearly in N, is set to  s10 n  per vehicle, for some value 
of the prediction horizon. In the downlink (DL),  s200 n  data 

packets with the control signals are sent back to each of the 
vehicles. Since communication can never be guaranteed to 
succeed, we will consider that the OCP operates under a 
minimal requirement in terms of the fraction of information 
that is needed from the vehicles (say, 99% or 99.9%). The 
communication system is then designed to retransmit data 
until the requirement is met. Given this information, Figure 5
depicts the number of vehicles that can be supported for 
different control requirements and different communica-
tion failure probabilities. We observe that, when either the 
channel is very reliable or when the control requirement is 
loose, then more than 300 vehicles can be supported. How-
ever, this number drops quickly when the channel becomes 
more unreliable. Note that packet error rates in excess of 10% 
are not uncommon in practice. Based on this quick analysis, 
it is easy to see that the communication forms a bottleneck 
for the OCP, especially in urban scenarios where several 
hundred vehicles can be within communication range. To 
deal with the conflicting demands on the communication 
system in terms of latency, throughput, and node density, 
new V2X communication architectures were proposed in 
[26]. In addition, dedicated physical layer communication 
techniques, as well as highly optimized medium access con-
trol algorithms, will need to be developed, to complement 
and support these architectures. Signal processing can fur-
ther relieve the burden on the communication subsystem by 
censoring less critical information, by tailored compression 
and semantic algorithms, and by assigning communication 
resources to those vehicles that are expected to be the most 
critical to the OCP. At the same time, signal processing is 
also expected to play an increasing role in the security of 
the OCP (through ultrafast authentication and verification), 
privacy preservation (rendering the OCP and its solutions 
anonymous and untraceable), and analytics (both within a 
vehicle and between vehicles, particularly after accidents).

Sensing and perception
To support the OCP, the sensing and perception subsystems 
have two main goals: 1) to estimate the host vehicle’s cur-
rent location (typically on a highly detailed map) and 2) to 
determine the position of other road users using noisy sen-
sor observations from onboard sensors such as camera, radar, 
lidar, and GNSS. Both of these problems are challenging in 
themselves but can be alleviated by allowing information 
exchange from cooperating vehicles. Figure 6 depicts an illus-
tration of the problem.

The self-localization problem, in this context, is typi-
cally solved by matching current sensor observations of the 
position of landmarks/features with position of sensor land-
marks/features stored in a detailed map. This map is either 
preconstructed offline and streamed to the vehicle from the 
cloud, or constructed sequentially and jointly with the esti-
mation of the vehicle’s position (simultaneous localization 
and mapping, also known as SLAM [27]). In the case where 
the map is pre-constructed, the mapping and the localiza-
tion problem can be separated, and only the localization 
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FIGURE 5. The number of vehicles that can be supported in the OCP as a 
function of the communication failure probability.

B
us

FIGURE 6. An illustration of the sensing problem to support the OCP. The host 
vehicle (bottom) is approaching an intersection. Information about the inter-
section is stored in a detailed map containing position of landmarks, geometry 
of lanes, traffic rules, etc. The aim of the perception subsystem is to position 
the host vehicle and other relevant road users as well as other obstacles 
(construction site) in the map such that the OCP can calculate an optimal path 
(shown as dashed lines). Both the host position and the state of other vehicles 
(pose and velocities) are described, including uncertainty measures (depicted 
as gray ellipses). In this example, four of the vehicles are cooperative and 
exchange information about their positions and current perception to each 
other as well as the construction site.
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part needs to be solved online [28]. However, offline map-
ping is time-consuming and may need to be repeated peri-
odically. In contrast, under SLAM, there is no need for 
offline mapping, rendering it less sensitive to changes in the 
environment. However, the SLAM problem is inherently 
more difficult than self-localization in a preconstructed 
map and thus tends to give inferior positioning accuracy. 
The problem of estimating the position of relevant road 
users, including uncertainty measures, is known as a mul-
tisensor and multiobject tracking problem, which is a well-
studied problem within several applications. In contrast to 
the classical formulation, objects in an automotive setting 
typically give rise to multiple radar and lidar measurements, 
thus violating the classical point-source assumption (one 
measurement per object). Instead, objects such as vehicles, 
need to be treated as extended objects, which is less studied 
and typically leads to more complex algorithms. However, 
including multiple measurements per object also allows for 
a richer description of the object such as orientation and 
physical dimensions.

Both self-localization and estimating the position of 
other road users can be performed cooperatively [29]. For 
instance, for the latter problem, in addition to exchanging 
position estimates, information about the physical extension 
can be shared, thus greatly simplifying the inference and 
reducing the uncertainty in the position of the objects. How-
ever, as the sensor observations are typically not labeled, to 
use the measurements properly we need to be able to cor-
rectly associate them with the information coming from 
the other vehicles and accurately match them to the local 
view of the traffic situation, adjusting for delays due to 
data transmission and asynchronous sensor operation. For 
self-localization with offline mapping, the map resides in 
the cloud and can thus easily be shared among the coop-
erating vehicles. By sharing position estimates in the joint 
map, together with uncertainty measures, each vehicle can 
jointly estimate a more accurate ego-position as well as the 
position of all the other vehicles by fusing with the local 
perception from the on-board sensors [30]. This way, the 
self-location problem and positioning of other road users are 
solved simultaneously. This also leads to the possibility of 
quickly detecting and sharing changes in the map (e.g., the 
construction site in Figure 6). To increase the positioning 
accuracy, estimates of relative position to a selected set of 
high-quality landmarks can be exchanged between the vehi-
cles and used in a similar manner. For SLAM, cooperation is 
also beneficial. There are two types of cooperative-SLAM 
(C-SLAM): centralized and distributed. In the former, the 
cooperating systems communicate their position estimates 
and current sensor observations to the cloud where a joint 
map is formed and shared among the systems [31]. In the 
distributed versions, however, this information is instead 
communicated to the individual vehicles, which build and 
keep their own map using all the information. Both of these 
C-SLAM methods require that the cooperating entities have 
a fairly homogeneous sensor setup such that landmarks seen 

by one system are also detectable by the other systems. In 
addition, for the detailed sensors typically used for autono-
mous vehicles, communicating raw sensor observations is 
probably not feasible; thus, compression and semantic label-
ing is needed.

Performance of the OCP in the presence of 
communication and sensing impairments
To illustrate the role sensing and communication play in solv-
ing the coordination problem, we consider an intersection 
scenario of the type illustrated in Figure 2, where incoming 
vehicles periodically measure and send their state information 
(UL) to a centralized controller. The control is performed in a 
receding horizon fashion, where the controller solves a finite 
time OCP, and broadcasts the resulting control actions to the 
vehicles (DL). We simplify the OCP by modeling vehicles 
as points with positions ( )x ti , velocities ( )x tio , and controls/
accelerations ( ) ( )u t x ti i= p  along one-dimensional trajectories, 
aligned with the center of each road. The intersection is then 
modeled as an interval [ , ]L Hi i  on each trajectory. The objec-
tive (4a) is chosen to be

( ( ), ( )) ( ( )) d ( )d ,J x t u t Q v x t t R u t ti i i i i i i

t

i

t

2

0

2

0

ref
f f

= - +o# # (5)

where vi
ref  is a constant reference speed, t f is a time horizon, 

and ,Q R0 0i i2 2  are weights set by the user. The liveness 
constraint (4f) is stated as ( )x t Hi f i$  for all vehicles. Finally, 
the problem is discretized and solved using standard optimiza-
tion tools.
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FIGURE 7. The visualization of a part of the position trajectories along 
each road for six coordinated vehicles under perfect communication and 
sensing. For each vehicle, the intersection starts at 0 [ ]m  and ends at 
10 [ ]m . The colored lines represent the trajectories of each vehicle. The 
correspondingly colored boxes visualizes the time slots during which the 
intersection is occupied by each vehicle. Note that collisions would occur 
if the time slots were to overlap. In this idealized case, the time slots are 
tightly packed. Hence, there is no safety margin, and the performance of 
the system in terms of the objective (5) is pushed to its limits.
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First, we study an idealized case with perfect communica-
tion, no measurement errors, and a perfect match between the 
dynamics used in the controller and the actual dynamics of the 
vehicle. We consider an instance of the problem where N 6=
vehicles start 300 m away from the intersection at a desired 
speed of 80 km/hour. Figure 7 shows the solution to the ideal-
ized coordination problem in terms of position along their tra-
jectories. We see that the vehicles cross the intersection, one 
right after the other. Figure 8 shows the velocity profiles of each 
of the vehicles. The vehicles immediately adjust their speeds to 
avoid collisions in such a way that minimizes their total cost.

To analyze the impact of communication and sensing 
errors, we reduce the problem size and focus on a two-vehi-
cle case. Both vehicles start 80 m away from the intersection 
with a speed of 70 km/hour, which will lead to a collision if 
the central coordinator does not intervene. We introduce a 
slight mismatch between the true dynamics and the control-
ler model of the dynamics, to avoid degenerate behavior in 
the presence of packet losses. Packet losses can occur with 
a probability [ , ]p 0 1!  in the UL communication, while 
the DL communication is assumed to be perfect. In case 
a packet is lost, the controller can use the latest received 
message from a vehicle to predict its current position and 
speed: the vehicle is simply assumed to obey the previously 
issued control command. Sensing errors are generated by 
adding Gaussian noise with a standard deviation pv  and 

vv  to vehicle i’s position and velocity, respectively. Perfor-
mance is evaluated in terms of 1) the total cost realized by 
each vehicle and 2) the frequency with which collisions occur. 
Figure 9 shows the average cost as well as the collision prob-
ability, based on 10,000 Monte Carlo runs, as a function of 
the UL packet loss probability p for different combinations of 
sensing uncertainty. When there is no sensing uncertainty, we 
observe that both the probability of collision and the average 
cost are small, provided p is small (since the true dynamics 
and OCP model are well matched), but rapidly increase when 
p > 0.5. The reason for this increase is twofold. First of all, it 
is possible that the coordinator receives the first packet only 
when the cars are quite close to the intersection, thus requir-
ing more aggressive control and possibly leading to collisions. 
Second, the controller may operate based on highly outdated 
information when successive UL transmissions fail, leading 
to an integration of the mismatch between true dynamics and 
OCP models, and thus to severe state estimation errors at the 
controller. When there is sensing uncertainty in either posi-
tion or velocity, the controller must frequently revise its plan, 
leading to increases in cost, even under perfect communica-
tion. Interestingly, position uncertainty has a higher impact 
than velocity uncertainty, since velocity uncertainty must be 
accumulated over multiple failed transmissions to become 
significant. With increasing packet losses, there is relatively 
limited impact on the cost, but collisions become more and 
more frequent. We conclude that even when the OCP has an 
accurate model for each of the vehicles, sensing uncertain-
ties quickly lead to severe problems, unless the communica-
tion system is very reliable. These problems can be avoided 
by formulating robust versions of the OCP, accounting for 
worst-case uncertainties, but at a significant cost in terms of 
the performance.

The road ahead
The coordination problem for cooperative, autonomous 
vehicles has unique properties compared to other networked 
control applications due to its safety-critical nature and the 
challenging communication environment. In this article, 
we cast such coordination problems as constrained optimal 
control problems. We have highlighted key challenges in 
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FIGURE 8. The velocity profile for the six coordinated vehicles. Note that 
the coordination is performed with relatively small adaptations to the velocity 
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happens at around 12.5 seconds, as can be seen in Figure 7).
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control, communication, and sensing, along with an over-
view of recent progress in each of these disciplines. In par-
ticular, the theory of distributed optimal control is deemed 
promising to further develop coordination algorithms that 
simultaneously accommodate safety and performance. More-
over, uncertainties due to pedestrians and legacy vehicles can 
be included in such formulations. Never-
theless, scalability and robustness are still 
challenging problems that deserve further 
study, in particular, with respect to inher-
ently unreliable exchange of information 
and limited sensing of the surround-
ing environment.

Joint design paradigms, where control, 
sensing, and communications are simulta-
neously designed, are a promising path for-
ward. While communication-aware control 
design paradigms exist (i.e., networked 
control design frameworks), control- and 
sensing-aware communications need to be 
further developed to facilitate the solution 
of the coordination problem. In particular, 
control-aware communication and sensing 
systems can establish relationships between 
the vehicles’ mathematical models and the minimal commu-
nication and sensing resources necessary to guarantee conver-
gence, stability, and feasibility of the coordination algorithm. 
Hence, algorithms could be designed so that the coordination 
plan and the communication or sensing resource allocation are 
simultaneously decided, thus inherently prioritizing the infor-
mation exchange of critical vehicles (e.g., vehicles close to the 
intersection or vehicles that are most likely to be involved in 
a predicted collision). We believe that joint design of control, 
communication and sensing systems will pave the way for safer, 
more efficient, and sustainable road transportation, and that 
algorithmic aspects associated with signal processing imple-
mentations can help address the associated real-world chal-
lenges. Proposing and analyzing such joint design frameworks 
are formidable and long-term research challenges, which will 
require cooperation among signal processing, communication, 
and control communities.
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We believe that joint 
design of control, 
communication and 
sensing systems will pave 
the way for a safer, more 
efficient, and sustainable 
road transportation, 
and that algorithmic 
aspects associated 
with signal processing 
implementations can help 
address the associated 
real-world challenges.
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T
he exploitation of sparsity has significantly advanced the field of radar imaging 
over the last few decades, leading to substantial improvements in the resolution 
and quality of the processed images. More recent developments in compressed 
sensing (CS) suggest that statistical sparsity can lead to further performance 

benefits by imposing sparsity as a statistical prior on the considered signal. In this 
article, a comprehensive survey is made of recent progress on statistical sparsity-
based techniques for various radar imagery applications. 

Introduction
The capability of operating in all-day, all-night, and all-weather conditions has 
allowed high-resolution radar imagery to play an important role in both civilian 
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and military remote-sensing applications. The principle of 
radar imagery is to utilize wideband transmitting signals and 
aperture synthesis to obtain the desirable slant-range and 
cross-range resolution, respectively [1]. However, the pro-
cessing of wideband signals requires high-speed analog-to-
digital converters at the receiver. Also, a long coherent 
processing interval (CPI) is required to 
obtain high cross-range resolution, which 
would inevitably introduce undesirable 
higher-order Doppler effects. To overcome 
the aforementioned limitations, sparsity-
based techniques [2] have become increas-
ingly impor tant in radar imagery. 
Successful applications in recent years can 
be found in [3]–[7] and the references 
therein. In addition to achieving high-reso-
lution radar images with limited data, 
sparsity-based techniques can offer addi-
tional advantages over conventional spec-
tral analysis-based techniques, such as denoising and 
sidelobe suppression [3], [4].

In a nutshell, the theory of CS states that a high-dimen-
sional signal can be accurately and robustly recovered from 
its low-dimensional projections if the signal is sparse or can 
be sparsely represented [8]. The success of CS techniques 
is due to the proper exploitation and utilization of sparsity. 
One obvious way to solve the problem is to enforce spar-
sity, i.e., to minimize the number of nonzero entries in the 
signal. However, solving an 0, -minimization problem, i.e., 
minimizing the number of its nonzero elements, is generally 
NP-hard, which requires an exhaustive search with intrac-
table computational cost. Various algorithms have been 
developed in CS to obtain an approximate solution to this 
problem. In many radar imagery applications, CS theory 
can be conveniently applied due to the natural presence of 
sparsity. In particular, the target scene of interest is often 
parsimonious or can be parsimoniously represented by an 
appropriately chosen linear basis [3], [4]. Despite the diverse 
applications of sparsity-based techniques in radar imaging, 
these techniques can be summarized methodologically into 
the following three main categories.
1) The first category is based on the use of greedy algo-

rithms that lead to a sparse solution in an iterative and 
greedy manner. Often, these algorithms require approxi-
mation of the signal’s support and amplitude by refining 
the sparse signal estimation based on evaluation of the 
difference between the recovered signal and the observa-
tions. In [9], for example, greedy algorithm-based CS is 
used to operate wide-swath modes for radar imaging with 
reduced measurements. In [10], the authors have investi-
gated the uniform and nonuniform target imaging prob-
lem with greedy approaches. Although greedy algorithms 
can be conveniently implemented and have desirable 
guarantees under some conditions, they generally result 
in a local optimum, which does not coincide with the 
sparsest solution.

2) Another major category of algorithms is a generalization 
of an 1, -regularized optimization method, which can be 
considered as the tightest convex relaxation of the 

0, -minimization problem. Basis pursuit and basis pursuit 
denoising [11] are convex formulations to recover sparse 
signals in noiseless and noisy environments, respectively. 

Various approaches have been proposed to 
solve the 1, -minimization problem, such 
as linear programming and the interior 
point method. Since the objective func-
tions are convex, it is guaranteed that 
these algorithms lead to a global opti-
mum. However, the solution does not nec-
essarily coincide with the maximally 
sparse solution, except that the problem 
satisfies some specific conditions. In [12] 
and [13], the 1, -regularized optimization 
is applied for radar image reconstruction. 
In [14] and [15], phase error correction 

and imaging are formulated within a convex optimization 
framework. The synthetic aperture radar (SAR) ground 
moving target imaging (GMTIm) problem is also formu-
lated in a sparsity-driven manner and solved by convex 
optimization techniques [5], [16]. Remarkably, empirical 
results suggest that the 1, -regularized optimization pro-
vides substantial improvements over greedy approaches 
for some radar imaging problems [3]. However, the regu-
larization parameter should be carefully tuned to obtain a 
desirable performance. But finding an optimal selection 
rule is still an open problem.

3) The third category of statistical sparsity-based methods [17] 
provides remarkable statistical advantages over convention-
al ones. Under certain conditions, the resulting algorithm 
guarantees that its global optimum coincides with the maxi-
mally sparse solution and smoothes the shallow local mini-
mum [18]. Theoretical and empirical results show that 
enhanced performance can be achieved from Bayesian 
inference over conventional 1, -regularized optimization 
[17], [19]–[21]. This technique is particularly useful in 
overcoming some limitations of the previous two catego-
ries. The advantages for radar imagery applications include 
incorporation of flexible prior knowledge, estimation accu-
racy improvement, as well as estimation of error bars.

The main objective in radar imagery applications is to prop-
erly utilize one of these methods to obtain enhanced imaging 
performance, which is particularly useful in situations where 
the number of measurements is limited and the signal-to-noise 
ratio (SNR) is low. Our objective in this review article is to 
present the motivation and ways of utilizing statistical sparsity-
based radar imaging techniques.

Recent overview articles [3]–[5] focus on sparsity-based 
radar imagery techniques from either a greedy or regular-
ized perspective. These articles demonstrate the importance 
and effectiveness of sparsity in radar imagery applications. 
With the recent development of sparse Bayesian methods 
[17], [18], statistical sparsity-based techniques have become 

In addition to achieving 
high-resolution radar 
images with limited 
data, sparsity-based 
techniques can offer 
additional advantages 
over conventional 
spectral analysis-based 
techniques.
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a more promising research area for radar imagery appli-
cations. Compared to the deterministic sparsity-inducing 
framework, statistical sparsity-based techniques provide 
new opportunities to significantly improve the performance 
of radar imagery. This is mostly due to the capability of 
avoiding regularization parameter tuning, providing desir-
able statistical information, and allowing flexible model-
ing. These advantages are due respectively to the inherent 
advantage of the statistical framework, the desirable statisti-
cal information obtained from the estimation of the full pos-
terior distribution, and the inherent flexibility of statistical 
sparsity-based modeling. To benefit from these advantages, 
sophisticated design is required. This  article is a companion 
of recent tutorial articles on sparsity-based radar imagery 
[3]–[5], but with particular emphasis on sparsity-based radar 
imagery from a statistical perspective, which is missing in 
the recent literature.

We show how this design is to be performed and demon-
strate how the various radar imagery problems can be for-
mulated within a sparse Bayesian framework. We illustrate 
in detail why the statistical formulation greatly enhances the 
radar imaging performance in various practical problems. 
The introduced framework has much promise for future radar 
imaging systems, as it provides substantial improvements as 
well as new opportunities. The notations used in this article are 
summarized in Table 1.

Statistical sparsity formulation of radar imagery
We begin our treatment by reviewing the fundamentals of sta-
tistical sparsity-inducing models in radar imagery. We formu-
late the statistical sparsity-based framework and highlight 
from where the advantages arise along with the limitations of 
statistical sparsity-based methods.

Data modeling
In high-resolution radar imagery, the scattering response of a 
target of interest is often expressed as a sum of scatterers’ 
responses. Without loss of generality, assuming that the radar 
emits successive pulses with time interval Tr  and that there 
exist K strong scatterers in an imaging scene, the received 
radar signal can be given by

( , ) ·
( )

( , )s t t s t
c

R t
n t t

2
r n k

k

K
k n

n
1

v= - +
=

c m/ , (1)

where kv  represents the amplitude of the kth scatterer, c is 
the speed of light, and ( )R tk n  represents the range from the 
radar to scatterer k in slow time tn. The fast time and slow 
time of pulse n are denoted by t T0 r# #  and nTt rn = ,
respectively. To achieve high-range resolution, the emitted 
pulses ( , )s t tn  are often chosen as linear frequency modu-
lated (LFM) signals, but other waveforms such as sparse 
stepped-frequency signals [22], sparse probing-frequency 
signals [23], and adaptively optimized signals [24] can 
also be used for the purpose of improved imaging perfor-
mance. To achieve high-cross-range resolution, a large 
aspect angle between the radar and the target is required 

during the CPI. Note that sparsity-based methods go 
beyond the convention in the sense that high-range resolu-
tion can be obtained with less bandwidth, and high-cross-
range resolution can be obtained with a reduced CPI.

After preprocessing and arranging the cross-range mea-
surements column-wise, a linear model is obtained [1] as

Y AXB N= + , (2)

where Y CM N! #  is the preprocessed radar echoes, X CM N! #

is the unknown scattering coefficient, and A CM M! #  and 
B CN N! #  are the measurement matrices constructed from 
(1) for cross range and range, respectively. In general, A and 
B are Fourier matrices. There exist, however, other ways to 
construct the dictionary other than simply employing the 
Fourier matrix. These include the frame-based matrix [25] 
and the matched filter-based matrix [26]. Note that the model 
in (2) does not yet include the case of an undersampled or 
incomplete measurement of Y. Modifications to capture 
these are straightforward. A more detailed discussion on 
this issue is presented in the “Superresolution Radar 
Imagery” section.

In (2), N  is assumed to be independently circularly sym-
metric complex Gaussian distributed, so that the received 
signal Y  follows a complex Gaussian distribution with a likeli-
hood function given by

( , ) ,Y X Y A XB Ip CN ij i j
j

N

i

M

0
11

0
1

· ·; ;a a=
==

-^ h%% . (3)

The 0a  is the noise precision or the reciprocal of the 
variance, which is assumed to be random. For the sake of 

Table 1. Notation summary.

Notations 

CM N# The set of a complex M × N matrix

a, a Scalar and vector

, , ,A A A A ,i j n m· · Matrix, the ith row, the jth column, and the (n, m)th 
entry of a matrix

T$^ h  and H$^ h Matrix or vector transpose and conjugate trans-
pose

A 1- Matrix inverse

$ The absolute value of a scalar

p$ The p,  norm of a vector

F$ The Frobenius norm of a matrix

exp $^ h The exponential function

( , )CN n R The complex Gaussian distribution with mean n
and covariance matrix R

( , )a bBeta The beta distribution with parameters a and b

( , )a bC The gamma distribution with parameters 
a and b
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convenient inference, we model the noise precision with a 
gamma distribution,

( | , ) ( | , )p v v v v0 1 2 0 1 2a aC= ,

where v1  and v2  are hyperparameters, often set as trivial val-
ues to impose a noninformative prior on the noise level. The 
rationale of the gamma prior for the noise precision is due to 
the likelihood and prior conjugacy [27]. By this modeling, 
noise level estimation can be naturally incorporated into the 
signal estimation task.

To obtain a solution for the linear equation in (2), spar-
sity is often imposed to constrain the solution space. Unlike 
convex-based approaches constraining the solution space by 
regularization, statistical approaches seek posterior estimation 
to robustly estimate the signal X  by properly imposing sparse 
priors on the signals to be estimated.

Probabilistic sparse modeling
In sparsity-based radar imaging applications, we impose 
sparsity on the target scattering coefficients X , i.e., some 
strong scatterers in the target scene. In other words, most of 
the coefficients in X  are zeros or nearly zeros due to the 
fact that the scatterers are sparsely distributed in the imag-
ing scene. We show statistical ways of imposing sparsity on 
various radar imaging applications. To impose sparse priors 
and allow inference, the models need to be carefully 
designed. Essentially, the model should have two key char-
acteristics of sparsity and model conjugacy. That is, the con-
structed model should not only induce sparsity but also 
allow convenient inference of the unknown parameters. 

Toward this end, a hierarchical model is often utilized 
instead of a single-layer model. In what follows, two main 
classical models, the so-called scaled Gaussian mixture 
model and the spike-and-slab model, are briefly reviewed 
and shown in the solid line frame and the broken line frame 
in Figure 1, respectively. In the scaled Gaussian mixture 
model, the signal is assumed to follow a Gaussian distribu-
tion, and its variance is assumed to follow a particular distri-
bution to induce sparsity and convenient inference. In 
contrast, in the spike-and-slab model, the signal is assumed 
to be a dot product of the support and the amplitude coeffi-
cients, where the support coefficient is hierarchically mod-
eled for the sake of achieving sparsity.

The scaled Gaussian mixture model
Although there exist various models within this class, we 
choose to briefly review the three-stage hierarchical model 
[28] as an example. As shown in Figure 1, the sparse signal X
is hierarchically constructed.
■ In the first stage, the sparse signal X  is modeled with a 

complex Gaussian distribution,

( ) ( 0, ) .Xp XCN
j

N

ij ij
i

M

11

; ;a a=
==

%% (4)

■ In the second stage, we find the distribution of the variance 
a  of the scattering coefficient X. It is assumed to follow 
an independent gamma distribution since it is the conjugate 
prior of a Gaussian distribution, thus making inference 
tractable [27]:

( ) ( , )p ij ij
j

N

i

M

11

; ;a am h mC=
==

%% . (5)

Combining (4) and (5), it can be shown that the margin-
alized distribution of Xij  is a complex Laplace distribution, 
which is known to be a suitable model for sparsity [2].
■ In the third stage, we choose the gamma distribution

( , ) ( , )p v v v v3 4 3 4; ;m mC= (6)

to infer that m  that controls sparsity of the prior during the 
learning from the data.

There are many variants of the hierarchical model, which 
can all be summarized as scaled Gaussian mixture models 
(Table 2).

α0 α λY X

q W β

Observed Variable Unknown Variable

FIGURE 1. A graphical representation of the scaled Gaussian mixture 
model (in the solid-line frame) and the spike-and-slab model (in the 
broken-line frame).

Table 2. A summary of the scaled gaussian mixture for sparse modeling.

Number of Stages Model Specification Marginalized Distribution

Two stages Gaussian–Jeffery [29] No closed-form representation 

Gaussian–gamma [30] Laplace distribution 

Gaussian–inverse gamma [17] Student’s t distribution 

Gaussian–exponential [31] Double exponential distribution

Gaussian–half Cauchy [32] No closed-form representation 

Three stages Gaussian–gamma–gamma [33] Laplace distribution 
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The spike-and-slab model
In contrast, the spike-and-slab model is another popular 
approach to model the support and amplitude of sparse sig-
nals. In particular, the prior of the sparse signal is expressed 
as a mixture of a point probability distribution (spike) and a 
Gaussian distribution (slab):

( , ) [( ) · ( )

( 0, ),

X W 1 W X

W X

p

·CN

ij ij
j

N

i

M

ij ij ij

11

;

;

b d

b

= -

+

==

%%
(7)

where d  is the point probability mass centered at 0, W  is the 
support coefficient, and b  controls the amplitude of coeffi-
cient X. The support coefficient W  determines the sparsity 
profile of the signal, and the amplitude coefficient b  controls 
the amplitude of the signal.
■ In the first stage, the support coefficient W  is modeled by 

a Bernoulli distribution,

( ) ( )W qp q q1W W
ij ij

j

N

i

M
1

11

ij ij; = - -

==

^ h%% ,

where qij  is the probability of W 1ij =  and q1 ij-  is the prob-
ability of W 0ij = . Note that in the spike-and-slab model, 
sparsity can be obtained by imposing a prior, such that most 
of the entries in W  are zeros. In other words, the probability 
of an entry being zero should be larger than the probability of 
an entry being nonzero. To conveniently estimate parameter 
qij, a beta distribution is imposed on qij:

( ) Beta( | ,p q q e fij ij= ),

where e and f are hyperparameters to be set as trivial 
values. The reason for selecting the beta distribution is for 
its conjugacy to the Bernoulli distribution [27]. In some 
applications, their values can be specified by some prior 
information.
■ In the second stage, the coefficient b  that controls the 

amplitude follows a complex Gaussian distribution,

( ) ( 0, ) .p N vC ij
j

N

i

M

0
11

;b b=
==

%%

To allow for its inference, v0 can be modeled by a gamma dis-
tribution. In particular, unlike in the Gaussian mixture 
model, a single variance parameter v0 is assumed. This is 
because sparsity has already been captured by the Bernoulli-
beta model in the first stage. Based on the two-stage model, 
this spike-and-slab model can therefore impose sparsity on 
the signal.

In summary, these two classical models are frequently uti-
lized and modified in statistical sparsity-based radar imagery. 
We demonstrate ways to fully utilize these two models for 
desirable improvements in specific applications in the sections 
“Superresolution Radar Imagery,” “Enhanced Target Imagery 
by Exploiting Structured Sparsity,” “Statistical Sparsity-Based 

Autofocus Techniques in Radar Imagery,” and “Statistical 
Sparsity-Based SAR GMTIm.”

Connections with convex optimization
The conventional sparsity regularization-based methods can 
be interpreted from a Bayesian perspective. The Laplace dis-
tribution, which is a popular choice as a sparse prior [2], is 
imposed on the signal X. Then, the maximum a posteriori 
(MAP) technique is utilized for parameter estimation. It can 
be shown that the 1, -regularized method corresponds to the 
MAP estimation with a Gaussian likelihood and a Laplace 
prior [18]:

( )
( ) ( )

.

X Y
Y X X

Y AXB X

arg max

arg min

p
p p

X

X F i
i

N
2

1
1

·

;

m

=

= - +
=

t

/ (8)

This strategy, however, can provide only point estimation 
of X, without any higher-order statistical information. In 
contrast, the full posterior, including higher-order statisti-
cal information, can be obtained in a statistical sparse 
framework due to the hierarchical model. This main differ-
ence allows statistical sparsity-based methods to perform 
better in many tasks. For example, incorporating a more 
sophisticated prior on the signals provides flexibility to the 
hierarchical Bayesian model. This is not the case in the 
regularized framework.

In summary, the statistical sparsity-based models, such 
as the scaled Gaussian mixture model and the spike-and-
slab model, avoid the laborious tuning of the regularization 
parameter m in (8). These methods are also flexible in view 
of choosing different priors and provide higher-order sta-
tistical information in the posterior distribution (due to the 
Bayesian inference). In the sections “Superresolution Radar 
Imagery,” “Enhanced Target Imagery by Exploiting Struc-
tured Sparsity,” “Statistical Sparsity-Based Autofocus Tech-
niques in Radar Imagery,” and “Statistical Sparsity-Based 
SAR GMTIm” we will show ways to properly manipulate 
the statistical sparse model so as to make use of these desir-
able properties.

Bayesian inference
Based on the formulated probabilistic model, the remaining 
task is to infer the parameters. We recall the graphical repre-
sentation in Figure 1, where all the unknown variables are 
required to be estimated. Based on the likelihood of Y  and a 
scaled Gaussian or a spike-and-slab prior, the posterior distri-
bution can be expressed according to the Bayesian theorem

( | )
( )

( ) ( | )
Y Y

Y
p

p
p p

H
H H

= , (9)

where H  is a set of all the parameters to be estimated, i.e., 
the unknown parameters in Figure 1. However, one major 
difficulty is that the marginalized distribution cannot be 
explicitly calculated due to the intractability of the integral
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( ) ( ) ( | )Y Yp p p dH H H=
H
# ,

and thus the posterior distribution in (9) is not attainable. 
Although MAP estimation can be obtained from this model, 
the full posterior is more desirable, as it provides a more 
accurate description of the estimated parameter.

Because the exact inference is not attainable from this 
model, two classical inference techniques known as the Mar-
kov chain Monte Carlo (MCMC) method and the variational 
Bayesian (VB) method are often used to approximate the pos-
terior from sampling and optimization, respectively. In this 
way, the approximated posterior can be obtained at the cost 
of increased computational complexity compared with other 
sparse signal recovery methods. The MCMC method is accu-
rate when the number of samples becomes large, while the VB 
method provides a desirable approximation with a reasonable 
computational complexity.

The MCMC method
This method approximates the posterior by sampling. MCMC 
is a strategy for generating samples, while the equilibrium 
distribution of the Markov chain is the same as the desired 
probability distribution [34]. The most widely used MCMC 
algorithms are the Metropolis–Hastings and the Gibbs sam-
pling algorithms [27]. Under the assumption that all the con-
ditional distributions are available, Gibbs sampling is easily 
applicable. In fact, Gibbs sampling can be considered as a 
special case of the Metropolis–Hastings algorithm if the con-
ditional distributions are provided [34].

Since the conditional distribution is available in our graphi-
cal model, as shown in Figure 1, we will briefly review Gibbs 
sampling. In this approach, sequential sampling of the condi-
tional distribution, expressed as

~ ( | , ),Ypi i k iH H H ! (10)

is performed. Therefore, the algorithm iterates until the desir-
able posterior is obtained. A more detailed description of the 
algorithm can be found in [34] and the references therein.

The VB method
The main idea of this method is to approximate the true pos-
terior by a factorizable form

( ) ( ) .q q i
i

k

1

H H=
=

% (11)

This is known as the mean-field assumption [27]. The 
objective is to find a factorizable ( )q H  that is as close as 
the true posterior ( )Yp ;H . The closeness of the estimated 
posterior to the true one in the VB method is measured by 
the Kullback–Leibler (KL) divergence, and thus the optimal 
approximated posterior is obtained by minimizing the fol-
lowing KL divergence:

( ) ( )
( | )

( )
.argmin lnq

p Y
q

d* H H
H
H

H=
( )q H

q # (12)

Based on (11) and (12), it can be shown that the approxi-
mated posterior for each of the variables can be calculated as 
[27], [35]

( ) ( , )Yexp ln p*
( \ )i q i

H H= H Hq " ,, (13)

where · (·)q  represents expectation with respect to the 
probability density function (·)q .

In the MCMC-based methods, sampling is required for 
each step during iterations. In contrast, the VB-based methods 
require matrix inversion in each step during iterations. Nota-
bly, sampling and matrix inversion would generally induce 
high computational complexity for MCMC and VB, respec-
tively. Due to these reasons, statistical sparsity-based meth-
ods generally cost more computations than the nonstatistical 
approaches. The MCMC method can achieve better estimation 
accuracy than the VB method, but at a higher computation-
al expense. In a practical application, one should choose the 
method according to its computational cost tolerance.

In summary, the key advantages of statistical sparsity-based 
methods are:
■ They avoid regularization parameter tuning. Parameter tun-

ing is not required in statistical sparsity-based methods, 
which will be demonstrated in all the applications reviewed 
in this article.

■ They provide full posterior. With this capability, desirable 
improvements can be achieved by properly manipulating 
the statistical model, particularly as shown in the sections 
“Statistical Sparsity-Based Autofocus Techniques 
in  Radar Imagery” and “Statistical Sparsity-Based 
SAR GMTIm.”

■ They offer flexible modeling. Since the model is con-
structed probabilistically, encoding the prior can be carried 
out in a rather flexible way, which is demonstrated in the 
section “Enhanced Target Imagery by Exploiting Struc-
tured Sparsity.”

Despite their remarkable advantages, the key limitations of 
the statistical sparsity-based methods lie primarily in the fol-
lowing facts. 
■ They have high computational complexity. The generally 

required computational cost of statistical sparsity-based 
methods is higher than that required by greedy or regular-
ized methods.

■ They require sparsity assumption. The success of almost 
all sparsity-based methods depends on the existence of 
sparsity or compressibility. If the radar target scene does 
not exhibit sparsity, modifications should be made to allow 
a sparse representation [3], [5].

Superresolution radar imagery
In conventional Fourier-based radar imagery, the resolutions 
in cross range and slant range are bounded by the Rayleigh 
limit, which can be overcome by superresolution techniques. 
In general, superresolution radar imaging can be well formu-
lated as an inverse problem, where the scattering field is 
required to be inversely estimated from the received radar 
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FIGURE 2. The obtained data arrangement.

echoes. This problem is ill posed, since it requires estimation 
of high-dimensional signals from low-dimensional observa-
tions. Recent advances in superresolution radar imagery con-
sider this problem from a sparsity perspective and obtain its 
solution by either greedy or regularized methods. A review of 
state-of-the-art works can be found in [3] and [5]. Although 
empirical results have demonstrated the superior performance 
of sparsity-based algorithms over conventional spectral analy-
sis-based methods, their success often requires careful selec-
tion of key parameters.

To alleviate this drawback, superresolution imagery 
techniques have been developed more recently in a statis-
tical sparsity-based framework. Herein, the radar returns 
and the target scattering coefficient are modeled probabi-
listically, and the formulated models have the advantage of 
being free of laborious parameter tuning. Assuming that 
preprocessing procedures have been carried out, the super-
resolution radar imaging problem can be explicitly formu-
lated to be underdetermined:

Y AXB N1 2UU= + , (14)

where Y CP Q! #  is the preprocessed data, X CM N! #  is the 
unknown sparse scattering coefficient, N CP Q! #  is the 
noise, and CP M

1 !U #  and C QN
2 !U #  represent the cross-

range and the slant-range undersampling matrices, respec-
tively. The data arrangement is shown in Figure 2, with 
P M#  and Q N# , where each column represents the accu-
mulated echoes from each range cell. An important message 
herein is that the matrices A1U  and B 2U  should be carefully 
designed to achieve desirable properties, such as a low mutu-
al coherence or a certain restricted isometry property [2]. To 
achieve these goals, the emitting signal waveform or the 
undersampling patterns should be appropriately designed. 
Examples can be found in [13] and [36]. More specifically, 
the so-called Alltop sequences were utilized in [36] as emit-
ting signals, which was proved to practically achieve the 
lower bound of maximum mutual coherence. In contrast, the 
authors in [13] investigated different undersampling patterns 
to obtain low maximal mutual coherence and achieve radar 
data compression.
■ In an attempt to obtaining super cross-range resolution for 

radar imaging, a scheme was proposed in [37]. By setting 
the undersampling matrix 2U  to identity and carrying out 
proper preprocessing, a degenerated model of (14) has 
been proposed:

Y AX N1U= + ,

where Y CP N! #  is the cross-range undersampled data. The 
matrix A1U  is constructed as a partial Fourier matrix, whose 
property was investigated empirically in [38].
■ Similarly, in an attempt to obtain super range resolution, 

probing frequency-based signals have been proposed to 
obtain undersampled data in range dimension. The mathe-
matical model can be expressed as

Y XB N2U= + ,

where Y C QM! #  is the range undersampled data. In particu-
lar, the maximum coherence condition of B 2U  was shown in 
[39]. Apart from the advantage of data compression, this strat-
egy can greatly simplify the radar system design by avoiding 
emitting wideband signals.
■ In the scenario of obtaining both super cross-range and 

range resolution, the undersampling matrices for cross-
range and range are 1U  and 2U , respectively. The authors 
in [40] proposed a random sampling scheme for both 
slant-range and cross-range dimensions, where random 
selection is carried out in each dimension. This scheme is 
particularly useful for reducing data storage in various 
radar imagery applications.
To impose sparsity on the target scene, the works reviewed 

above employed a scaled Gaussian mixture model to induce 
sparsity as well as to avoid parameter tuning. Empirical experi-
mental results found in [37], [40], and [41] demonstrate that 
the statistical sparsity model obtains cleaner images without 
parameter tuning, as compared to other sparse regularized-
based methods [40]. Additionally, the statistical sparsity-based 
methods have been empirically shown to be less sensitive to 
noise and clutter in radar imaging.

In [37], [40], and [41], multiplicative speckle noise in radar 
imagery has not been considered. In the presence of speckle 
noise, the performance of sparsity-based methods would be 
compromised. For this particular problem, the authors in [3] 
and [13] proposed to use the 1,  norm of the scene’s gradient 
in addition to the 1,  norm of the scene to obtain a despeckled 
radar image. To the best of our knowledge, despeckling in 
radar imaging has not yet been specifically considered under 
the statistical sparsity-based framework. However, simi-
lar ideas of exploiting gradient sparsity along with sparsity 
have been proposed in a statistical framework, an example of 
which can be found in [42]. An immediate advantage is the 
fact that the formulated statistical sparsity-based method is 
free of regularized parameter tuning process, and good per-
formance is attainable.
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In summary, there are two important points to be noted 
here. First, the success of statistical sparsity-based methods 
depends on the proper selection of sampling patterns, which 
is also the case for conventional sparsity-based methods. In 
fact, statistical sparsity-based methods are less sensitive to 
highly correlated measurement matrices induced by some 
sampling patterns than sparsity regularized methods. A 
detailed analysis can be found in [43] and the references 
therein. Second, a tradeoff between design convenience and 
performance is to be properly balanced, depending on the 
performance requirements for superresolution in the prob-
lem at hand.

Enhanced target imagery by exploiting
structured sparsity
In the “Superresolution Radar Imagery” section, we demon-
strate that statistical sparsity could lead to improvements 
over deterministic sparsity in superresolution radar imagery. 
To carry out sparse estimation, the scaled Gaussian mixture 
is imposed on the scattering coefficients, which are 
assumed to be independently distributed. However, in prac-
tice, targets in radar images always exhibit strong spatial 
correlation due to the fact that a real target is physically 
continuous [39], [44]–[46]. For example, the radar returns 
from a tank or an airplane will often exhibit strong spatial 
correlation, i.e., nonzero-valued scatterers in the target 
region continuously residing in the range and/or cross-range 
dimensions. This phenomenon motivated the research in 
[39], [45], and [46], which modifies the statistical sparse 
model accordingly. In these works, continuity in the target 
scene is exploited by incorporating a correlated prior in a 
probabilistic framework. In what follows, we review meth-
ods that impose first-order and higher-order correlations on 
the sparse scattering coefficients.

First-order correlation
In [39], [44], and [45], a modification in spike-and-slab 
modeling was made so as to impose first-order spatial 
correlation of the coefficients. The reason for choosing 
the spike-and-slab prior rather than the scaled Gaussian 
mixture is because imposing correlation on the support of 
the sparse signal is more accurate and justifiable than 
imposing it on the amplitude of the sparse signal. As 

discussed in the “Statistical Sparsity Formulation of 
Radar Imagery” section, the sparsity pattern of the signal 
is determined by W  in the spike-and-slab model in (7), 
where the parameter q  controls the probability of W
being nonzero. Therefore, a straightforward way to 
impose a continuity prior on the signal can be carried out 
directly on W. However, this treatment deviates from the 
original intention to perform a flexible statistical model-
ing step. For this particular reason, it is suggested in [39] 
and [45] to encode the first-order structural information 
on q  in an intermediate way rather than straightforwardly 
on W. The key modification is to replace the single beta 
prior for parameter q  by a set of beta priors that consist of 
three different sets of parameters, ,e f , ,k k k 0 1 2=" , , so as to 
capture strongly independent, strongly continuous, and 
noninformative priors, respectively.

The proposed sparsity patterns in [39] and [45] that both 
encourage continuity and preserve sparsity are summarized 
as follows.
■ Strong rejection: If the first-order neighborhoods of Xmn

are all zero, it would be very likely that Xmn  is also zero, 
due to the continuity of the target scene. The prior 
Beta( , )e f0 0 , with e f0 01 , is utilized to make the probabili-
ty qmn of Wmn = 0 being large. This means that the absence 
of a first-order neighborhood implies the investigated scat-
terer being zero with a high probability. This rejection 
pattern can eliminate the undesired isolated speckles or 
artifacts in the radar image.

■ Strong acceptance: If any of the continuity patterns for 
Xmn  in Figure 3 is observed, the prior that a nonzero-val-
ued Xmn arises with a high possibility should be imposed. 
This step imposes continuity of the target image. In this 
case, the prior ( , )e fBeta 1 1 , with e f1 12 , enforces the 
probability qmn of Wmn = 1 to be large, and thus the scatter-
er under test can be accepted. This implies that the occur-
rence of any pattern in Figure 3 leads to one that is nonzero 
with a high probability. This pattern enforces first-order 
correlation of the scattering coefficient and therefore conti-
nuity of the target.

■ Weak rejection: Apart from the scenario of strong rejection 
and strong acceptance patterns, a noninformative prior is 
imposed on any other neighborhood patterns for Xmn. The 
prior ( , )e fBeta 2 2 , with e2 = f2, is used to impose a nonin-
formative prior on qmn. This appropriately allows the model 
to be effective in imposing the prior whenever necessary 
and to remain noninformative whenever no strong rejection 
or acceptance patterns appear.
By adaptively selecting from different beta hyperpri-

ors, the statistical model can either encourage continuity or 
independence, apart from mere sparsity. In this manner, the 
structured information can be flexibly incorporated to obtain 
concentrated imagery results. A key component in incorporat-
ing the prior is that it is imposed on the parameter q  rather 
than directly on W. The underlying motivation for this formu-
lation is that it is more flexible to impose a probabilistic belief 
than a rigid support W.

Cross-Range Cell

R
an

ge
 C

el
l

(m, n) (m, n) (m, n)

Pattern Pattern Pattern

FIGURE 3. The first-order continuity patterns. 
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In Figure 4, the real Yak-42 data are used to test dif-
ferent algorithms, where the radar image obtained with 
all measurements is shown in Figure 4(a) for reference 
purposes. In general, there are two issues 
to be considered in the evaluation of 
radar images: first, how well the target 
is concentrated, i.e., more true scatter-
ers preserved in the target region and 
less artifact recovered outside the target 
region, and second, how well the radar 
image is focused, i.e., lower sidelobe 
and noise. As shown in Figure 4(b), 
the radar image obtained by the range-
Doppler algorithm (RDA) is highly cor-
rupted by noise. Although the 1, -regularized approach can 
achieve better performance than RDA by exploiting spar-
sity, the obtained target image is not well concentrated, 
and artifacts around the target are not removed, as shown 
in Figure 4(c). Notably, the method in [39] that exploits 
first-order continuity patterns performs best, as shown in 

Figure 4(d). More specifically, the first-order continuity 
method in [39] outperforms the 1, -regularized approach in 
terms of radar target concentration and artifact removal, 

and is even clearer than the reference 
image obtained with all measurements as 
shown in Figure 4(a).

Higher-order correlations
A real radar image generally exhibits 
higher-order correlations than simply 
hor izontal or ver t ical cor relat ions, 
exploited in [39] and [45]. This motivates 
an extension of the first-order method. To 
formulate a generalized framework, a 

more sophisticated model is developed in [46] that captures 
higher-order correlations based on Markov random fields 
(MRFs). The MRF model is widely used in image process-
ing for imposing structural constraints on the image. This 
work presents a unified framework of incorporating more 
complex structural information in the target scene, as 
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FIGURE 4. The radar images obtained by (a) RDA in the presence of noise, (b) RDA using one-half of the measurements, (c) an 1, -regularized method 
using one-half of the measurements, and (d) a first-order continuity method [39] using one-half of the measurements. 

With the recent 
development of sparse 
Bayesian methods, 
statistical sparsity-based 
techniques have become a 
more promising research 
area for radar imagery 
applications.
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compared with the simple first-order approach. In Figure 5,
the construction of the MRF model is presented, where a second-
order neighborhood system is employed. This model allows 
continuity from four directions, i.e., horizontally, vertical-
ly, /3 4r , and /1 4r  diagonally. The authors argued that 
adopting second-order MRF enables the capture of correla-
tions of the investigated scatterer with its nearest eight 
neighbors, as shown in Figure 5.

To impose continuity of the target scene, the authors in 
[46] considered a more general structured sparse prior as 
compared with that in [39] and [45]. A more complicated 
continuity prior has been proposed by modifying the spike-
and-slab modeling to better preserve the weak scatterers. 
Moreover, the hyperparameter selection in [39] and [45] is 
avoided by adopting an MRF prior, since all the parame-
ters can be automatically inferred. This is a very desirable 
feature for statistical inference. Based on this model, the 
authors employed a VB expectation maximization method 
for inference, where an improved rate of convergence can 
be obtained, as compared with the method in [39] and [45]. 
As commented earlier, the VB-based method generally 
requires less computational complexity than the MCMC-
based one.

In Figure 6, we can observe that both the first-order conti-
nuity method in [39] and [45] and the second-order continuity 
method in [46] produce much-enhanced radar images in the 
sense of less noise and a better-concentrated target region, 
compared with the 1, -regularized method. As shown in Fig-
ure 6(b) and (c), the second-order continuity-based method 
performs much better than the first-order one in terms of 
removing the undesirable isolated artifacts and preserv-
ing weak scatterers outside and within the target region, 
respectively. More important, the computational time of the 
second-order continuity method is much less than that of the 
first-order one [46].

The above discussion demonstrates how, by incorporating 
structural priors in addition to sparsity, a statistical framework 
provides superior performance compared to a merely sparsity-
based framework. The major advantage of these approaches is 

that they can statistically impose the structured sparsity on the 
signal in a rather flexible way, which allows the algorithm to 
adapt the structured sparse estimation in a data-driven man-
ner. More specifically, in all the introduced models, the struc-
tural information is not directly imposed on the sparse signal 
itself but on the probability distribution that determines the 
sparsity profile.
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FIGURE 6. A comparison of radar images with a quarter of the full mea-
surements and SNR = 5 dB obtained by (a) an 1, -regularized method,
(b) a method in [39], and (c) a method in [46].
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FIGURE 5. An example of a second-order MRF model, where eight neigh-
bors are considered. 
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Statistical sparsity-based autofocus
techniques in radar imagery
The CS-based radar imagery techniques discussed in the 
previous sections generally depend on the premise that pre-
processing procedures, such as range cell migration 
(RCM) correction and phase adjustment, have been per-
fectly conducted. Unfortunately, this is not a valid assump-
tion from a practical viewpoint, since the motion of the 
target cannot be precisely compensated in coarse prepro-
cessing stages. If these errors are not properly corrected or 
compensated for before carrying out any CS-based 
algorithms, the reconstructed radar image will not be 
well concentrated.

Recently, phase error correction has been considered by 
utilizing a sparse recovery technique, where alternating 

1, -regularized approaches [14] were proposed to obtain more 
focused images. In these methods, the sparse scattering 
coefficient and the phase errors are iteratively estimated to 
induce sparsity and obtain a focused radar 
image. Although these methods have dem-
onstrated remarkable improvements over 
conventional autofocus techniques, these 
regularization-based methods might con-
verge to a shallow local minimum dur-
ing the iterative procedure. The alternate 
optimization between the sparse scatter-
ing coefficient and the phase error would 
inevitably result in error propagation [47]. 
More concretely, the alternate optimiza-
tion scheme would introduce errors, since the estimation 
accuracy of one parameter substantially influences that of 
another. This issue is particularly severe with undersampled 
data and in low SNR conditions. To appropriately overcome 
the aforementioned limitations, high-resolution imagery and 
phase error correction have been formulated in a statistical 
sparsity-based model [47]–[49]. In this formulation, probabi-
listic models are imposed on the signal to encode sparsity in a 
statistical way. Subsequent parameter estimation is conducted 
within a sparse Bayesian learning framework [19], [47].

Statistical sparsity-based autofocus
Assuming that the phase error in radar imagery exhibits range 
invariance [15], the mathematical model can be stated as

Y E AX N1U= + , (15)

where ( , ..., )E e ediag j j P1= { {  denotes the phase er ror 
matrix, which is a diagonal matrix representing cross-
range variant phase errors. In [47], the authors utilized the 
scale Gaussian mixture model to impose sparsity on X.
The estimation of ,X a, and m  is obtained individually, 
since they are task-specific parameters, while estimation of 

0a  and E  is performed in a global manner due to the task-
invariant property.

According to the graphical model [47], the parameters 
, ,X a m, and 0a , can be estimated in a way similar to that 

in the scaled Gaussian mixture model introduced previously. 
The most straightforward way to obtain an estimate of the 
phase error E  is to maximize the expected log-likelihood 
function as

( , , ., ; )E Y X Earg min ln p ( ) ( ) ( )
E

Xq q qa m= - a m
t (16)

Equation (16) is strictly convex with a close-form solution. 
By solving the optimization problem in (16), the updating 
formula can be obtained [49]. This updating rule for phase 
error is rather similar to that of the regularized approach in 
[14] and [15], because the updating formula could use only 
the first-order moment of X  to estimate E, and the obtained 
covariance matrix R of X  does not appear in this updating 
rule. In other words, this formulation deviates from the origi-
nal intention of utilizing higher-order statistical information 
in the first place.

To properly utilize the uncertainty information, the 
work in [47] proposed to incorporate 
the obtained covariance matrix R  in 
the estimation of phase errors to obtain 
enhanced accuracy. Toward this end, 
the phase error is deliberately modeled 
as a complex parameter a jbi i+  rather 
than explicitly as e j i{ . By introducing 
this complex parameter instead of the 
angle parameter i{ , we will see that the 
uncertainty information can be naturally 
incorporated in the algorithm to achieve 

enhanced estimation accuracy of E  in each iteration. In 
the derived updating formula in [47], it can be seen that R,
which contains uncertainty information, can be incorpo-
rated into the estimation of the phase error parameter E.
It is demonstrated in [47] that by replacing the true phase 
error parameters with complex-valued error parameters, the 
resulting scheme could utilize the estimation uncertainty 
information and obtain a performance gain as compared 
with regularized sparsity-based autofocus techniques.

In Figure 7, an illustrative example is presented to evalu-
ate the performance of the updating rule without and with 
high-order uncertainty information. In this simulation, a 
total of 11 scatterers are present in the imaging scene. In 
Figure 7(a), the random phase error is shown. Figure 7(c) and 
(d) shows that both updating rules lead to a more focused 
image compared with the RDA shown in Figure 7(b). In par-
ticular, the updating rule without utilizing the uncertainty 
information leads to a less focused image, where undesir-
able sidelobe effects exist for almost all the scatterers on 
the imaging scene. In contrast, the image obtained by the 
updating rule utilizing the uncertainty information is well 
focused, with substantially suppressed sidelobe effects. 
Quantitative evaluation also demonstrates that the radar image 
in Figure 7(d) provides a lower NMSEX  as well as MSE{
than those obtained in Figure 7(c) due to the inherent abil-
ity to utilize the uncertainty information of estimation of 
X. This validates the motivation of utilizing the uncertainty 

By incorporating
structural priors in 
addition to sparsity, a 
statistical framework
provides superior 
performance compared to 
a merely sparsity-based
framework.
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information to achieve higher estimation accuracy and 
therefore a better-recovered radar image. This work is also 
validated using the Yak-42 data. As observed in Figure 8(a), 
directly applying the RDA method can 
barely lead to a concentrated image. In 
Figure 8(b), the image obtained by 1, -min-
imization presents a reasonable profile of 
the airplane. However, it is still blurred, 
and some of the true scatterers are not 
recovered correctly. In contrast, the meth-
od in [47] obtains a better-concentrated 
image and removes most of the undesir-
able artifacts, as seen in Figure 8(c). With 
these comparisons, we conclude that the proper utilization 
of uncertainty information substantially enhances the per-
formance in autofocus applications.

The statistical treatment of the sparsity-based algorithm 
can properly utilize uncertainty information during iterations 
to improve the estimation accuracy. In fact, we have demon-
strated how this uncertainty information can be properly used 
throughout this particular application. Compared with the reg-
ularized approach, statistical sparsity-based algorithms do not 
require the time-consuming parameter tuning for improved 
performance as those in the 1, -regularized cases.

Autofocus meets structured sparsity
The basic idea in [47] is to iteratively estimate the sparse 
scatterer coefficients and the phase error to jointly induce 

sparsity. However, the objective of radar 
imaging is to obtain the most concentrat-
ed radar image rather than the sparsest 
one. Therefore, a merely sparsity-inducing 
scheme may result in undesirable image 
results, because it considers only sparsity 
as the performance measure. More pre-
cisely, a simple sparsity constraint cannot 
sufficiently preserve the weak scatterers 
or reduce background noise to a desirable 

quality. A possible solution to obtain a more concentrated 
radar image rather than a mere sparse one is to exploit 
structured sparsity. In [49], the sparse Bayesian model is 
sophisticatedly modified to exploit structural sparsity. More 
specifically, the spatial consistency along range cells is 
exploited, and therefore the framework can cope simultane-
ously with structured sparse signal recovery and phase error 
correction in an integrated manner. The focused high-reso-
lution radar image can be obtained by iteratively estimating 
the sparse scatterer coefficients and phase errors to jointly 
obtain a structured sparse solution.
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FIGURE 7. The radar imaging with 25 pulses (50% of the full measurements and SNR = 20 dB): (a) random phase error, (b) RDA method, (c) a method in [47] 
(without uncertainty information) (N . , M .MSE SE4 0294 0 4019dBX =- ={ ), (d) a method in [47] (with uncertainty information) (N . ,MSE 12 4399 dBX =-
M .SE 0 0059={ ).

The statistical treatment 
of the sparsity-based 
algorithm can properly 
utilize uncertainty 
information during 
iterations to improve the 
estimation accuracy.
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FIGURE 8. The radar imagery results with one-half of the measurements, 
obtained by (a) RDA, (b) a method in [14], and (c) a method in [47]. 

Due to the utilization of the structured sparse constraint, 
the proposed method preserves the target region and alle-
viates the overshrinkage problem, as compared to the pre-
viously presented sparsity-driven autofocus approaches. 
The superior performance of the structured sparsity-based 
technique is shown in Figure 9. Compared with other 
approaches, the structured sparsity-based autofocus method 
achieves a better-concentrated image, with more coeffi-
cients recovered in the target region with different under-
sampling ratios.

Statistical sparsity-based SAR GMTIm
Imaging ground moving targets in SAR has become 
increasingly important. Conventionally, in imaging a 
potentially moving target, hypotheses of the target 
motion were constructed to match the signal by a filter 
bank [50]. In the scenario of closely located targets, how-
ever, their responses cannot be well distinguished from 
each other. Recent advances in sparsity-based SAR 
GMTIm [5], [16], suggest that sparsity can be properly 
exploited to enable multitarget processing and higher 
accuracy. This application is rather different from the 
previously introduced ones, since the received radar 
echoes can no longer be simply modeled as a sum of har-
monics but rather as multicomponent LFM signals with 
unknown chirp rates. Therefore, the key challenge in 
SAR GMTIm is to properly formulate a mathematical 
model that allows a sparse representation of the images 
for moving targets. In [16], the signal model was con-
structed as a sparse linear model, where an overcomplete 
dictionary was constructed by using a discretized velocity 
grid. Although empirical results demonstrate the success 
of the method, its performance is inhibited by the discret-
ization errors in the dictionary. In this section, we briefly 
review two recent works based on statistical sparsity from 
different angles.

In [51], a statistical framework was formulated to obtain 
the moving target image, which could avoid the construc-
tion of a large overcomplete dictionary. In particular, this 
work considers a K channel SAR system with F passes, 
collecting data from P azimuth angles and Q range cells. 
The complex-valued raw SAR image is decomposed as [51]

. ( ),

, ..., , ..., ,

Y E L S N

p P f F1 1and

, , , , ,p f p f p f p f p f= + +

= = (17)

where Y C,p f
Q K! #  denotes the raw SAR image at azimuth p

and pass f, E C,p f
Q K! #  is the corresponding spatial-tempo-

ral calibration error, L C,p f
Q K! #  represents background 

clut ter, S C,p f
Q K! #  models the moving ta rget , and 

N C,p f
Q K! #  models the noise. Since the number of parame-

ters to be estimated is much larger than the number of obser-
vations Y , proper priors must be selected for each of these 
parameters. Interested readers are referred to [51] for more 
details. Here, we only highlight the key statistical models in 
this formulation.

■ The clutter L ,p f  is decomposed into a sum of a pass-
invariant background term B p  and a pass-specific 
speckle term X ,p f . Assuming that the background clut-
ter B p  can be represented by one of several classes, 
such as a road or buildings, a complex Gaussian prior is 
used for B p  with a set of unknown covariance matrices 
that account for different classes, where each covari-
ance matrix follows an inverse Wishart distribution. 
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Similarly, the pass-specific speckle term X ,p f  is mod-
eled probabilistically.

■ Since the moving target is assumed to be sparse in the 
raw SAR image domain, a modified spike-and-slab 
model captures sparsity as well as 
moving target signatures. More spe-
cifically, the sparsity is modeled by 
a Bernoulli–beta distribution, and 
the moving target signature is mod-
eled as a complex Gaussian-inverse 
Wishart distribution. The rationale 
of this modeling is to allow a rather 
tractable inference.

■ An additional constraint can be 
imposed on the hyperparameters of 
the sparse moving target to encourage a smooth trajecto-
ry. It is noted that this smooth prior is constructed by 
modifying the beta distribution instead of the support 
parameter directly, where this manipulation can be rather 

flexible in encoding the prior information in a probabi-
listic sense.
Since the work in [51] utilized the decomposition of a raw 

SAR image, the construction of the dictionary as in [16] could 
be avoided. Since this method is formulated 
in a statistical framework, the algorithm 
could utilize the uncertainty information 
obtained in one parameter to subsequently 
enhance the estimation of other parameters. 
These desirable properties of the statistical 
sparsity-based method have led to substantial 
improvements over conventional methods.

Another approach for SAR GMTIm is 
based on formulating a parametric model, 
where statistical sparsity is enforced [52]. In 

this work, the clutter was assumed to have been suppressed 
by off-the-shelf methods, and an initial representation of 
the received signal was first carried out by utilizing Lv’s
distribution (LVD) [53], which is a novel time–frequency 
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FIGURE 9. The radar imagery results with SNR = 5 dB using (a) an 1, -regularized method, (b) a TV + 1, -regularized method, (c) the statistical sparsity-
based method in [47], and (d) the statistical structured sparsity-based method in [49].

The theory of CS states 
that a high-dimensional 
signal can be accurately 
and robustly recovered 
from its low-dimensional 
projections if the signal is 
sparse or can be sparsely 
represented.
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representation for representing LFM signals. However, the 
resolution of the LVD is constrained by the CPI of the tar-
get and its discretized grid [53]. It should be noted that the 
limited accuracy of the LVD may cause an unfocused target 
response and, thus, a degraded target image. To deal with 
this challenge within a statistical sparsity-based framework, 
a dynamical refinement was suggested for an accurate esti-
mation of the chirp rate in [54]. In particular, this dynamic 
refinement iteratively refines the initialized ic  by the LVD 
and the sparse target coefficient. In this way, the estimation 
accuracy can be improved in a statistical sparsity framework, 

and therefore a concentrated moving target image can be 
obtained. Considering P azimuth and Q range cells, the 
clutter-suppressed signal model can be formulated as in [54]

( , ..., )Y E NXA K1 cc= + , (18)

where Y CP Q! #  is the clutter-suppressed data, E CP P! #

represents the unknown phase errors, X CKN Q! #  models 
the sparse moving target to be estimated, , , ...,i K1ic = ,
is a set of parameters in the dictionary to be estimated, 
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FIGURE 10. The Durango target image: (a) the original image, (b) the image obtained by 1, -norm regularization, (c) the image obtained by a conventional 
statistical sparsity-based method, and (d) the image obtained by the parametric and dynamic statistical sparsity-based method in [54]. 
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and K is the number of moving targets. 
As described previously, the dictionary 

( , ..., ) CA K
P KN

1 !cc #  is an overcom-
plete one. It is constructed by concate-
nating K subdictionaries, where each 
subdictionary is constructed by an LFM 
matrix with chirp rate ic . In [54], a 
scaled Gaussian mixture distribution is 
used to model sparsity. Similar to the 
work covered in the “Statistical Sparsity-
Based Autofocus Techniques in Radar 
Imagery” section, statistical information 
is utilized to estimate the error parameter E  and the chirp 
rate ic , where the error propagation problem during itera-
tion is reduced [47], [54].

In Figure 10, the canonical Gotcha data set is used for 
validation, and an example of the Durango target image is 
given to demonstrate the performance. Due to the movement 
of the target, the original image is substantially blurred, as 
observed in Figure 10(a). After representing the received sig-
nal by the LVD, the 1, -norm regularization method and the 
conventional sparse Bayesian method are applied to obtain 
the moving target images, as shown in Figure 10(b) and 
(c), respectively. The 1, -regularized method and the sparse 
Bayesian method cannot properly focus the target image due 
to the representation error in the LVD. In contrast, the statis-
tical sparsity-based method with refinement leads to the best 
imaging performance in terms of better concentration and 
desirable noise suppression, as shown in Figure 10(d). The 
superior performance of the statistical sparsity-based meth-
od is also evaluated quantitatively by the calculated entropy 
and target-to-clutter ratio (TCR) as shown in Figure 10. In 
particular, the target image is focused within a 5 5m m#

area that is in accordance with the Durango truth with a size 
of 5 2m m# .

Summary and future directions

Summary
Sparsity-based techniques have been reviewed from a sta-
tistical perspective, along with their recent advances in 
radar imagery. Various applications show that improved 
performance can be obtained by adequately utilizing a sta-
tistical sparse model. The improvements obtained in the 
reviewed applications were largely dependent on the fol-
lowing core ingredients:
■ Probabilistic modeling by incorporating flexible priors 

in the signal is one of the most remarkable advantages 
over deterministic approaches. The advantage of the sta-
tistical framework is its flexibility. In this way, the for-
mulation could model a particular structure in a 
probabilistic way and also allows for a fitting of the 
likelihood.

■ The utilization of uncertainty information during 
parameter estimation is important for a performance 
gain. Particularly, in conventional approaches, the error 

estimated in one stage can lead to a 
degraded performance in the subsequent 
stages. In the discussed framework, the 
signal estimation is conducted in a statis-
tical manner, where the obtained statis-
tics indicate the uncertainty in the signal 
estimation. Therefore, the estimation 
could be more accurate.

By properly manipulating the statistical 
sparsity models, a performance gain can 
be obtained.

Future directions
Since the statistical sparsity-based methods are quite attrac-
tive, it would be most interesting to investigate the following 
problems in the future.
■ Computational complexity. The statistical sparsity-based 

methods operate in an iterative manner, where the num-
ber of iterations and the computational cost of each itera-
tion determine the total computational cost. Compared to 
the conventional Fourier-based approach for radar 
imaging, the computational complexity is much higher. It 
is therefore imperative to develop fast algorithms that 
could decrease the computational complexity or obtain 
fast convergence. The fast algorithms would be particu-
larly useful for many radar applications requiring real-
time processing.

■ Motion compensation errors. In high-resolution radar 
imaging, a large CPI is required. Then the target movement 
becomes a problem as the radar line-of-sight dramatically 
changes. In such a scenario, even after carrying out coarse 
motion compensation, RCM and phase error would still be 
present in the radar echoes. Then, the dictionary allowing 
sparse representation would become more complicated, 
where the proposed imaging algorithm should also be able 
to correct RCM and phase errors. The main challenge is to 
properly obtain the approximated solution in the presence 
of a more complicated model. Toward this end, it would be 
particularly suitable to exploit statistical sparsity to limit 
error propagation. One possible way of coping with this 
challenge is to encode priors on the error parameters to 
properly regularize the solution space.

■ Temporal correlation in SAR GMTIm. Conventionally, 
most SAR GMTIm algorithms focus on image forma-
tion of the moving target at one particular time instant. 
However, it is important to also monitor the movement 
of the moving target. Since the target’s motion and 
imaging background are time-varying, simply generat-
ing a single-frame image cannot provide time-varying 
characteristics of the moving target. Therefore, it is nec-
essary to develop temporal SAR GMTIm based on the 
statistical sparsity-based framework, which is a promis-
ing research direction in SAR GMTIm technology. In 
fact, Sandia Laboratory has successfully realized Video-
SAR GMTIm, where the processed results have been 
released on their official website. In particular, the 

Compared to the 
deterministic sparsity-
inducing framework, 
statistical sparsity-based 
techniques provide 
new opportunities to 
significantly improve the 
performance of
radar imagery.
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temporal SAR GMTIm is a good can-
didate for applications in complicated 
urban scenes, where improved perfor-
mance is valuable. The statistical 
sparsity-based framework for moving 
target imaging in urban environments 
could be formulated to include the 
temporal smoothness constraint dur-
ing the radar passes and to cope with a complicat-
ed background.

■ Improved classification performance. An important objec-
tive of radar imagery is to classify different types of tar-
gets automatically and accurately. One should capture 
more structural features during target imaging by utilizing 
the training information obtained from the recognition 
stage, which will in turn greatly benefit automatic target 
recognition. More precisely, radar imagery should be dis-
criminative enough for target recognition purposes. One 
promising future work direction is to incorporate appro-
priate priors in a statistical framework to perform dis-
criminative radar imagery.
In summary, statistical sparsity-driven techniques have 

been shown to be very promising for radar imagery due to their 
flexibility and good statistical properties. It is expected that 
these applications will immensely benefit from the more recent 
theoretical advances in this area.
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M
atching theory is a powerful tool to study the formation of dynamic and 
mutually beneficial relations among different types of rational and selfish 
agents. It has been widely used to develop high performance, low complexi-
ty, and decentralized protocols. In this article, a comprehensive survey of 

matching theory, its variants, and their significant properties appropriate for the 
demands of wireless communications and network engineers is provided. Recent 
research progress in applying matching theory to wireless communications to 
address major technical opportunities and challenges is presented. A novel classifi-
cation of matching models from the practical perspective is provided, and the prop-
erties and structure of each model are explained. This will enable a network 
designer to select an appropriate matching model for a specific application in 
wireless communications. Finally, the application of different matching models to 
various emerging wireless networks is discussed.

Introduction
Game theory offers a formal analytical framework to study the complex and 
dynamic interactions among interdependent selfish and rational users in a wide 
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number of disciplines ranging from economics, politics, and 
philosophy to sociology [1]–[3].

Wireless networks are made up of diverse interacting self-
ish and rational agents with a natural propensity to solicit 
their maximum benefit from the network without caring 
about other agents. To model such competitive behaviors of 
agents in networks, game theory has been widely used in 
open literature to facilitate autonomous network management 
and dynamic resource allocation. However, 
conventional game theory-based approach-
es can only deal with simple scenarios. In 
many complex networks, different types 
of agents with various characteristics and 
requirements want to interact with each 
other, and conventional game theoretical 
models can hardly be utilized.

As a powerful tool to study the forma-
tion of dynamic and mutually beneficial 
relations among different types of rational 
and selfish agents, matching theory [4], 
[5] is particularly effective in developing 
high performance, low complexity, decentralized, and practi-
cal solutions in these complex networks. In particular, it can 
effectively deal with the high dynamics of networks; selfish, 
competitive, and distributed nature of network elements; lim-
ited radio resources; and the dynamic quality of service (QoS) 
constraints of different elements.

Recently, there has been significant progress in intensive 
research work that uses matching theory to handle resource 
allocation problems in wireless networks, such as in cognitive 
radio (CR) networks [6], [7], heterogeneous cellular networks 
[8], physical layer security systems [9], distributed orthogonal 
frequency-division multiple access (OFDMA) networks [10], 
routing, and queuing systems [11], [12].

There are some short surveys in the literature that introduce 
matching theory [13]–[15] and its applications in wireless com-
munications [16]. The traditional marriage problem when dis-
cussing the matching model was the focus of [13]. It introduced 
some concepts of the marriage model and its general proper-
ties. More definitions and interpretations of the marriage prob-
lem and discussions about its stability were provided in [15]. 
Signaling and data exchange in matching theory were consid-
ered in [14]. A more relevant survey that discussed matching 
theory in wireless communications was presented in [16]. It 
introduces some definitions in matching theory and its applica-
tions in wireless communications. However, these existing sur-
veys only covered some basics and focused on specific aspects 
of matching theory. They did not provide a comprehensive 
framework of this diverse topic and major technical opportuni-
ties and challenges using matching models.

Although these works present general concepts of matching 
theory, some important matching models, analytical foundations 
of matching theory, and significant applications in wireless com-
munications have not been covered in these articles. A variety 
of matching theories and models, such as matching algorithm 
design, modeling, matchings with transfer, assignment matching 

games, convergence of the matching algorithms, stability anal-
ysis of the matchings, and optimality discussions of matching 
variants, have not been covered. Besides, some core concepts of 
matching theory for applications in wireless communications, 
such as competitive equilibrium, stability variants, incentive 
compatibility, and autonomous mechanism design, have not been 
discussed. Finally, the applications of matching theory in wire-
less and signal processing have only been briefly discussed.

This tutorial constitutes a comprehen-
sive introduction of matching theories that 
will enable the communication and signal 
processing engineers to fully exploit the 
potential of matching theory. In addition to 
presenting the fundamental matching con-
cepts, a new taxonomy is introduced to clas-
sify matching games. Various applications 
of matching games in wireless communi-
cations networks and signal processing are 
introduced. Corresponding matching theo-
ries, matching algorithms, and their signifi-
cant properties are provided in the article. 

This gives readers a clear picture of the underlying strengths 
and challenges of this powerful analytical tool. In summary, 
this article fills a void in existing communications literature 
by applying matching theory in communication networks 
through comprehensive theoretical and technical details as 
well as through detailed examples drawn from both game 
theory and wireless communications.

Matching without transfer

Utility function
In game theory, utility is a measure of motivation of a player 
over a set of actions. To evaluate the overall satisfaction of a 
player in matching games, the utility function, denoted by ,U
is considered. It combines all the multiple related parameters to 
a single number to represent the net losses and gains [3]. These 
parameters can be of different types. Utility functions have 
been widely used in wireless literature to model various radio 
resource management problems [17], [18].

Preference list
The main goal of matching is to optimally match two sets of 
agents together, given their individual utilities. [Although the 
main matching models in the literature are between the two 
sets of agents, it should be noted that there are matching mod-
els that are among the agents in one set only (that are basic 
cooperative game models), and matching models among three 
sets of agents [19] known as three-dimensional matching. It 
is notable that three-dimensional matchings are still under 
study and are beyond the scope of this tutorial.] If there are 
two finite and disjoint sets of agents, { } | |

i i 1iH = H
=  and 

,{ }E | |
j j 1
Ep= =  then each agent ii  ranks the agents of the oppo-

site set, ,E  using a preference relation i(i  that is a complete 
and transitive binary relation between the set of agents of the 
opposite set. The notation j ki(p pi  implies agent ii  prefers 

Selfishness implies that 
agents compete with 
each other to maximize 
their individual utility 
value, without caring 
about another agent’s 
utility, while rationality 
implies that users always 
make decisions that can 
increase their utilities.
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agent jp  over ,kp  and similarly, 
i zj(i ip  implies that agent jp  prefers 

agent ii  over .zi  To put it simply, the 
preference of an agent over other agents 
can be shown by the utility value that 
quantifies the performance of each 
agent in relation with other agents.

Transfer
In the matching literature, transfer 
indicates any type of transaction 
between two different agents. The 
nature of transfer could be any type of 
entity in which the transfer affects the 
utility value of an agent. It can be real 
money, fictitious money or credit, ser-
vice, or goods. For example, in some 
certain matching markets, the transfer-
able parameter is real money, and 
through the money transfer procedure, 
the utility of the payer is reduced and 
the utility of the payee is increased. In 
wireless networks, a user may provide 
some of its resources such as power, spectrum, time slot, and 
so forth to another user as a transfer. Based on whether there 
is any transfer between agents, matching models are divided 
into two main categories, matching with transfer and match-
ing without transfer.

Incentive
A common and realistic assumption in matching theory is 
that the agents on both sides of the matching are selfish and 
rational. Selfishness implies that agents compete with each 
other to maximize their individual utility value, without car-
ing about another agent’s utility, while rationality implies that 
users always make decisions that can increase their utilities. It 
is therefore important to always provide incentive for the 
agents to participate in the proposed matching algorithm by 
taking into account the selfish and rational nature of the 
agents; otherwise, the agents will not autonomously partici-
pate in the matching procedure.

Classification and definitions
The simplest matching model is the marriage problem 
(one-to-one matching), which was first introduced by 
Gale and Shapley in [20]. It is an interesting and highly 
practical framework that discusses the matching among 
men and women. In the marriage problem, men have 
preferences over women, and women have preferences 
over men. The outcome of the marriage problem needs to 
be a set of marriages such that there are no two people of 
opposite sex who would both prefer each other over their 
current partners. In other words, the marriages need to 
be stable.

In addition to the classical one-to-one matching, in real-
ity there are many practical scenarios in which the agents in 

one side of the matching are allowed to be matched with a 
number of other agents from the other side of the matching 
(one-to-many matching), such as college admission where 
the students are admitted to a college or cellular user (CU) 
associations where the mobile users are allocated to a base 
station (BS). In these scenarios, multiple students/users can 
be allocated to each college/BS. In this matching game, the 
concept of group stability is introduced to ensure a stable 
matching is achieved. Finally, if the number of the allow-
able matches for both sides of the matching is unrestricted, 
then it becomes a many-to-many matching problem. In 
many-to-many matching, the notion of pairwise stability is 
introduced. Here the without transfer indicates that there is 
not any kind of transactions or transfers between the agents 
in the matching. In the sequel, different types of matching 
are discussed in detail. Figure 1 shows a general matching 
structure that demonstrates three types of matching configu-
rations, one-to-one, one-to-many, and many-to-many match-
ings. For example, agent A4  from the set of type A agents is 
matched to { }B6  from the set of type B agents and forms a 
one-to-one matching configuration. Agent A1  from the set 
of type A agents is also matched to { , , }B B B1 2 3  from the 
set of type B agents and forms a one-to-many matching con-
figuration. Some agents also are not matched. More details 
about these matching types will be discussed in the follow-
ing sections.

One-to-one matching
In the classical marriage problem, there are two sets of 
agents, { }mM i i

M
1= =  and ,{ }wW j j

N
1= =  which are called 

men and women, respectively, where each agent has ranked 
all members of the other set by a unique preference number. 
The outcome of the marriage problem is a one-to-one 

Set of Type A Agents Set of Type B Agents

A1

A2

A4

A3

A6

A5

B5

B8

B7

B6

B4

B2
B3

B1

Not Matched

Matched Agents
(One to Many)

Matched Agents
(One to One)

Matched Agents
(Many to Many)

Preference {Ai } = {Bk , Bl , Bm , . . .}, i = 1, 2, . . . , 6

Preference {Bj } = {Af , An , Aq , . . .}, j = 1, 2, . . . , 8

FIGURE 1. The general configuration of the matching structure.
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matching of men and women. The one-to-one matching is 
denoted by [5].
■ Definition 1: Given two disjoint sets M and ,W  a one-to-

one matching, ,n  is defined as an allocation from M W,
to M W,  such that if ( ) ,m m!n  then ( )m W!n  and if 

( ) ,w w!n  then ( ) .w M!n  The partner of w is referred to 
as ( )wn  if ( ) .w mn =

Note that ( )m mn =  implies that man m is matched 
to itself, which means it is not really matched. Besides, 

( )m wn =  implies that if man m is matched to woman w,
then woman w is also matched to man ( ( ) ).m w mn =  An 
important property of each matching is how the matchings 
will change during the time. An obvious question is, what 
happens when the agents realize that they can be matched 
with better partners and achieve a higher utility value—spe-
cifically, how stable will a matching behave? The concept of 
stability for a marriage problem matching is stated as follows:
■ Definition 2: If there is not any couple comprising one man 

and one woman who both prefer each other over their cur-
rent partners, all the marriages are called stable.
To implement a stable matching between two sets of 

agents, matching algorithms that converge to stable out-
comes should be used. A well-known algorithm, which leads 
to a stable matching in the marriage problem, is the Gale–
Shapely algorithm that is shown in Table 1. The original 
Gale–Shapely algorithm for a traditional marriage problem 
was presented in [20]. In this tutorial, we would like to pres-
ent the Gale–Shapely algorithm in a more general form. The 
Gale–Shapely algorithm is expressed by a series of proposals 
from one side of the matching to the other side.

In the Gale–Shapely algorithm, both women and men can 
propose. When the algorithm is executed, at any instance each 
person is either engaged or single. When the persons of gen-
der A are proposing, each member of gender B may change 

between engaged and single status. Because the persons of 
the gender B are only accepting or rejecting the offers, once 
a member of gender B is engaged, he/she will not go back 
to single status again, although his/her partner may change. 
This is intuitive, as some gender A persons could be rejected 
by some gender B persons and become available for engage-
ment with other gender B persons. If a person of gender A is 
rejected by a person of gender B and then becomes engaged to 
another partner of gender B, his/her new partner is less desir-
able to him/her.

When an available person of gender B receives an offer, 
he/she will immediately accept it and become engaged to 
the first proposer. When an engaged person of gender B 
receives another offer, he/she compares the second pro-
poser with his/her current partner and rejects the less pre-
ferred person of gender A. To facilitate the description, in 
the following, gender A is assumed as male and gender B 
is assumed as female. This can also be assumed oppositely. 
In the marriage matching game, each man proposes to the 
women based on the order of his preference list, until he 
becomes engaged. If his engagement is broken by a woman, 
then he becomes available again. He continues his propos-
als to the next woman on his list. The algorithm terminates 
when no new proposal is being made. Furthermore, it is 
shown by Theorem 1 that, on termination, the engaged cou-
ples constitute a stable matching [21]:
■ Theorem 1: At any instance in the marriage problem when 

the Gale–Shapley algorithm terminates, the matched pairs 
form a stable matching.
In a marriage problem when the men/women are the pro-

posers, there is a very interesting property in the result of the 
matching. Every man/woman receives the best partner that he/
she can possibly have in any stable matching. This means that 
all the men/women who are competing with each other to get 
matched with their most preferred woman/man can agree on a 
stable matching that is simultaneously optimal for all of them. 
This result is represented in [21]:
■ Theorem 2: The outcome of all possible scenarios of the 

Gale–Shapley algorithm results in the same stable match-
ing. In the resulted stable matching, each man/woman gets 
matched with the best partner that he/she can have in any 
stable matching.
This theorem states that if each man/woman is given 

his/her best stable partner, then the result of that match-
ing is a stable matching. The men/women stable matching 
resulting from the Gale–Shapley algorithm is called men/
women optimal.

There is a possibility that the man/woman optimal stable 
matchings are identical in a matching, but this is not a gen-
eral case. It is notable that if a matching is optimal for the 
members of one gender, it is the worst matching for the mem-
bers of the opposite gender. Specifically, in the man-optimal/
women-optimal matching, each woman/man has the worst 
partner that she/he can have in any stable matching, and this 
will be valid for men/women in the woman/man optimal 
stable matching.

Table 1. The Gale–Shapely algorithm.

Step 1: Initialization
1) Set { } , { }m wWM i i

M
j j

N
1 1= == = .

2) Construct mi
List  and .wj

List

3)  Construct the list of all men that are not matched, denoted by 
MMatchList .

Step 2: Dynamic Proposals
1)  Each m Mi MatchList!  makes a proposal to wj  that is the first in its 

preference list.
■ If the ranking of proposing mi  is moving higher in wj ’s list than 

wj’s current partner then
wj  accepts mi ’s proposal and rejects her current partner mi .
mi  will be removed from MMatchList , and mi  will be added to 
MMatchList .

■ Else if wj  does not prefer the proposing mi  to her current partner, 
mil , then

rejects mi ’s proposal and holds her current partner mil.
mi  updates his preference list, ,mi

List  by removing wj .

Step 3: End
1) If mi

List  is not empty, go to step 2; otherwise, the algorithm ends.
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One-to-many matching
There are many practical scenarios in which the agents 
from one side of the matching are allowed to be matched 
with a number of other agents from the other side of the 
matching, such as when students are allocated to a college 
or when doctors are allocated to a hospital. One-to-many 
matching indicates that each student can be matched with 
one college, although there could be multiple colleges. To 
proceed with explaining one-to-many matching, a well-
known example in matching literature called college 
admission is used. Let’s assume there are two finite and 
disjoint sets, { } | |

i i 1iH = H
=  and ,{ }E | |

j j 1
Ep= =  which repre-

sent the set of colleges and students, respectively. Each stu-
dent has preferences over each college, and each college 
has preferences over each student.

The difference between the college admission and the 
marriage model is that associated with each college i  there 
is a positive integer,  ,q N!i  called its quota, which indi-
cates the maximum number of positions the college may fill. 
An outcome of the college admission problem is a matching 
of students to colleges such that each student is matched 
to at most one college, and each college is matched to at 
most its quota of students. A student who is not matched 
to any college will be matched to himself/herself as in the 
marriage model, and a college that has a certain number of 
unfilled positions will be matched to itself in each of the 
unfilled positions. It is notable that matching is bilateral, 
in the sense that a student is admitted at a given college if 
and only if the college admits that student. This matching is 
stated formally as 
■ Definition 3: Given two disjoint finite sets of players, 

{ } | |
i i 1iH = H
=  and ,{ }E | |

j j 1
Ep= =  let two disjoint finite sets 

of { , , }1 f] H=H  and { , , },1 EE f] =  then a one-to-
many matching function :U { } { }E,H { } { }E" ,H  is 
defined such that for all i ! ]H  and j E! ]

1) ( ) { }Ei j3 !i pU !]Hl  and ( ) qi #iU i

2) ( ) { }j i E! !p iU H!]l  and ( ) { , }0 1j !pU
3) ( ) ( ) .i j j i+i p p iU U= =

This matching function U  is denoted with a three-tuple
: ( , , )qEU H . Condition 1 implies that each member of H  can 

be matched to multiple members of ,E  condition 2 implies that 
each member of E  can be matched to at most one member of

,H  and condition 3 implies that if ii  is matched to ,jp  then jp

is also matched to .ii  For notational purposes, 0i  and 0p  are 
defined as the dummy members of H  and ,E  respectively. The 
dummy members 0i  and 0p  can be matched to multiple mem-
bers in E  and ,H  respectively.

To formally define a stable matching, let’s first define 
a matching that is blocked by an individual and a match-
ing that is blocked by a pair. The parameters , ii !i ]H

and , jj
E!p ]  are considered, such that ( ) .i j!i pU  A 

matching U  is blocked by an individual ii jp^ h if ii jp^ h
prefers to be unmatched over being matched with its cur-
rent partner under U  [21]. Mathematically, because the 
agents have to receive nonnegative utilities, for ,ii  this 
implies that ( ( )) ,i 0U 1i 1Ui  while for ,jp  this implies that 

( ( )) ,j 0U 1( )j j1 1UpU  where ( )i j1U =
D

 when ( )i ji pU =  and 
( )j i1U =

D  when ( ) .j ip iU =

A matching U is blocked by a pair ,i ji p^ h if 1) the match-
ing is not blocked by individual ii  and ,jp  and 2) both ii  and 

jp  can achieve a higher utility value if they match together, as 
opposed to their current matching under U [21]. This implies 
that ( ) ( ( ))i jU U 1j j2 Up p  and ( ) ( ( )) .j iU U 1i i2 Ui i  The 
stability of a matching can be defined as 
■ Definition 4: A matching U is defined as stable if it is not 

blocked by any individual or any pair.
It should be noted that to achieve a stable matching, there 

is no need for .E H=  In one-to-many matching where a 
member of H is matched with a group of E  members, the 
stability is different from one-to-one matching. For the one-
to-many matchings the concept of group stability is used. To 
define group stability, a coalition C  that consists of at least one 
member of H is assumed first. A matching U is blocked by a 
coalition C  if there exists another matching Ul  such that 

, ,i j C6 !  1) ( ) ;j C!Ul  2) ( ( )) ( ( ));j jU U( ) ( )j j2U Up pU Ull

3) ( ( )) ( ( ));i iU Ui i2U Ui il  and 4) if ( )u ! ]U Hl , then
( ).u C ,! ]U H

Condition 1 states that all the members of H  in C  are 
matched to a member of H  in C , conditions 2 and 3 state 
that all the members of H  and members of E  in C  prefer 
their current matches in Ul to their matches in U , and con-
dition 4 states that every member of H  in C  can be matched 
to a combination of new member of H  in C  or the member 
of H  that was matched under U . Therefore, U  is blocked by 
some coalition C  of the member of H  and ,E  if the member 
of H  and the member of E  in C  all find a matching pref-
erable toU . Given the above conditions group stability is 
defined as 
■ Definition 5: A matching U is defined as group stable if it 

is not blocked by any coalition.

Many-to-many matching
If the number of allowable matches for the agents in both 
sides of the matching is unrestricted, it is a many-to-many 
matching problem.
■ Definition 6: Given two disjoint finite sets of players, 

{ } | |
i i 1iH = H
=  and ,{ }E | |

j j 1
Ep= =  let two disjoint finite sets 

of { , , }1 f] H=H  and { , , },1 EE f] =  then a many-
to-many matching function is defined :U { } { }E,H

{ } { }E" ,H  such that for all i ! ]H  and j E! ]

1) ( )jn p  is contained in H  and ( )in i  is contained in E
2) ( ) { }Ei j3 !i pU !]Hl  and ( ) qi #iU i

3) ( ) { }j i E! !p iU H!]l  and ( ) qj #pU p

4) ( ) ( ) ,i j j i+i p p iU U= =

where q N!p  denotes the quota of E  members.
In many-to-many matching models, many stability con-

cepts can be considered depending on the number of players 
who can improve their utility by matching to new part-
ners. However, for a large number of agents, it is difficult 
to identify large coalitions by considering all the possible 
combinations of players. Therefore, the notion of pairwise 
stability is presented and used in many-to-many matching 
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in the following way [22]. To explain the pairwise stability 
concept, the student–college example is used. In a pairwise 
stable matching, the matching is not blocked by an indi-
vidual student, or an individual college, or a student–school 
pair. However, 1) each student ii  prefers his/her matched 
college, rather being unmatched; 2) each college prefers not 
rejecting some of the matched students; and 3) there is no 
student–college pair who are not matched but prefer to be 
matched together.

Matching with transfer—assignment game
Each matching structure (one to one, one to many, and 
many to many) can be further classified into a matching 
with transfer or a matching without transfer depending on 
if there is any transfer between the matching sides. Match-
ings with transfer are very common in the real world. A 
simple example is the buyer–seller scenario where buyers 
pay sellers in exchange for goods. After the transactions 
between the sellers and buyers end, a matching outcome is 
resulted. In wireless networks, the transferred item can be 
the network’s resources, such as subchannels, power, time 
slots, and so forth. One applicable and general matching 
framework with transfer is the assignment game that dis-
cusses the matching and transactions among buyers and 
sellers. The assignment game has different variants used 
for modeling various complex scenarios in wireless net-
works, for example, the scenario where primary users 
(PUs) and secondary users (SUs) negotiate on spectrum 
sharing in CR networks. When the items that the sellers 
are selling are of different types [one has an apple, another 
has an orange, etc. (simple and more tangible examples are 
used here to simplify understanding the differences of the 
matching models)], this is called the multiple objects 
assignment game. If each seller has a number of items of 
the same type (e.g., seller one has three apples, seller two 
has three apples, etc.), this is called the multiple unit 
assignment game. If each seller sells a combination of dif-
ferent objects (e.g., seller one has two apples, two oranges, 
zero bananas), this becomes a heterogeneous multiple unit 
assignment game. The problem becomes more interesting 
if each buyer also needs a different combination of differ-
ent objects. The buyers also can be limited in the amount 
of money they can spend. To solve different variants of 
assignment games, iterative and dynamic matching algo-
rithms can be developed such that the assignment game 
converges to the competitive equilibrium outcome. In the 
competitive equilibrium, there are no two agents who can 
form a matching pair in such a way that benefits both of 
them more than that of their current status, and also there 
is no matched agent who may prefer to be unmatched. 
Competitive equilibrium is a key concept in matchings 
with transfer and will be discussed in more detail in the 
following sections. Because in the matching with transfers 
there is some sort of transaction among the sides of the 
matching, sometimes in the literature these matchings are 
referred to as matching markets.

General assignment game model
In the general assignment game model, there could be multiple 
agents in both sides of the matching, and agents from one side 
have transactions with agents in the opposite side. A well-
known example for the assignment game that clearly reveals 
the details of the matching procedure is the firms–workers 
market in which the firms would like to find the best-matched 
workers [23].

To model this market it is assumed that there are two finite dis-
joint sets of players, workers, denoted by { , , ..., },p p pP m1 2=

and firms, denoted by { , , ..., },s s sS n1 2=  containing m and 
n players, respectively. Associated with each possible partner-
ship ( ),p si j  in ( )P Q#  there is a nonnegative real number ija

that represents the gain of this matching.
If each worker has a reservation price of zero for working 

in a firm, then rij represents firm pi’s reservation price for the 
service offered by worker s j  to firm pi. In this case if firm pi

employs worker s j  with a salary of ,ijb  and if no other mon-
etary transfers are made or received by firm pi and worker sj,
then the resulting utilities of the two agents are u ri ij ijb= -

and ,v j ijb=  respectively.
More generally, if each worker sj has a reservation price cj

and each firm pi has a reservation price rij for the service by 
worker j, ija  is assumed to be the potential gains from trade 
between pi and sj; that is, [ , ] .max r c0ij ij ja = -  In this case 
if firm pi pays for service provided from worker sj at a sal-
ary ,ijb  and if no other monetary transfers are made, the utili-
ties of firm pi and worker sj are u ri ij ijb= -  and ,vj cij jb= -

respectively. For technical convenience, one virtual worker, s0,
and one virtual firm, p0, are introduced. Several firms may be 
matched with the virtual worker and several workers may be 
matched with the virtual firm.

It should be noted that in wireless networks there are 
cases where the two sets of agents do not really trade a 
good, instead they exchange services. For example, a set of 
agents share their resources to other agents. In a similar way 
these two kinds of agents in this scenario can be regarded as 
firms and workers. To facilitate the mathematical notations, 
for all general types of matching, the matching index xij is 
defined as

,
,

 ( ) , ,
.

x
i j1

0
0 0if for

otherwise
ij

j i
E, ,! !p i ] ]U

=
= H) (1)

The parameter X is defined as an E#H  matching 
matrix with the ( , )i j th element denoted by xij. In the match-
ings without transfer there is no transaction between the two 
sides of the matching, so the preferences of the members in 
one side over the members of the other side do not change. 
To generalize the model, in the matching literature the agents 
can also be defined as buyers and sellers. For example, in 
the firms–workers model, the firms who employ the workers 
can be regarded as the buyers who are purchasing the work-
ers’ services. The workers who are providing services to the 
firms are assumed as sellers who are selling the services to 
firms. It should be mentioned that the buyers–sellers model 
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in matching theory is essentially different from the normal 
auction models.

Normally, in matching, the aim is to form stable match-
ing pairs between the firms and workers. However, in the 
auctions, the aim is to sell objects to the buyers. Moreover, 
in more complex matching models, there are multiple buy-
ers and multiple sellers, and each seller has a different 
object to sell. Each buyer also has a specific preference 
over each object. However, in the auction models normally 
one seller auctions one object to multiple buyers. In some 
more general auctions, multiple sellers auction the same 
objects to the buyers. In matching theory, the multiple 
seller–multiple buyer case is traditionally classified as an 
assignment game.

Optimization problem
The maximization problem to determine the matching in the 
assignment game is called the optimal assignment problem or 
simply the assignment problem. In this part, a one-to-one 
assignment problem is formulated as follows:

. : ) , { , , ..., }

) , { , , ..., }

) { , }, { , , ..., } { , , ..., }.

max x

x j n

x i m

x i m j n

1 1 1 2

2 1 1 2

3 0 1 1 2 1 2

s.t

and

ij
j

n

i

m

ij

ij
i

m

ij
j

n

ij

11

1

1

6

6

6 6

# !

# !

! ! !

a
==

=

=

//

/

/

(2)

Condition 1 guarantees that each buyer will be matched 
with only one seller, condition 2 states that each seller can 
be matched with only one buyer, and condition 3 guarantees 
that the value of x will be one or zero. The optimization 
problem in (2) is a binary linear programming problem 
(BLP), which is a special case of integer programming in 
which the variables can only be zero or one. The optimiza-
tion problem (2) is also in the standard form of BLP prob-
lems with the set of inequality conditions on the binary 
variables that is shown to be NP-hard. It has been shown 
that there exists a solution of this optimization problem for 
which values of x will be one or zero. A matrix X is a feasi-
ble solution for the assignment problem in (2), if it satisfies 
conditions 1–3. Moreover, among all the feasible solutions, 
the solution X is called the optimal solution if

x xij
j

n

i

m

ij ij
j

n

i

m

ij
11 11

2a a
== ==

l// // ,

where xijl  belongs to another solution .Xl
A feasible outcome X is stable if the two following condi-

tions are satisfied: 
1) ,u v0 0i i$ $

2) ,u vi i ij$ a+ , .i j6

Condition 1 is called the individual rationality condition
and reflects that a player may remain unmatched. Condition 2 
requires that the outcome is not blocked by any pair. If condi-
tion 2 is not satisfied for some agents i and j, then they will 
break up their present partnership and form a new partnership, 
because both can receive higher utility value.

General distributed assignment game algorithm
The general assignment game algorithm (GA-alg) that is a 
highly practical model is discussed in this section. The 
purpose of the proposed algorithm is to obtain a solution 
to the optimization problem in (2) in a distributive way. 
The algorithm in Table 2 is a general algorithm and can be 
customized for a wide range of complex scenarios in 
matching games.

The specific details of the algorithm are described in Table 2,
with the notations defined below. The GA-alg consists of an 
initialization stage in step 1, followed by multiple iterations. At 
this part a brief description of the algorithm during iteration t
is given.

In GA-alg-Step 2, each seller that is not matched makes a 
price-allocation number offer to the unmatched buyers (GA-
alg-Step 2-1). This price-allocation number is denoted by ,i j

tb

for the jth seller and ith buyer. Each buyer then determines the 
seller that provides the highest positive utility (GA-alg-Step 
2-2-a). For the ith buyer, this is denoted by the demand set [the 
term demand set is used as it is also used in economics litera-
ture (see, e.g., [5] and [24])]: 

,0 otherwise
( )

, ;argmax maxU U 0
b

if, ,

i i
t

i j
p

j
i j
p

j SS
H

X =
dd* (3)

where [ , , ..., ]b , , ,i
t

i
t

i
t

n i
t

1 2b b b=  is the price-allocation vector at 
stage t and U ,i j

p  is the utility function of buyer pi  when it is 
matched with seller .s j  The demand set for pi  is equal to the 
index of the seller that provides the maximum utility. If the 
demand set is not empty, the buyer will bid for the seller in its 
demand set; otherwise, the buyer will not bid and remains 
unmatched. The bid from pi  to s j  is denoted by ,g ,i j

t  with g ,i j
t

taking on the values

.otherwise
,
,

 ;
g

p s1
0

if bids for
,i j

t i j
= ' (4)

In GA-alg-Step 3, sellers will decide if they want to match 
with the buyers. There are three possibilities. The first possi-
bility (GA-alg-Step 3-1) is that the seller receives no bids from 
buyers after increasing its price-allocation number, but in the 
previous iteration, the seller had received bids from multiple 
buyers. The seller will choose one of these buyers randomly to 
be matched with. The second possibility is that the seller has 
bids from multiple buyers (GA-alg-Step 3-2-a). The seller will 
increase its price-allocation number by e  for the next itera-
tion, that, the t + 1st iteration. Note that R!e +  represents the 
price-step number, which indicates the price-allocation num-
ber offer from the sellers to the source increases at each step. 
The third possibility (GA-alg-Step 3-2-b) is that the seller has 
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received a bid from only one buyer. In this case, the seller will 
be matched with this node. The last iteration of the GA-alg is 
denote by .tEnd

Competitive equilibrium
The requirements of a stable matching in previous sections 
are defined with the general implication that none of the 
two matched agents has a desire to leave their current 
matching and make a new match. In the wireless networks, 
if users are assumed as the agents in matching then the 
focus of the network is to maximize the agents’ satisfac-
tion level. Although the final matching may be stable, it is 
an important factor to investigate whether any of the 
matched buyers prefer to be matched with another seller. 

In this regard, it is convenient to present the competitive 
equilibrium, defined as 
■ Definition 7: The matching matrix ,X  and price-allocation 

vector ,b  that are produced by the matching algorithms are 
in competitive equilibrium if the following conditions 
are satisfied:
1) for each , ,s j Sj !  if ( ) ,s pj1 !U 0  then cij j$b

2) for each , , ( )p i p bPi i i i1! !U X ^ h
3) for each , ,s j Sj !  if ( ) ,s pj1 0U =  then ,cij jb =

where bi iX ^ h is defined in a similar way to (3) but dropping 
parameter t. 
The conditions can be interpreted as follows. Condition 1 

states that a matched seller always receives a nonnegative util-
ity; condition 2 states that each buyer will be matched with the 
seller that provides the highest positive utility; and condition 3 
states that if a seller is not matched, then its price-allocation 
number results in a zero utility. Note that based on Definition 7, 
the competitive equilibrium concept is a special case of the 
stable matchings.

However, the concept of competitive equilibrium needs 
to be distinguished from stable matching. In stable match-
ing there are no buyer–seller pairs who both prefer each 
other over their current match, but in competitive equilibri-
um there is no buyer who prefers any seller over his/her cur-
rent match. Competitive equilibrium is a feasible matching 
outcome that guarantees that 1) there are no two agents who 
are able to form a matching pair such that both would ben-
efit better than their current state, and 2) there is no matched 
agent who prefers to be unmatched. Competitive equilib-
rium has been widely studied in the literature [25], [26]. It 
has been shown that a competitive equilibrium always exists 
[26]. A competitive equilibrium can be stated by the match-
ing matrix and the price vector. Based on this definition, the 
following theorem and lemma are presented [8].
■ Theorem 3: The algorithm in Table 2 produces matching 

and price-allocation matrices, which are in competitive 
equilibrium for sufficiently small values of .e
Theorem 3 provides an important property of the match-

ing algorithm, that when e  is small enough, the outcome 
of the algorithm will be in the competitive equilibrium. 
Decreasing e  will increase the number of iterations of the 
matching algorithm in Table 2, so there is always a tradeoff 
between the optimality and the complexity of the matching 
algorithm in Table 2. The parameter e  can be considered 
as a controlling parameter for the network designer to bal-
ance between the convergence time and performance of the 
matching algorithm.
■ Lemma 1: An algorithm that results in a competitive equi-

librium also results in a stable matching.
Lemma 1 implies that competitive equilibrium covers the 

stable matching. However, there are some outcomes of the 
matching that are not competitive equilibrium.

Matching with externalities
In all the matching models discussed previously, the prefer-
ences of agents over each other is fixed over time. In such a 

Table 2. The general assignment game algorithm (GA-alg).

Step 1: Initialization

1) Set t = 1, , ,i jP S, mini j
t

j 6 6! !b b= .

2) Set , ,g i j0 P S,i j
t 6 6! != .

3)  Construct the list of all the sellers that are not matched denoted by 
{ }sMATCHLISTs j j

n
1= =  (implying ( ) ( , ),s p s0 St

j j0 6 !U = ).
Step 2: Buyer Demand of Goods or Service

1)  Each s MATCHLISTj s!  announces its price-allocation number ,i j
tb

to all the unmatched buyers.
2) Set SLISTp Q= .
3) Each unmatched buyer ,p i Pi 6 ! :

■ Determines its demand ( )bi i
tX .

■ If ( )bi i
t Q!X , then pi  is added to SLISTp  and bids for sj

( )g 1,i j
t = , where ( ),bj s Si i

t
j6 !X= .

■ Otherwise, pi  does not bid, ( , )g j0 S,i j
t !=  and 

( ) ( , )p s 0t
i 0U = .

Step 3: Sellers’ Decision Making

1) For all s Sj !

■ If ( )s pt
j 0U =  and g 0,i

m
i j
t

1 =
=
/  and , i P, mini j

t
j 62 !b b

( ) ( , )s p ,
t

j i i j
t 1bU = -

l l , where 

({ | , })random gi i i1 P*
,

*
i j
t 1
* 6 != =
-l .

Remove sj  from MATCHLISTJ .

Set g 0,i j
t
=@l , where ( )bj i i

tX=@ l .
2) For all s Sj !

■ If g 1,i j
t

i
m

1 2
=
/ ,

Set , ,i j
t

i j
t1b b e= ++ .

If s MATCHLISTj s"

js  is added to MATCHLISTs .

■ Else ,g 1,i j
t

i
m

1 =
=
/
( ) ( , )s p ,

t
j i i j

tbU = , where arg gi 1,i i j
t

P* *= =! .

Remove s j  fromMATCHLISTs .
3) For all s Sj !

■ If ( ( )s pt
j 0!U  and )g 0,i j

t
i
m

1 =
=
/  or ( ) ( , )s p 0t

j 0U =

, i P, ,i j
t

i j
t1 !b b=+ .

Set t t 1= + . If SLISTp Q! , go to step 2; otherwise, go to step 4.
Step 4: End of the Algorithm
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conventional model of two-sided matchings, the preference 
of each agent only depends on with whom the agent is being 
matched. This matching is called matching without exter-
nalities. It means that the agents do not care about whom 
the other agents are going to match with. However, there are 
scenarios where it is important for an agent to know who is 
matched to other agents because they may share the same 
resources. This matching is called matching with externali-
ties. For example, let’s consider a user subchannel matching 
in an ad hoc network with subchannels can be accessed by 
multiple users. At the beginning user A may choose sub-
channel C as its most preferred subchannel. However, when 
the network gets congested with more users allocated to 
subchannel C, the interference level in this subchannel 
increases, and user A may change its most preferred sub-
channel. In other words, the preference of user A over sub-
channel C depends on the choices of other users. In another 
example, in the college admission problem, a student may 
not only care about the quality of the college that he/she is 
going to apply for but also who else is applying for the 
same college.

A matching game with externalities is defined as [26]:
■ Definition 8: A matching game with externalities is repre-

sented as a tuple ( , , ),G E UH=  where ( , )EH  is the set of 
agents and U  is a real valued function such that ( | )zU h

is the utility of agent z when matching h  forms.
In the assignment game [13], ( , )U i ii p  denotes the util-

ity value of ii  when ii  and ip  are matched. Now with 
externalities, a generalized assignment game that includes 
externalities is assumed such that for each matching A and 
every ( , ) ,i j !i p h  the amount ( , | )U i ji p h  denotes the util-
ity from matching of the pair ( , )i ji p  at A. This matching is a 
nontransferable utility game, where the utility of each agent 
depends on the underlying coalition structure. Definition 8 
represents the most general form of a matching game with 
externalities when utility is nontransferable:
■ Definition 9: A matching game with additive externalities 

is represented as a tuple ( , , ),G E UH=  where ( , )EH  is 
the set of agents and U  is a utility function such that 

( | , )zU i ji p  is the utility that agent z receives from the for-
mation of pair ( , ) .i ji p  Given a matching ,h  the utility of 
agent z  in h  is

( , ) ( , | )z zU U
( , )

i j

i j

h i p=
!i p h

/ .

In a matching game with additive externalities, the agent’s 
total utility is the sum of all utilities the agent gains from its 
own matches, plus the sum of all the externalities that the 
agent will gain from the matchings of other agents. It is inter-
esting to know whether or not there exists any stable match-
ing for a given matching game with externalities and to know 
how to find such stable matching if it exists. Like the general 
matching definition, a matching is stable if there is no sub-
set of agents that have incentive to reorganize and form new 
matchings among themselves [27].

Given a matching game ( , , ),G E UH=  a matching h  is 
corewise stable if there is no blocking coalition ,B E,3 H
such that at least one agent in B  can receive a higher utility 
value and no agent in B  receives a lower utility value by form-
ing new matches among themselves.

In the matching without externalities, the actions chosen 
by other agents do not have any effect on other agents because 
their utility depends only on whom the agent is matched with. 
However, in matchings with externalities the utility of the 
agents does not only depend on an agent’s own action. For 
example, the utility of agent ,ii  may depend on the other 
matches involving agent jp  even if ( , ) .i j !i p hY  Therefore, it 
is clear that the stability concepts need to take into the account 
the actions chosen by other agents in \ ,K H B H E,H= =

after a coalition B  deviates. This is because these actions will 
affect the utility value of the agents in B . However, comput-
ing all the possible reactions of other agents that cause devia-
tion is very complex because there might be a big number of 
possible combinations.

Matchings with incomplete preference
lists and with ties
Another variant of matching is when an agent’s preference list 
is incomplete, that is, an agent may exclude some agents that 
it does not want to be matched with from its preference list. In 
this case, the agent ii  is acceptable to agent jp  if ii  appears 
on the preference list of jp  and unacceptable otherwise. This 
matching is stable if there are no two agents that prefer the 
other to its current partner, or if one agent is unmatched, the 
other agent has been unacceptable for it.

In some cases, ties are allowed in the preference lists, that 
is, one agent can include two or more agents with the same 
preference value as a tie. For this type of matching, three 
notions of stability are defined: weakly stable, strongly stable, 
and superstable. A more complex extension in matching that 
also can happen in wireless networks is to allow both incom-
pleteness and ties in preference lists. In the following variants, 
the marriage problem is used as an example to clarify the 
matching models.

Matching with incomplete preference lists
In this type of matching game, each agent’s preference list 
could be incomplete. In other words, some options that the 
agent does not want to be matched with can be excluded from 
its preference list.

If an agent ii ’s list includes an agent ,jp  then jp  is accept-
able to .ii  When there are incomplete lists, a matching is not 
necessarily perfect. Hence, in matchings with incomplete lists 
the definition of a blocking pair is extended. As was mentioned 
earlier for a matching μ, ( , )i ji p  is a blocking pair if all the fol-
lowing three conditions are met:
1) ( )i j!n i p , but ii  and jp  are acceptable to each other
2) ( )j ii(p n ii  or ii  is single
3) ( )i jj(i n pp  or jp  is single.

An important property of stable matching with an 
incomplete list is that, for example, in the marriage 
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problem, after the matching, the set of men (women) can 
be partitioned into two different sets; one is the set of men 
(women) who have partners in all stable matchings, and 
the other is the set of men (women) who are single in all 
stable matchings [13]. This implies that all stable match-
ings for a single instance are of the same size. Furthermore, 
the Gale–Shapley algorithm with a slight modification can 
be applied to find a stable matching in the matchings with 
incomplete lists.

Matching with preference lists with ties
Another variant of matching games is when agents have ties 
in their preference lists. In other words, one agent can include 
two or more agents with the same preference in a tie. If agent 

kp  and zp  are in the same tie of agent ii ’s preference list, 
this is denoted by .k zip p= i k zi*p pi  means k zi(p pi  or 

.k zip p= i
In stable matching with ties, there are three stability 

concepts, superstability, strong stability, and weak stability. 
In superstability, a blocking pair is defined as a pair ( , )i ji p

such that ( ) , ( )i j j ii! *n i p p n ii  and ( ) .i jj*i n pp  In strong 
stability, ( , )i ji p  is a blocking pair if ( ) , ( )i j j ii*n i p p n i= i

and ( )i jj*i n pp . Finally, in weak stability, a blocking pair 
is defined as ( , )i ji p  such that ( ) , ( )i j j ii(n i p p n i= i  and 

( ).i jj(i n pp  Note that a superstable matching is strongly 
stable, and a strongly stable matching is weakly stable [13].

A weakly stable matching always exists and can be found in 
polynomial time. However, there are some cases where super-
stable or strongly stable matchings may not exist. Nevertheless, 
there are some heuristics algorithms that are able to find out 
the existence of a superstable matching [13]. The weak stability 
definition is similar to a condition based on tie breaking, as is 
represented by [27]
■ Theorem 4: Let n be a matching in an instance I of stable 

matching with ties. Then n is weakly stable in I if and only if 
n is stable in some instance of the stable matching algorithm 
obtained from I by breaking the ties.
In general, there are many ways of breaking the ties. Differ-

ent ways of tie breaking may result in stable matchings, while 
some may not. It has been shown [27] that the problem of 
deciding whether a stable matching with ties admits a weakly 
stable matching is NP-complete. A matching n  is superstable 
if there are no two agents x and y that both strictly prefer each 
other to their partner in n  or are indifferent between them. 
This is obvious that a superstable matching is weakly stable. 
The superstability criterion gives rise to the following ana-
logue of theorem 4 [27]:
■ Theorem 5: Let n  be a matching in an instance I of stable 

matching with ties. Then n  is superstable in I if and only if 
n  is stable in every instance of stable matching algorithm 
obtained from I by breaking the ties.
In [27], a linear time algorithm has been formulated for 

finding a superstable matching if one exists, given an instance 
of stable matching with ties. The existence of an efficient algo-
rithm for stable matching with ties under superstability has 
remained as an open problem so far.

Applications of matching theory in signal
processing and wireless communications
The classification method and the matching models proposed 
in this article cover the main varieties of matching models 
with applications in wireless communications and signal pro-
cessing. This helps wireless engineers achieve a clear under-
standing of this diverse field, identify the applications of 
matching games, and utilize suitable matching models for 
modeling complex problems in communications networks and 
signal processing. To provide a better understanding, in the 
following some of the major applications of matching theory 
in signal processing and wireless communications will be 
introduced. The works chosen in this section are current 
research challenges in wireless networks where matching the-
ory has played an effective role in addressing the problems. 
Some applications of diverse matching models such as match-
ing with transfer, without transfer, one to one, one to many, 
and matching with externalities have been discussed to show 
how these tools can be used in network optimization and prac-
tical problems.

Radio resource allocation in CR networks

A general multiple PU/multiple SU wireless CR network
CR is a promising technology that improves the spectral effi-
ciency in wireless networks. This is achieved by allowing the 
unlicensed SUs to coexist with licensed PUs in the same 
band. This coexistence is managed by the spectrum access 
schemes that set up an agreement between PUs and SUs on 
spectrum usage. In these networks, PUs are motivated to lease 
spectrum bands to SUs in exchange for a certain form of com-
pensations. These compensations can be in different types, 
such as monetary or services applicable in wireless networks.

Although many works on PU/SU spectrum sharing are 
based on monetary transaction, there are some other forms of 
transactions. To reach higher data rates, the use of cooperative 
relaying is a well-known technique to increase the user diver-
sity and provide higher capacity in wireless networks [28]. In 
[7], the SU cooperatively relays the PU’s data in exchange for 
spectrum access and monetary compensation. When the rate 
is important, instead of monetary compensation, the matching 
algorithm is flexible in terms of prioritizing either PUs or SUs, 
by a manipulation of controlling parameters.

Figure 2 shows the SUs and PUs spectrum-access model 
that considers an overlay CR wireless network, comprising 
multiple PU transmitter–receiver pairs, with each pair occupy-
ing a unique spectrum band of constant size. In this network, 
there are multiple SU transmitter–receiver pairs seeking to 
obtain access to one spectrum band occupied by a PU pair. 
There are T time slots per transmission frame, and each SU 
pair has access to a monetary value C. Each primary transmit-
ter (PT) attempts to grant spectrum access to a unique SU pair, 
as determined by the matching algorithms, in exchange for 1) 
the secondary transmitter (ST) cooperatively relaying the PT’s 
data to the corresponding primary receiver and 2) monetary 
compensation. In particular, without loss of generality, let us 

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


113IEEE SIGNAL PROCESSING MAGAZINE | November 2016 |

consider ,(PT , PR )1 1  whose transmis-
sion is relayed by ST2  during a fraction 

,1 2b ( )0 1,1 2# #b  of T, while also 
receiving a fraction ,1 2l ( )0 1,1 2# #l

of C from ST2 . The parameters ,1 2l

and ,1 2b  are referred to as the price and 
time-slot allocation numbers, respec-
tively, whose exact values will be deter-
mined by the matching algorithms.

During the cooperative relaying 
stage in the initial slot 1, a fraction ,1 2x   
(0 1,1 21 1x ) is first allocated for PT1

to broadcast its signal to ST2 and PR1,
occurring in the first T, ,1 2 1 2b x  time 
slots. In the subsequent slot 2, ST2 coop-
eratively relays the signal from PT1 to 
PR1. PR1 then applies maximum ratio 
combining to the signal received from 
PT1 in the first T, ,1 2 1 2b x  time slots 
(slot 1), and the signal received from 
ST2 in the subsequent ( )T1, ,1 2 1 2b x-

time slots (slot 2). After this coopera-
tive relaying stage, PT1 ceases transmission, allowing ST2 to 
transmit to SR2 over the spectrum occupied by (PT , PR )1 1  in 
the final ( )T1 ,1 2b-  time slots. It is notable if the amplify-and-
forward relaying protocol is considered, / .1 2,1 2x =

To summarize the matching algorithm, each PT will first 
make an offer to the ST that is first in its preference list. The 
ST will then check if the offering PT is in its preference list. 
If it is, and the ST is already matched with another PT, the ST 
has two choices.
1)  If the offering PT can provide a better utility than the ST’s 

current matching, then the ST will reject its current match-
ing in favor of the new matching.

2)  If the offering PT cannot provide a better utility than the 
ST’s current matching, the ST will reject the PT’s offer.
If the ST is not matched, then the ST will be matched with 

the offering PT. If the offering PT is not in the ST’s prefer-
ence list, the ST will reject the offering PT.

Note that if the ST rejects a PT, then the PT will update its 
proposal, and the PT will either 1) decrease its price-allocation 
number by a price-step number e  or 2) decrease its time-slot 
allocation number by a time-slot step number, depending on 
which option maximizes the PT’s utility and assuming a posi-
tive price and time-slot allocation number and the minimum 
data rate requirement for the PT is satisfied. The algorithm will 
then repeat this procedure with each PT until no more match-
ings are possible.

As discussed previously, a network management mecha-
nism needs to be incentive compatible, that is, the users are 
motivated to participate and accept the results. However, in the 
majority of current game theory techniques used in CR, only 
one type of users is considered as the primary decision makers. 
In other words, either the PUs or the SUs are involved in the 
game to determine access to the spectrum resources [29]. In 
these approaches, the decision makers do not take into account 

the performance metric of the nondecision users, which will 
lead to unacceptably low performance for these users. Here 
matching theory approaches are able to obtain a better perfor-
mance, one that is desirable for the spectrum access strategy to 
get all users involved in the decision-making process.

In [30] and [7], the proposed distributed spectrum access 
framework is based on the interaction of both sides, both the 
PUs and the SUs. Moreover, most of the work in CR literature 
[31]–[33] considers a scenario with only one PU, while match-
ing-based models can cover multiple players from both PUs 
and SUs with or without transfer.

Channel allocations in opportunistic spectrum access
There are many works in the literature that discuss opportu-
nistic channel selection in CR networks; however, most of 
them are based on two assumptions. The first assumption is 
that when a channel is available, all the SUs can have similar 
performance using that channel. The second assumption is 
that the full knowledge of channel parameters or information 
about other users is always available. However, these assump-
tions are not realistic in all scenarios.

Due to the dynamic environment in PUs, spectrum avail-
ability may be different for different SUs even in the same 
channel. Moreover, available spectrum spaces are time vary-
ing due to the random traffic of PUs. When there are multiple 
PUs and SUs with different channel information and different 
performance for each channel, modeling such scenarios is con-
sidered challenging without using matching theory. In [34], a 
channel allocation problem without the limiting assumptions is 
considered, where each SU only considers its individual history 
and its local observation and independently makes a decision 
to access a channel. To improve the network’s throughput, it is 
desirable to design a dynamic and distributed spectrum-shar-
ing strategy. In [34], by using matching theory, a decentralized 
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FIGURE 2. The SU and PU spectrum-access model.
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optimal learning Gale–Shapley scheme is designed to achieve 
this goal.

As the Gale–Shapley algorithm always reaches a stable 
one-to-one matching, multiuser contention under this inter-
ference model will be avoided. Moreover, the Gale–Shapley 
theorem has a unique stable matching when the preference 
matrix is different with no ties. The Gale–Shapley theorem 
is always a suitable tool to solve the spectral allocation prob-
lem in asymmetrical networks. The Gale–Shapley theorem 
was applied to effectively reduce multiuser conflicts, and 
when channels are not available and information exchange is 
limited, they exploit the order-optimal learning algorithm to 
achieve stable matching. This proposed distributed algorithm 
does not require prior knowledge of primary traffic and infor-
mation exchange about SUs’ actions that is an important prop-
erty for applying to real networks.

In [35] a wireless CR network consisting of multiple PUs 
and multiple SUs was considered. The PUs and SUs aim to 
optimize their utilities in terms of transmission rate and power 
consumption. The combined Stackelberg game and matching 
theory was proposed to optimize the utility gain of both PUs 
and SUs. In their model they assumed the PTs can work as 
decode-and-forward relays for the PUs.

A competitive market model was presented in [36], where the 
channels are associated with prices and SUs have a monetary 
budget. SUs demand a set of channels based 
on their utility function and current channel 
prices. A many-to-one stable matching was 
used to model this scenario. The conditions 
under which the stable matching is unique 
and is optimal for PUs has been discussed. 
It shows that the proposed algorithm can 
achieve a Walrasian equilibrium that maxi-
mizes the sum utility of the users and at 
the same time balances the channel demand 
and supplies.

The association between SUs in the net-
work and frequency bands licensed to PUs 
was investigated in [37]. The problem was 
modeled as a matching game between SUs and PUs where SUs 
use hypothesis testing to detect PUs’ signals and rank them 
based on the function of probability ratio. A distributed algo-
rithm that enables both SUs and PUs to interact and self-orga-
nize into a stable and optimal matching was presented.

Multiple-input, multiple-output techniques
for wireless networks
Multiple-input, multiple-output (MIMO) has been a technolo-
gy that is widely used in wireless communications networks. 
However, some limitations of mobile devices do not allow 
installing multiple antennas on these devices. Virtual MIMO 
(VMIMO) is an effective solution that only requires one anten-
na in one device and can provide spatial diversity through 
antenna sharing among mobile devices.

In VMIMO, at least two mobile devices need to be grouped 
to form a virtual antenna array to communicate with a BS. 

User pairing in VMIMO is a critical issue. In some works, 
pairing schemes such as random pairing scheduling and 
orthogonal pairing scheduling have been proposed but with 
low performance.

Due to the existence of multiple numbers of users, differ-
ent preferences of users, and conflicting interests of users, 
matching theory is a promising tool for antenna sharing [38]. 
The stability of the pairing is of high importance in a dynamic 
VMIMO system, as the communications need to be stable for 
data transfer. Moreover, the stable pairing motivates the self-
ish users to participate in the VMIMO cooperation to increase 
their own spatial diversity. If the pairings are unstable, users 
have to change their cooperative groups repetitively, leading to 
excessive control overhead required to update their partners. 
In this case, the system performance is degraded significantly. 
The algorithm designed in [38] is distributed and shows a good 
performance in pairing of users in a VMIMO.

Joint uplink/downlink resource allocation
in OFDMA wireless networks
The increase in resource-demanding wireless applications 
such as online multimedia streaming and many other online 
services requires an efficient radio resource allocation in 
wireless networks. The need of the new wireless services for 
high QoS requirements forces the system designers to 

use approaches such as OFDMA schemes. 
The OFDMA resource allocation has been 
widely studied in the literature for both 
the downlink and the uplink using a vari-
ety of tools such as classical optimization, 
auction theory, and game theory. Most of 
the existing works have mainly focused on 
optimizing the uplink and downlink users 
independently. However, there are many 
applications for which the performance of 
the users needs to be optimized in uplink 
and downlink at the same time, and an 
end-to-end QoS for the user in both direc-
tions should be guaranteed, for example, 

in scenarios such as video conferencing where user satisfac-
tion depends on both uplink and downlink performance.

To deal with a joint uplink–downlink resource alloca-
tion problem, it is essential to develop a distributed solution 
where the users can make distributed actions on the chan-
nels. Designing such a distributed algorithm in OFDMA 
networks is complex, as multiple users are competing to 
select multiple channels, and each user has a specific pref-
erence over the channels.

Matching theory is a suitable tool for modeling and find-
ing efficient solutions for joint uplink–downlink resource 
allocation. In [39], a distributed resource allocation algorithm 
by using matching theory is proposed with both uplink and 
downlink QoS requirement guarantees. This work modeled 
the problem as a two-sided stable matching game and pro-
posed an algorithm for performing the matching within an 
OFDMA system in the absence of channel state information 

The outcome of the 
problem needs to be a
set of marriages such
that there are no two 
people of opposite sex 
who would both prefer 
each other over their 
current partners. In other 
words, the marriages
need to be stable.
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at the transmitter side. The proposed algorithm allocates the 
channels to the users in such a way as to maximize a util-
ity function that captures the joint uplink–downlink QoS 
requirements of the users.

Physical layer security in wireless networks
The security of a wireless communication link has always been 
of great importance. The broadcast nature of the wireless trans-
mission medium makes eavesdropping easy, and anyone within 
communication range can receive and possibly decode private 
transmission signals. Moreover, higher-layer security key 
distribution and management may be difficult to imple-
ment and may be vulnerable to attacks in some environ-
ments, such as ad hoc or relay networks, in which transceivers 
may join or leave randomly [40]. Alternatively, physical lay-
er-based security explores the characteristics of the wireless 
channel to improve wireless transmission security.

The use of a friendly jammer to facilitate the degradation 
of the source to an eavesdropper channel has been consid-
ered (see, e.g., [41]). This is achieved by a friendly jammer 
transmitting a jamming power signal, which has the effect 
of decreasing the signal-to-noise ratio at the eavesdropper. 
This approach is often referred to as cooperative jamming.
With the additional degrees of freedom provided by mul-
tiantenna systems, friendly jammers can generate artificial 
noise to degrade the channel condition of the eavesdropper 
while maintaining little interference to the source nodes.

Most existing literature assumes perfect channel knowl-
edge from the source to the eavesdropper. This is valid if 
the eavesdropper is part of the communication system. For 
example, in [42], a scenario was considered in which the 
receivers eavesdrop on the message intended for other re-
ceivers. However, in some cases, the eavesdropper may not 
be a user of the system, and obtaining 
the eavesdropper channel information 
is difficult. The algorithm that facili-
tates using the eavesdropper needs to 
have acceptable performance without 
perfect channel knowledge.

Another requirement is to select the 
best friendly jammer for each source–
destination pair when there are multiple 
friendly jammers and multiple source–
destination pairs. The final selection 
needs to be stable to guarantee a long-
term secure communication. There are 
some centralized [43], [44] and distrib-
uted [45], [46] methods based on game 
theory that have been proposed to handle 
the interaction between the source nodes 
and the friendly jammer. However, they 
did not cover a general scenario with 
multiple source–destination pairs and 
multiple friendly jammers.

In [9], a matching theory-based 
distributed algorithm is proposed to 

establish secure communications for multiple source–destina-
tion pairs from a malicious eavesdropper, through the assis-
tance of multiple friendly jammers. To enhance the overall 
network secrecy rate [43], source nodes are willing to provide 
a certain amount of monetary compensation to jammers in 
exchange for jamming power. The matching algorithm in [9]
determines both 1) the matched source node–friendly jammer 
pairs and 2) the exact amount of money transfer that motivates 
both source nodes and friendly jammers to cooperate, such 
that the final matching is stable and maximizes the sum of 
utilities of all source nodes and friendly jammers, referred to 
as the network social welfare. The framework is a dynamic 
matching with transfer and the proposed matching algorithm 
converges to a competitive equilibrium.

Figure 3 shows the physical layer security wireless network 
model comprising multiple source node S–destination node D
pairs, with each pair using one spectrum band with the same 
size. There is a set of multiple friendly jammers J and one 
malicious eavesdropper node in the network. For simplicity, 
the friendly jammers are all equipped with multiple antennas, 
while the eavesdropper, source nodes, and destination nodes 
are equipped with a single antenna each.

Friendly jammers compete with each other to assist a par-
ticular source–destination pair by creating sufficient interfer-
ence to the eavesdropper. In exchange, the source–destination 
pair will pay a monetary amount to the jammer. For simplicity, 
it is assumed that during each time period, each source node 
will be assisted by only one friendly jammer.

First, access points (APs) that are not matched make a 
price offer to the unmatched source nodes. Each source node 
then chooses the jammer that provides it with the highest posi-
tive utility. Then, each jammer will decide if it wants to match 
with the source nodes. There are three possibilities. The first 
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FIGURE 3. The physical layer security wireless network model with multiple friendly jammers equipped 
with multiple antennas.
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possibility is if the jammer receives no offer by source nodes 
after increasing its price-allocation number, while in the previ-
ous iteration the jammer had received bids from multiple source 
nodes. The jammer will choose one of these source nodes at ran-
dom to be matched with. The second possibility is if the jam-
mer has offers from multiple source nodes. The jammer will 
increase its price-allocation number by e  for the next iteration, 
that is, ( )t 1 st+  iteration. Note that here also R!e +  represents 
the price-step number, which indicates the amount that the price-
allocation number offer from the jammers to the source increases. 
The third possibility is if the jammer has an offer from only one 
source node. In this case, the jammer will be matched with this 
node. This procedure will continue until there is no new offer.

Figure 4 shows the average source nodes sum-secrecy rate 
over all source nodes versus the friendly jammers’ power, 
where the average is taken with respect to all channels. It is 
observed that the matching algorithm achieves a significant 
proportion of the social welfare of the centralized method. It 
is also obvious that the matching algorithm performs signifi-
cantly better than random matching, and even more so when 
there is no jamming power.

Another interesting scenario is discussed in [9]. In this sce-
nario, the source nodes and jammers have local knowledge of the 
channel state information (CSI) and source nodes have access to 
the distribution of the jammers’ CSI. A closed-form expression 
is derived for the achievable secrecy rate, the scenario where 
local CSI is known but no channel information regarding the 
eavesdropper is known.

The matching algorithm in [9] is distributed, incurring sig-
nificantly less overhead and complexity compared to central-
ized algorithms. An exact analysis of the amount of overhead 
and complexity is difficult, due to the dependency on a number 
of system parameters, such as the friendly jammers’ minimum 
price-allocation number ,minqb  the price-step number ,e  and 
the number of source nodes and friendly jammers. However, 
an expression for the upper bound on the maximum number 
of communication packets between the source nodes and the 
friendly jammers is given as: 
■ Theorem 6: The number of communication packets 

between source nodes and friendly jammers required in the 
SJMA is upper bounded by

,max

N F MN
N F MN

N I

min

max max
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q
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+ +
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where N  is the number of source–destination pairs, M  is the 
number of friendly jammers, { , }minF N M= ,

,max1Imax minq q
MAX

J qe
b b= -! ^ h

where ,max maxq
MAX

S ,qb b= ,! ,  and max ,qb , is the friendly jam-
mersy maximum price-allocation number.

The complexity of the centralized algorithm is given by [9]
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The complexity of the matching algorithm is N F NMO + +^ h
and for the random algorithm is FO^ h. It is observed that the 
centralized method has significantly higher complexity than 
both the proposed and randomized algorithm and increases 
exponentially in the number of source nodes and jammers. 
In contrast, the complexity of the proposed algorithm only 
increases linearly with the number of source nodes or jam-
mers. Figure 5 also depicts the cumulative distribution func-
tion (CDF) of the matching algorithm convergence versus 
average number of iterations. It shows that, in the worst case 
scenarios, the algorithm will converge after almost 40–50 
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iterations. It is observed in (5) that the amount of overhead, 
and the number of iterations, decreases with .e

User/BS association in heterogeneous
wireless networks
To meet the increasing demands for reliable wireless servic-
es and the need for high data rates, service providers (SPs) 
are challenged to improve their next-generation heteroge-
neous wireless access networks (HetNet) by utilizing small, 
low-cost, and low-power APs, known as femtocell APs 
(FAPs) [47], in addition to their macrocell APs (MAPs). 
FAPs can be overlaid on any existing wireless technology 
(e.g., 2G, 3G, LTE, WiMAX, etc.) and are envisioned as a 
cost-effective solution for improving the performance of 
wireless networks while enabling resource-demanding 
applications and personalized wireless services [48].

To reap the benefits of FAP deployment, numerous tech-
nical challenges such as interference management, optimal 
association of user equipment (UE) to APs, and optimal allo-
cating of the FAPs to the SPs must be addressed [49], [50]. 
Associating the UE to their serving APs for uplink transmis-
sion is a key challenge in FAP networks that remains relatively 
unexplored, as outlined in [48] and [51]. Inherently, within an 
overlaid HetNet, the problem of assigning the UE to their serv-
ing APs faces a number of challenges that are significantly 
different from classical CU association problems [52]. Unlike 
MAPs, the FAPs are typically randomly deployed in the net-
work without predimensioning or planning and are resource 
constrained in nature, which can significantly impact the 
UE association problem. Moreover, although some operators 
might use dedicated FAPs, in general, the FAPs are likely to 
be owned by private entities such as SPs or home users [51]. 
To improve the QoS for their UE and to ensure that every 
UE can receive satisfactory wireless service, the SPs would 
like to deploy FAPs in their networks [53]. More formally, the 
SPs are willing to deploy the FAPs in their network to reduce 
their churn rate. The competition among the SPs motivates 
the unsatisfied subscribers to change their SP, which is called 
churning. It is important for the SPs to manage the network 
resources based on the expectation of the UE; otherwise, the 
UE may churn to a different provider.

In [8], a distributed framework based on the matching 
theory is developed that associates UE with APs and then 
establishes an optimal and stable cooperation between multi-
ple competitive SPs and competitive FAPs. Under this frame-
work, the SPs, FAPs, and UE are assumed to be selfish and 
rational entities that merely care about their own interests. 
To achieve a higher data rate, the UE compete to connect to 
a FAP that provides the highest data rate. The limited FAP 
resources and competition among the UE motivate the UE 
to offer a certain amount of monetary compensation to the 
FAPs in exchange for receiving the wireless service. The pro-
posed algorithm models the competition among the UE and 
FAPs and determines both 1) the serving AP and the set of 
subchannels allocated to each UE and 2) the exact amount of 
money transfer that motivates both the UE FAPs to cooperate 

such that the final matching is stable and the total UE sum 
rate is maximized.

In summary, the distributed mechanism in [8] jointly per-
forms associating the UE to the APs and allocating the FAPs 
to the SPs. The proposed mechanism motivates SPs and FAPs 
to cooperate with each other such that the total UE satisfac-
tion level is maximized. Then they proposed a distributed sub-
channel allocation algorithm for the uplink OFDMA networks, 
which is beyond the scope of this tutorial.

Figure 6 represents a general configuration of an OFDMA 
uplink wireless communication network, comprising multiple 
SPs and multiple FAPs. It is assumed that each SP owns mul-
tiple MAPs and multiple subscribed UE denoted. Each UE 
is required to connect to either a MAP or a FAP to receive 
wireless services. The term AP is used to refer to a MAP or 
a FAP. The FAPs utilize an open access control mechanism 
that allows arbitrary nearby CUs to use the FAP’s wireless 
services [51]. Each SP can utilize multiple FAPs to serve its 
subscribed UE. For simplicity, it is assumed that each FAP 
can be used by only one SP at each transmission frame. Note 
that the inter-FAP interference occurs when two FAPs allocate 
the same subchannel to two different UE; however, due to the 
MAP’s fixed configuration to MAPs, the inter-MAP interfer-
ence is negligible. Each AP has access to multiple subchannels. 
To guarantee fairness among the UE, a maximum number of 
subchannels allocated to each UE was set. Each AP can serve 
a maximum number of UE that will be referred to as the quota
of an AP. Note that the quota of the MAPs is much larger than 
the quota of the FAPs.

First each UE will form a descending order preference 
list in terms of its utility over all the potentially avail-
able APs, that is, the first AP in in its list corresponds to 

.argmaxAP UUE=@  The MAPs are able to accommodate a 
large number of the UE, and it is assumed a bid from UE to 
a MAP will always be accepted and the matchings are per-
manent. However, because a FAP has a limited quota, in case 
the number of its received bids is more than its quota, the 
FAP only selects the most preferred UE, which results in the 
highest FAP’s utility and rejects the others. Because the UE 
are subscribed to different SPs, each FAP has different lists 
of temporarily matched UE, and at the end of the association 
algorithm they determine which set of temporarily matched 
UE will be served by each FAP.

To deploy the FAPs in their networks, the SPs should define 
new tariffs within their existing billing system and charge 
the UE that ask for more resources (e.g., requesting for more 
subchannels) or ask for FAP access. The exact amount of this 
charge is determined by another matching algorithm in [8] that 
is a matching with transfer that was explained previously.

Finally, to match the FAPs to each SP an iterative match-
ing algorithm with transfer was developed. The purpose of 
the proposed algorithm is to obtain a solution to the optimi-
zation problem (7) in a distributed way by utilizing the out-
come of the FM. The optimization problem that maximizes 
the total satisfaction level of the UE subscribed to each SP 
can be written as
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where X  is the matrix made up of elements , ,x i Mij i!

,j F!  which represents if the ith SP and jth FAP are 
matched or not. Condition 1 states that each FAP can be 
matched with one SP, condition 2 states that at most F  FAPs 
can be matched with one SP, and condition 3 states that the 
values of xij  can be only 0 and 1.

First, suitable and simple utility functions for the FAPs and 
SPs should be defined. The utility of each SP is defined as the 
difference between the revenue it gains through its subscribed 
UE and its associated cost that is paid to FAPs. The utility 
function for SP can be written as

,{ } ,p pU F Q Fi ij i ij
j

SP
SP

SP
SP

F

i i

i

g= -
!

^ ^h h / (8)

where QSPi  is the satisfaction level of the UE subscribed to 
SPi  and is proportional to the subscriber’s rate, QoS, and so 
forth, R!g +  is a fixed coefficient with unit revenue (price) 
per user satisfaction, Fi  is the set of FAPs hired by ,SPi  and 
pij

SP  is the amount of money given to FAP Fi i!  by .SPi

The FAPs are willing is to maximize their revenue, so the 
utility function for the FAPs should reflect their monetary gain, 
and the utility function for FAPj  matched with SPi  is given by

,p p cU ij ijFAP
SP SP

ij = -^ h (9)

where c is the minimum required cost for a FAP to cooperate 
with SPs. The network’s social welfare is now defined as the 
sum of the utilities of all the SPs and the FAPs in the network, 
given by
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where N  and F  are the number of SPs and FAPs in the net-
work, respectively. Interestingly the optimization (7) maxi-
mizes the network’s social welfare in (10). By noting the fact 
that the satisfaction of the UE with FAP utilization is always 
greater than that without FAP utilization, the “0” dummy 
index summation terms can be removed from (10) without 
changing the problem objective.

First each FAP that is not matched makes a price-alloca-
tion number offer to the unmatched SPs. Each SP then deter-
mines the set of FAPs that provide the highest positive utility. 
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FIGURE 6. The HetNet with multiple SPs and multiple FAPs [8].
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The ith SP firms its demand set. The demand set for SPi  is 
equal to the index of the FAPs that provides the maximum 
utility. If the demand set is not empty, the SP will bid for the 
FAP in its demand set; otherwise, the SP will not bid and 
remains unmatched.

Then, each FAP will decide if it wants to match with 
the SPs. There are three possibilities. The first possibility 
is if some FAPs have bids from multiple SPs. The FAP will 
increase its price-allocation number by e  for the next itera-
tion, that is, the ( )t 1 st+ l  iteration. Note that here also R!e +

represents the price-step number, which indicates the incre-
ment of the price-allocation number offer. The second pos-
sibility is if a group of the FAPs has a bid from only one SP. In 
this case, this group of the FAPs will be matched with this SP. 
The third possibility is that some of the FAPs do not receive 
any bid from the SPs. In this case they do not change their 
price-step number and wait for the next round. The algorithm 
ends when there is no new offer.

Cellular machine-to-machine communications network
Machine-to-machine (M2M) communications is a new type 
of communications that enables pervasive connectivity 
between one or more autonomous machine-type devices 
(MTD) without or with minimal human intervention [54]. 
M2M communication is the key technology to facilitate the 
new paradigm of applications, such as smart city, intelligent 
transportation, building automation, 
eHealth, security, and surveillance.

Cellular networks are currently one 
of the most widely deployed wireless 
networks with wide coverage, and 
they have played an important role in 
M2M communications development. 
To fully use the widely deployed com-
munications infrastructure, it is bene-
ficial and economical to support M2M 
communications by using the existing 
cellular networks. In M2M networks, 
there is a massive number of MTD 
devices, significantly higher than the 
number of users in existing cellular net-
works, each has only a small amount of 
traffic, and they are mostly distributed 
in the uplink [55].

Although some existing cellular 
technologies such as LTE-Advanced 
incorporated some limited M2M fea-
tures in their design, there is little 
progress in addressing these challeng-
es [56], such as excessive overhead, 
delays, and control channel congestion.

To guarantee a minimum required 
QoS for a large number of MTDs with 
diverse QoS characteristics in congest-
ed areas, [57], [58] developed a 3GPP 
access mechanism. However, the effects 

of this mechanism on the CUs and the CUs’ performance 
degradation have not been discussed. All these works 
are centralized approaches. For the M2M networks with a 
large number of MTDs, the centralized schemes will be highly 
complex and introduce excessive overhead. In [59], a distributed 
resource allocation algorithm for cellular M2M communication 
networks is proposed, where all MTD traffic is sent through the 
channels allocated to some CUs. They assumed that differ-
ent MTDs have different requirements. Then they developed 
a distributed matching algorithm based on matching theory, 
which negotiates between CUs and MTDs and determines 
matching from MTDs to CUs. The MTDs will provide mon-
etary compensation to the CUs in exchange for the subchannel 
access. Under this framework, the CUs and MTDs are assumed 
to be selfish and rational entities, as they are in practical sce-
narios, and their negotiation results in a stable equilibrium point 
such that the sum weighted data rate of all the MTDs is maxi-
mized. In the sum weighted data rate, the data rate of an MTD is 
weighted according to its priority, and more urgent MTDs will 
be given a higher weight.

They considered an OFDMA uplink single-cell scenario 
with multiple CUs and one eNB located at the center of the cell 
as depicted in Figure 7. All the CUs, MTDs, and the eNB are 
equipped with a single omnidirectional antenna. It is assumed 
that each MTD has a minimum required data rate and a maxi-
mum tolerable delay. A set of orthogonal subchannels are 
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FIGURE 7. An M2M wireless network configuration [59]. 
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allocated to each CU. It is assumed that each subchannel is 
allocated to only one CU, implying that there will be no inter-
ference observed from the CUs at the eNB.

The subchannels allocated to the CUs are fixed for each 
transmission frame. MTDs seek to obtain access to subchannels 
occupied by CUs to transmit their data. In exchange for the sub-
channel access, MTDs will provide monetary compensation to 
the CUs. This is fictitious money or some kind of credit/reward 
to coordinate the system. During each transmission frame, each 
CU has incentive to share its extra time slots with the MTDs, if 
it is profitable. Each CU has a minimum acceptable price.

If an MTD accesses a CU’s subchannel during a fraction 
of time, of T, then the MTD will pay a certain amount of 
money to the CU in exchange for accessing its subchannel. It 
is also shown that the proposed algorithm has a performance 
comparable to the centralized method with a significantly 
lower complexity. Figure 8 plots the average percentage of 
MTDs with their delays not met versus the number of the 
MTDs in the network. As was expected by increasing the 
number of MTDs, more MTDs are unable to meet their 
required delays. This also shows that the proposed algorithm 
has a comparable performance with a centralized algorithm 
and performs much better than the random access algorithm.

Externality matching-based user-cell stable  
association in small-cell networks

Context-aware user-cell association
As discussed previously, recently, the concept of heterogeneous 
networks has attracted a lot of attention as a suitable and reliable 
approach to meet the increasing data traffic demands in wireless 
networks. Although the deployment of small cells is a very 
interesting area, and the utilization of small cells comes with 
considerable potential benefits, there are several technical chal-
lenges such as interference management and network manage-
ment that should be resolved.

Among all the difficulties, one main technical challenge 
in small-cell networks is that of user association. Small-cell 
networks consist of different types of APs (femtocells, pico-
cells, and microcells) with different requirements. Hence, 
due to the heterogeneous nature of small-cell networks, tra-
ditional macrocell-defined user-cell association strategies 
to small-cell networks cannot be used, and new association 
schemes that are tailored to the specific nature of wireless 
small-cell networks are required. In [60], other user informa-
tion is considered in the design, such as the user’s mobility 
pattern and the urgency of traffic each user imposes to the 
network. Here, such additional information is referred to as 
the user’s context information.

In [60], it is shown that, by using such suitable context infor-
mation, the network can make better decisions about which 
user should be serviced by which SCBS while also satisfying 
the QoS requirements of the users. In [60], a matching-based 
distributed association scheme in the downlink of small-cell 
networks is proposed that uses new context information related 
to the users’ trajectory profiles, their QoS demands, and the 
current load of each cell.

The effects of this algorithm on the association strategy are 
modeled via novel utility functions. They formulated the associa-
tion problem as a many-to-one matching game with externalities, 
in which the preferences of the players, that is, users and small-
cell BSs, are interdependent. Such interdependency, which stems 
from the mutual interference, significantly changes the game 
properties as opposed to classical matching games. To solve the 
proposed matching game, they proposed a novel self-organizing 
algorithm that can dynamically update the preference lists in the 
presence of externalities and is able to reach a stable matching 
between the users and their serving small-cell BSs.

Another promising approach of context-aware information 
is that the small-cell BS networks can anticipate the resource 
allocation and devise the UE–small-cell BS association that 
delivers the largest individual quality of experience (QoE). 
Anticipating network operations based on user context informa-
tion is an emerging topic in wireless cellular communications.

In [61], the concepts of QoE prediction and user context 
for solving the UE–small-cell BS association problem are 
combined in the downlink of small-cell networks. They 
discussed how the typical set of active applications and the 
qualitative feedback on past data services can be translated, 
at the network level, into decisions on which UE should be 
served and by which small-cell BS. They also studied this 
problem by modeling the QoE feedbacks as mean opinion 
scores, which account for the characteristics of both wireless 
transmissions and the multimedia data services in use at the 
UE’s side. In particular, collaborative filtering uses known 
user information and correlations across similar services so 
as to make recommendations or predictions on which multi-
media applications a new user is most likely to request and 
with which expected QoE. In summary, this work has dem-
onstrated how to exploit user context information, available 
at each small-cell BS, for making better informed decisions, 
thereby improving the overall network performance.
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Conclusions and future directions
In this tutorial article, a comprehensive overview of matching 
theory, its branches, and its applications in wireless communi-
cations and signal processing was presented. A novel classifi-
cation of matching models from their practical point of view 
was presented first, and then the properties and structure of 
each model were explained such that a network designer is 
capable to select an appropriate matching model for a specific 
network. In each matching model, the key elements and the 
configurations were introduced, and the associated analytical 
tools were explained. A general form of a distributed matching 
algorithm that can be customized for all the matching models 
was discussed and explained. Finally, the wireless communica-
tions applications for each matching model were discussed and 
a broad area of the topics in wireless communications and sig-
nal processing with various scenarios were covered. The appli-
cations that are presented in this tutorial were selected from a 
broad range of areas and related works that discussed a variety 
of research problems. In this tutorial, the goal was to provide a 
comprehensive overview of matching theory suitable to the 
demands of wireless communications and network engineers 
to address major technical opportunities and challenges in 
today’s and future wireless networks.
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Ed Richter and Arye Nehorai

Enriching the Undergraduate Program with Research Projects

hile some engineering departments 
struggle with low enrollment today, 
the Preston M. Green Electrical and 

Systems Engineering (ESE) Department 
at Washington University in St. Louis, 
Missouri, more than tripled over the last 
ten years. This was done under the guid-
ance of Dr. Arye Nehorai, who was 
appointed its chair in 2006. This growth, 
including 34% female enrollment, is 
mostly due to students joining our 
department during or after their freshman 
year. The growth was fueled by improve-
ments to the undergraduate educational 
experience including creating an under-
graduate research program, improving 
the instruction quality, revising old cours-
es, creating new courses, modernizing 

our laboratories, creating study abroad 
programs, and communicating the new 
opportunities in the ESE Department to 
the engineering student body. This arti-
cle focuses on the undergraduate re-
search program.

Introduction
The undergraduate research program was 
created in response to student interest and 
current trends in education and gave us an 
opportunity to add more exciting design 
elements to our curriculum. Our students 
gain valuable experience in research, 
design, algorithm development, project 
implementation, and verification. These 
are skills that students can share during 
job interviews for both academia and 
industry. Also, some of our undergraduate 
researchers have decided to pursue 
careers in academia as a direct result of 

their involvement in undergraduate 
research projects.

Over the years, we have streamlined 
our approach and developed the program 
described here that works well for stu-
dents interested in gaining independent 
project experience at the undergraduate 
level. This approach includes both under-
graduate participation in faculty research 
as well as projects with Ph.D. students 
and our Professor of Practice, Ed Richter, 
as mentors. Overall, we have had more 
than 200 students from the ESE Depart-
ment and from other departments partici-
pate in our undergraduate research 
projects program.

ESE297: Introduction to 
Undergraduate Research Projects
Freshmen and sophomores who are inter-
ested in undergraduate research projects 
are encouraged to take our Introduction 
to Undergraduate Research Projects
(ESE297) course [1]. This three-credit
course provides exposure to signal pro-
cessing topics and introduces the design 
process early in the curriculum. By intro-
ducing design earlier, the students are not 
only preparing for undergraduate research 
projects but also for our Capstone Design 
course. The students learn valuable team-
work skills by working in groups of two. 
They are guided through the design pro-
cess for two signal processing projects. 
These projects were selected after a few 
early undergraduate researchers and their 
mentors worked on these projects for a 
few semesters.

Digital Object Identifier 10.1109/MSP.2016.2601652
Date of publication: 4 November 2016

EDITORS’ NOTE
The article in this “SP Education” column is the second in a special series on 
hands-on and design projects for signal processing education. The authors 
from Washington University in St. Louis, Missouri, United States, share their 
experiences and best practices of introducing undergraduate research projects 
as a key element in the undergraduate education of their electrical and system 
engineering program. Many of the projects are related to signal processing.  
As we will see, the program has energized the students’ understanding and 
interests toward signal processing and, more generally, electrical engineering, 
and contributed to an impressive record of attracting students to pursue the 
field. We hope you will find the article inspiring, and stay tuned for more arti-
cles in the series in upcoming issues. 

—Hana Godrich, lead guest editor
and Kenneth Lam, area editor, columns and forums

W

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


124 IEEE SIGNAL PROCESSING MAGAZINE | November 2016 |

The first project is acoustical 
source localization using a four-element 
microphone array [2]. The students are 
guided through an algorithm for triangu-
lating a source location using a four-ele-
ment microphone array. Next, they 
develop the signal processing implemen-
tation using LabVIEW as the program-
ming language and a simulator that we 
provide them. Once the triangulation 
works in simulation, they test their imple-
mentation on the actual acoustic array. In 
the next phase of the project, the students 
implement the triangulation using a cen-
tral computer and two modified National 
Instruments Dani Robots, each equipped 
with Wi-Fi and a microphone pair as 
shown in Figure 1(a). In their final presen-
tation, we move a chirping speaker 
around and their mobile robots automati-
cally track it.

The second project in this course is a 
multidisciplinary electroencephalogram 
(EEG) signal processing application to 

create a brain–computer interface (BCI) 
to control robot motion in one dimension. 
We use a commercial 14-channel EEG 
electrode array from Emotiv, portions of 
the BCI2000 framework, and MATLAB 
as the programming language. The stu-
dents are guided through the algorithm 
development to measure the average sig-
nal power in 2-Hz bandwidths for the 14 
electrodes and to build a classifier to 
detect a power change in the “best” chan-
nel/frequency pairs. 

We start with the clinical data provid-
ed with the BCI2000 framework collected 
during an experiment where the subject 
was asked to raise his legs or to relax. The 
clinical data file contains the raw data 
from the EEG sensors as well as the tim-
ing information of the action and rest tri-
als. The BCI2000 framework also 
provides the MATLAB functions to 
extract the raw data and timing informa-
tion from the file. The students then 
implement the signal processing and 

classification in MATLAB working on 
the clinical data. After they validate their 
implementation against the BCI2000 
results for the same data, they collect their 
own data with the Emotiv headset while 
being prompted to clench their fists or 
rest. Using their collected data as the 
training set, the students design their own 
classifier using their “best” channel/fre-
quency pairs. When they are satisfied 
with the receiver operating characteristic 
(ROC) curve of their system, they design/
implement a real-time LabVIEW/MAT-
LAB/Emotiv software development kit
(SDK) application that processes the 
EEG data in real time and moves the 
mobile robot every time they clench their 
fists as shown in Figure 1(b) [3].

ESE497: Undergraduate 
Research Projects
The top students from ESE297 are 
encouraged to sign up for the course 
Undergraduate Research Projects 
(ESE497) [4]. However, ESE297 is not 
necessarily a prerequisite for ESE497. We 
also encourage the top third- and fourth-
year students from across the engineering 
school to get involved in our undergradu-
ate research projects. The students are 
required to work on their projects for at 
least ten hours per week for two credits, 
create a blog/webpage of their project, 
and participate in several poster sessions. 
The required presentations are a good 
experience for the students, where feed-
back is provided from their peers as well 
as from the faculty. Where applicable, we 
encourage our students to publish their 
projects in a peer-reviewed journal.

Students are given a choice of 50 proj-
ects [5] listed on our website that cover 
topics such as signal and image process-
ing, machine learning, optimization, 
power and energy, controls and opera-
tions research. We interview each student 
to find a good match between his or her 
interest and the available projects. One of 
the themes of our projects is multidisci-
plinary robotic sensing [6], merging sig-
nal and image processing, robotics, and 
biomedical and environmental sensing. 
We are also flexible when an entrepre-
neurial-minded student comes to us with 
a good idea. Sometimes the student’s 
ideas/projects are part of our design 

(a)

(b)

FIGURE 1. Platforms used in ESE297: (a) the mobile microphone array and (b) a student controls a 
robot with EEG signals from the Emotiv headset. 
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competition, like our Engineering School 
Discovery Competition. Additionally, 
many of our younger faculty post projects 
directly related to their research interests 
to attract potential Ph.D. students. When 
the proposed projects are part of a faculty 
member’s active research, that faculty 
member is the mentor and the students 
work on their projects in the faculty mem-
ber’s lab.

More commonly, we have more stu-
dent interest than our faculty can support. 
For some of these cases, we carefully 
select Ph.D. students working in a related 
area to mentor these students. The under-
graduates benefit from this because they 
get more one-on-one opportunities with a 
top Ph.D. student than they might other-
wise get with a busy full-time faculty 
member. It is mutually beneficial for the 
Ph.D. student as they get an opportunity 
to work with our bright undergraduates. 
In many cases, the projects are multi-
semester, and the more senior undergrad-
uate students are also involved in the 
mentoring. Additionally, we have a Pro-
fessor of Practice, Ed Richter, who men-
tors projects and supports other mentors 
in their efforts.

We have developed many platforms 
that students can use for their projects and 
we provide “Getting Started Guides” [7] 
for these platforms on our undergraduate 
research webpage. This infrastructure 
allows the students to focus on the signal 
processing algorithm development 
instead of spending the semester figuring 
out the low-level communication details 
to some new piece of hardware. Several 
of the platforms available to our students 
are listed below:
1) ESE297 students can continue to work 

with the mobile robots used in 
ESE297 to develop autonomous navi-
gation algorithms.

2) ESE297 students can continue to work 
with the EEG headset to develop more 
advanced classification applications 
for BCI projects [8].

3) In 2012, we purchased an industrial 
robotic arm (Figure 2) [9] made by 
Fanuc, and we developed a communi-
cation scheme using the National 
Instruments Ethernet/IP tool kit that 
allows the students to position the 
robotic arm using LabVIEW or 

MATLAB. Then, we attached a 
Microsoft XBox 360 Kinect camera to 
the chassis of the robot and developed 
a Kinect SDK application that pass-
es images from the camera to a 
MATLAB program. The students use 
this platform to calibrate the Kinect 
camera to the Robotic coordinate sys-
tem and develop image processing 
applications to locate objects for the 
robotic arm to pick up.

4) In 2010, we purchased several National 
Instruments USRP 2920 and USRP 
2921 for wireless communication and 
array signal processing applications. 
Students have used this platform for 
localization and Doppler measure-

ments (video [10] by Prof. Ed Richter 
and Dr. Martin Hurtado). 

5) In 2014, we purchased two inertial 
movement unit sensors [11] as part of 
our collaboration with researchers at 
KTH in Sweden. Students have used 
this platform to analyze tremors in 
patients who have Parkinson’s disease.

6) In 2012, we developed a 64-channel 
microphone array as shown in 
Figure 3. Students can work with the 
array to develop audio beamforming 
applications (beamformed audio 
file created by Ricky Chen and 
Xiangyang Mou [12]). 

7) Our labs are equipped with data acqui-
sition systems that we use in our 

FIGURE 3. Sixteen channels of a 64-channel microphone array. 

FIGURE 2. An industrial robotic arm for student projects. 
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courses but that are also available for 
undergraduate research projects that 
can use the computer as the digital sig-
nal processor. Real-time applications 
with data acquisition can be easily 
written in both LabVIEW and/
or MATLAB.

Undergraduate research examples
Some of the more successful undergrad-
uate research projects to date from the 
ESE497 research course are as follows:
■ Yuni Teh (supervisors: Arye Nehorai 

and Ed Richter), Human-Machine 
Interface: Myoelectric Control 
Scheme to Restore Upper Extremity 
Motor Function, Spring 2015 [13]

■ Ren Liang Liang, Tsinghua Uni-
versity (supervisors: Arye Nehorai, 
Martin Hurtado, and Ed Richter), 
Radio Tomographic Imaging-
Based Fall Detection, Summer 
2015 [14]

■ Yifan Wang and Stephen Gower 
(supervisor: Arye Nehorai), Robotic 
Avoidance Using Kinect and UST, 
Summer 2015 [15]

■ Daniel Wasseman (supervisor: 
Zachary Feinstein), Grid Search 
Algorithm for Set Optimization, 
Spring 2015 [16]

■ David Sehloff and Celso Torres 
(supervisors: Arye Nehorai and Ed 
Richter), Predicting the Solar 

Resource and Power Load, Spring 
2015 [17].

ESE Department growth
We created our undergraduate research 
program in 2006 as part of the effort to 
attract more students to electrical and/
or systems engineering. The result of 
these efforts has shown a big jump in 
undergraduate research enrollment in 
2009/2010 shown in Figure 4. This is one 
of the reasons our department has tripled 
in size since 2008 as shown in the bold 
red line in Figure 5.

Other factors contributing to the 
growth of the ESE Department in-
clude improving the instruction quality, 
modernizing our laboratories, adding 
introductory courses in electrical and 
systems engineering, and offering study- 
abroad opportunities. Additionally, we 
have improved our outreach to attract 
the undecided students and inform 
students from other departments about 
our unique programs. These presenta-
tions and web documents highlight 
our flexible curricula and give exam-
ples to show how to add a second 
major in electrical or systems engi-
neering. One more way we are suc-
cessful in increasing the enrollment is 
by interacting with students and get-
ting their feedback. In particular, Dr. 
Nehorai contacts every student who 
decides to move to our department to 
understand his or her  motivation for 
changing majors, and he has personal-
ly mentored more than 100 students 
in his lab over the last ten years. The 
success of these efforts is shown in 
Figure 5. Our entering class size is 
small (shown by the dark blue bar) but 
the class size has increased from fresh-
man year (dark blue) to senior year 
(purple) every year since 2010 as stu-
dents join our department after arriv-
ing at Washington University.

Conclusions
Student interest in undergraduate 
research projects continues to grow. 
We  have tried to meet that demand 
by  developing a “training” course 
(ESE297) and by offering many diverse 
topics and platforms for them to use 
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for their own projects. In general, the 
students find ESE297 and undergradu-
ate research projects (ESE497) ex-
tremely rewarding, albeit challenging. 
The students really appreciate the 
opportunity to apply the theory they 
have been studying. The one-on-one 
mentoring with tenured, tenure-track 
faculty, Professor of Practice, or Ph.D. 
students is a valuable opportunity to our 
students. The feedback they get from 
their peers and the faculty about their 
presentations forces them to think about 
their work in a new light. The students 
can often showcase these projects in job 
interviews and graduate school applica-
tions. Our undergraduate research pro-
gram is just one way that we have 
expanded the enrollment in the ESE 
Department over the last ten years.
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The global positioning system (GPS) is 
a space-based navigation system that 
can provide location and time informa-

tion whenever there is an unobstructed line 
of sight (LOS) to four or more GPS satel-
lites [1]. Such a system provides critical ca-
pabilities to military, civil, and commercial 
applications around the world. On the other 
hand, considering the fact that people today 
spend more than 80% of their time in in-
door environments, accurate indoor local-
ization is highly desirable and has a great 
potential impact on many applications. 
Unfortunately, the use of GPS satellites to 
enable indoor localization is a nonstarter 
due to a variety of reasons including poor 
signal strength, multipath effect, and lim-
ited on-device computation and commu-
nication power [2]. Therefore, over the past 
two decades, the research community has 

been urgently seeking new technolo-
gies that can enable high-accuracy indoor 
localization. However, the results are still 
mostly unsatisfactory. Microsoft hosted 
Indoor Localization Competitions in re-
cent years and concluded that “the indoor 
location problem is not solved” [3].

Many indoor positioning systems 
(IPSs) have been developed by leverag-
ing radio wave, magnetic field, acoustic 
signal, or other sensory information col-
lected by mobile devices [4]. Most of 
these systems are based on the ranging 
technique. Ranging is a process to deter-
mine the distance from one location 
to another by utilizing the collected 
information such as the received signal 
strength indicator (RSSI) and/or time of 
arrival (TOA). Typically, these systems 
require multiple anchors at known 
locations and dedicated devices to col-
lect fine-grained information for accu-
rate ranging.

However, when there exist obstacles 
between the localized device and the 
anchors, the localization performance 
degrades significantly. In other words, 
the performance of ranging-based sys-
tems cannot maintain under non-line-
of-sight (NLOS) scenarios, which is 
very common for an indoor environ-
ment. Such degradation is due to that 
the physical ranging rules that trans-
late the collected information into the 
distances are impaired by the blockage 
and multipath components naturally 
existing indoor. Developing a general 
physical ranging rule that suits NLOS 
conditions is practically difficult, if 
not impossible, due to the complicated 
indoor environment, which motivates 
the development of the fingerprint-
based IPSs. A summary of the existing 
state-of-the-art capabilities from the 
Microsoft-hosted Indoor Localization 
Competitions is given in Figure 1, in Date of publication: 4 November 2016

Digital Object Identifier 10.1109/MSP.2016.2600734

Indoor Global Positioning System 
with Centimeter Accuracy Using Wi-Fi
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FIGURE 1. State-of-the-art IPSs.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


129IEEE SIGNAL PROCESSING MAGAZINE | November 2016 |

which one can see that under the LOS 
condition, with more than one anchor, 
submeter accuracy can be achieved. 
However, under the NLOS condition, 
only the meter range can be obtained 
by most methods, except the recent-
ly proposed time-reversal approach 
that can obtain 1–2 cm accuracy for 
both LOS and NLOS conditions [5].

In an indoor environment, there 
naturally exists some location-specific 
information, known as the fingerprints. 
Examples include the magnetic field, 
RSSI, and the channel state information 
(CSI). All of these fingerprints can be 
exploited for indoor localization. Spe-
cifically, in the fingerprint-based IPS, 
the location-specific fingerprints are 
collected and stored in a database in 
the mapping phase. Then, in the local-
ization phase, the location of the device 
is determined by comparing the device 
fingerprint with those in the database. 

In [5], it was shown that the physical 
phenomenon of the time-reversal focus-
ing effect can provide a high-resolution 
fingerprint for indoor localization. The 
authors used a dedicated device to 
obtain the channel impulse response 
under the 5 GHz industrial, scientific, 
and medical radio (ISM) band with a 
bandwidth of 125 MHz as the finger-
print and utilized the time-reversal 
resonating strength (TRRS) as the simi-
larity measure, which gives an accuracy 
of 1–2 cm.

The question now is: Can one use 
the ubiquitous Wi-Fi devices to achieve 
the same? The answer is yes as evi-
denced by the recent works in [6]–[8]. 
The work in [6] and [7] leveraged fre-
quency hopping, while the work in [8]
used multiantenna spatial diversity to 
increase the effective bandwidth. As a 
result, the localization resolution can be 
significantly improved to 1–2 cm.

This article will show the basic 
principles of how one can achieve 
indoor localization resolution down 
to the cent imeter accuracy level 
using standard Wi-Fi devices. A 
unified view by combining both the 
frequency and spatial diversities is 
also presented.

How does bandwidth affect the 
localization performance?
The main reason that most of the 
fingerprint-based methods utilizing 
CSI in Wi-Fi systems cannot achieve 
centimeter localization accuracy is 
due to the bandwidth limitation. More 
specifically, the maximum bandwidth 
in mainstream Wi-Fi devices is only 
either 20 or 40 MHz, which intro-
duces severe ambiguity into the fin-
gerprints of different locations and 
thus leads to the poor accuracy for 
indoor localization.
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FIGURE 2. Ambiguity among nearby locations under (a) 40-MHz bandwidth, (b) 120-MHz bandwidth, and (c) 360-MHz bandwidth.
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To clearly illustrate the impact of 
bandwidth on localization performance, 
we have conducted experiments to col-
lect CSIs under different bandwidths in 
a typical indoor environment. Two chan-
nel sounders are placed in an NLOS set-
ting, where one of them is placed on a 
customized experiment structure with 
5-mm resolution.

To characterize the similarity between 
CSIs collected at the same or different lo-
cations, the TRRS is calculated, given by

[ , ] ,H H
2

c
h

K K
=l

l
c m (1)

with

,

| | , | | ,

max H H e

H H

*
k

k

K

k
jk

k

K

k
k

K

k

1

1

2

1

2

h

K K

=

= =

z

z

=

-

= =

l

l

l

/

/ / (2)

where H  and Hl represent two finger-
prints, K  is the total number of usable 
subcarriers, Hk  and Hkl  are the CSIs on 
subcarrier ,k h  is the modified cross-
correlation between H  and Hl  with 
synchronization error compensated, and 

,K Kl are the channel energies of H and 
,Hl  respectively. Realizing that the Wi-Fi 

receiver may not be fully synchronous 
with the Wi-Fi transmitter due to mis-
matches in their radio-frequency front-
end components [9], an additional phase 
rotation of e jkz-  is employed to counter-
act the phase distortions incurred by the 
synchronization errors in the calculation 
of ,h  where z can be estimated and com-
pensated using Algorithm 1 shown later 
in the section “Calculating Time-Reversal 
Resonating Strength by Diversity Exploi-
tation.” Equation (1) implies that TRRS 
ranges from 0 to 1. More specifically, a 
larger TRRS indicates a higher similarity 
between two fingerprints and thus the two 
associated locations.

The corresponding TRRS between 
the target location and nearby loca-
tions are illustrated in Figure 2 under 
different bandwidth settings. It is 
shown in Figure 2(a) that with 40 MHz 
bandwidth, a large region of nearby 
locations is ambiguous with the tar-
get location in terms of the TRRS. 
Enlarging the bandwidth shrinks 
the area of ambiguous regions. As 

demonstrated in Figure 2(c), when 
the bandwidth increases to 360-MHz, 
the ambiguous region is reduced to a ball 
of 1 cm radius, which implies centime-
ter accuracy in localization.

The experiment results motivate us 
to formulate a large effective band-
width by exploiting diversities on Wi-Fi 
devices to facilitate centimeter accuracy 
indoor localization.

Increasing effective bandwidth 
via diversity exploitation
Two different diversities exist in the 
current Wi-Fi system, i.e., frequency 
diversity and spatial diversity. Accord-
ing to IEEE 802.11n, 35 Wi-Fi channels 
are dedicated to Wi-Fi transmission in 
2.4- and 5-GHz-frequency bands with 
a maximum bandwidth of 40 MHz. 
The multitude of Wi-Fi channels leads 
to frequency diversity in that they pro-
vide opportunities for Wi-Fi devices to 
perform frequency hopping when expe-
riencing deep fading or severe interfer-
ence. On the other hand, spatial diversity 
can be exploited on multiple-input, mul-
tiple-out (MIMO) Wi-Fi devices, which 
is a mature technique that greatly boosts 
the spectral efficiency. MIMO has not 
only become an essential component of 
IEEE 802.11n/ac but also been ubiqui-
tously deployed on numerous commer-
cial Wi-Fi devices. For Wi-Fi systems, 
both types of diversity can be harvested 
to provide fingerprints with much finer 
granularity and thus lead to less ambi-
guity in comparison with the fingerprint 
measured with a bandwidth of only 
40 MHz.

Figure 3 shows the general principle 
of creating a large effective bandwidth 
by exploiting the frequency and spa-
tial diversities either independently or 
jointly. Since Wi-Fi devices can work 
on multiple Wi-Fi channels, one can 
exploit the frequency diversity by per-
forming frequency hopping to obtain 
CSIs on different Wi-Fi channels. 
As demonst rated in Figure 3(a),
CSIs on four different Wi-Fi channels 
are concatenated together to formu-
late a fingerprint of a large effective 
bandwidth. Despite the fact that the 
frequency diversity can be exploited 
on a single-antenna Wi-Fi device, it is 

time-consuming to perform frequency 
hopping. For time efficiency, spatial 
diversity can be exploited on mul-
tiantenna Wi-Fi devices. For a Wi-Fi 
receiver with four antennas, e.g., in 
Figure 3(b), CSIs on the four receiving 
antennas can be combined together to 
formulate the fingerprint with a large 
effective bandwidth. Figure 3(c) shows 
an example of utilizing both the fre-
quency and spatial diversities, where 
CSIs on two Wi-Fi channels and from 
two receiving antennas are combined 
into the fingerprint.

For a Wi-Fi system, the spatial di-
versity is determined by the number of 
antenna links, while the frequency di-
versity is dependent on the number of 
available Wi-Fi channels. Denote the 
maximum spatial diversity by ,S  the 
maximum frequency diversity by ,F  and 
the bandwidth for each Wi-Fi channel by 

,W  the effective bandwidth is calculated 
as .S F W# #

Achieving centimeter accuracy 
via TRRS
As discussed in the section “Increas-
ing Effective Bandwidth via Diversity 
Exploitation,” a fine-grained fingerprint 
associated with a large effective band-
width can be generated through diversi-
ty exploitation on Wi-Fi devices. In this 
section, we first introduce the calcula-
tion of TRRS when both of the frequen-
cy and spatial diversities are available. 
Then, we present the algorithm for 
indoor localization.

Calculating TRRS by 
diversity exploitation
As discussed in the sections “How Does 
Bandwidth Affect the Localization 
Performance?” and “Increasing Effec-
tive Bandwidth via Diversity Exploita-
tion,” to achieve centimeter localization 
accuracy, a large effective bandwidth 
beyond 40 MHz is required, which can 
be obtained by diversity exploitation. For 
Wi-Fi devices with a spatial diversity of 
S  and a frequency diversity of ,F  the 
CSI measurements can be written as 

{ } ,H H , , , ,
, , ,

s f s S
f F

1 2
1 2

= f
f

=
=  where H ,s f  stands 

for the CSI measured with the sth 
antenna link on the f th Wi-Fi chan-
nel, denoted as the virtual link ( , ).s f
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{ }H H , , , ,
, , ,

s f s S
f F

1 2
1 2

= f
f

=
=  can provide fine-

grained fingerprint with an effective 
bandwidth of .S F W# #  Consequently, 
TRRS in (1) can be extended to the fine-
grained fingerprint H  and ,H  with h
and ,K Kl modified as

,
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s f
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(3)
where

max H H e, , , , ,
*

s f s f k
k

K

s f k
jk

1

h =
z

z

=

-l/ (4)

represents the modified cross-cor-
relation on the virtual link ( , ),s f  and 

| | ,H, , ,s f s f kk
K 2

1
K =

=
/ , k

K
s f 1
K =

=
l /

| |H , ,s f k
2l  are the channel energies of 

H ,s f  and H ,s fl  on the virtual link ( , ),s f
respectively.

Algorithm 1 elaborates on the calcu-
lation of [ , ] .H Hc l  As shown in Algo-
rithm 1, steps 4–9 are used to calculate 

the channel energies on the virtual link
( , ),s f  while steps 10–14 are targeted 
to compute the modified cross-corre-
lation of two CSIs on the virtual link
( , ).s f  The channel energies and modi-
fied cross-correlation on each virtual 
link are accumulated as shown in step 9 
and step 15, respectively. Finally, 
the TRRS is obtained by step 18. The 
computation of ,s fh  is approximated by 

max H H e, , , , ,
*

s f n s f kk s f k
j

1

( )
N

n k2 1

h =
=

-
r -K lr /

that takes the same format of a discrete 
Fourier transform of size N  and thus 
can be computed efficiently by fast 
Fourier transform. Using a large N  in 
the computations leads to a more accu-
rate approximation of .,s fh

Localization using TRRS 
There are two phases in the proposed 
IPS: a mapping phase and a localization 

phase. During the mapping phase, the 
CSIs are collected from L  locations-
of-interest using Wi-Fi devices with 
S  antenna links and across F  Wi-Fi 
channels, denoted by .H , , ,L1 2, , f=" ,  In 
the localization phase, Hl  is obtained 
at a testing location, which may either 
be one of the L  locations-of-interest 
or an unmapped location in the map-
ping phase. Then, the pairwise TRRS 

[ , ],H Hc , l  is calculated for all loca-
tions-of-interest. Finally, the location 
is determined based on [ , ],H Hc ,  i.e, 
(5), shown in the box at the bottom of 
the page, where C  is a threshold intro-
duced to balance off the true positive 
rate and false positive rate in location 
determination. When [ , ]H Hc , l  falls 
below ,C  the IPS cannot obtain a cred-
ible location estimation and returns 0 to 
imply an unmapped location.
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FIGURE 3. Leveraging frequency and spatial diversities in Wi-Fi to achieve large effective bandwidth: (a) using only the frequency diversity, (b) using only 
the spatial diversity, and (c) using both of the frequency and spatial diversities.
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Experiment results
Extensive experiments are conducted 
to validate the theoretical analysis and 
evaluate the performance of the pro-
posed IPS. The proposed system con-
tains two Wi-Fi devices, each equipped 
with three omnidirectional anten-
nas. One Wi-Fi device, called Origin, 
estimates CSI from the other Wi-Fi 

device, named the Bot. With the pro-
posed algorithm in the section “Achiev-
ing Centimeter Accuracy Via TRRS,” 
the Origin estimates the location of the 
Bot. Figure 4 shows one Wi-Fi device 
used in the proposed IPS.

The experiments are conducted in a 
typical office of a multistory building. 
The indoor space is filled with a large 
number of reflectors, e.g., chairs, desks, 
shelves, sofas, walls, and ceilings. The 
CSIs of 50 candidate locations are 
measured, with 20 measurements for 
each location.

To evaluate the performance, the 
CSIs at each location are partitioned into 
a training set and a testing set, with ten 
CSIs for each. The TRRS matrix is cal-
culated using the CSIs collected at the 
50 candidate locations. Each element of 
the matrix represents the TRRS between 
the CSIs at the training location and the 
testing location. In other words, the 

diagonal elements of the matrix indicate 
the similarity between CSIs at the same 
location, while the off-diagonal ele-
ments stand for the similarity between 
CSIs of different locations.

Figure 5 illustrates the TRRS vma -
t  rices under effective bandwidths of 
10, 40, 120, and 360 MHz. First of 
all, it is easily seen from Figure 4 that 
the diagonal elements of the matri-
ces are close to one, signifying high 
similarities among CSIs of the same 
locations. Regarding the off-diagonal 
elements, they become smaller with an 
increasing effective bandwidth. When 
the effective bandwidth is small, e.g., 
10 MHz, some off-diagonal elements 
are even larger than the diagonal ele-
ments, giving rise to localization errors. 
In other words, it is very likely to local-
ize the Bot to incorrect positions when 
the effective bandwidth is small. When 
the effective bandwidth is increased, the 
gap between diagonal and off-diago-
nal elements enlarges, which provides 
a clear watershed between the correct 
and incorrect locations and leads to an 
enhanced system performance in return.

To provide a statistical point of view, 
Figure 6 shows the cumulative density 
functions of the diagonal and off-diag-
onal elements in TRRS matrices under 
a variety of effective bandwidths. As 
we can see, the gap between the diago-
nal and off-diagonal elements increases 
with the effective bandwidth, indicating a 
better distinction between different loca-
tions. Whenever there is a gap between 
the diagonal and off-diagonal elements, a 
perfect localization can be achieved with 
an appropriate threshold, i.e., 100% true 
positive rate and 0% false positive rate.

In a practical indoor environment, 
there usually exists environment dyna-
mics that might degrade the localization 
performance. To evaluate the proposed 
IPS in a dynamic indoor environment, 
the testing CSIs are recollected in the 
presence of human activities and large 
object movement. In particular, to 
emulate dynamics from human activi-
ties, one participant was asked to walk 
continuously in the vicinity of the Bot. 
Then, the participant was asked to open 
and close a door that blocks the direct 
link between the Origin and Bot so as 

Algorithm 1. Calculating TRRS by exploiting diversities.

Input: { } , { }H H H H, , , ,
, , ,
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, , ,
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1 2
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1 2

= =f
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f
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=
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=
=l l

Output: [ , ]H Hc l

  1: , ,0 0 0hK K= = =l
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12:     end for

13:     * | [ ]|argmaxn z n
, , ,n N1 2

=
f=
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15:     ,s f!h h h+ r

16:   end for

17: end for

18: [ , ]H H
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K K
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4 Calculating channel energies 
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4 Calculating modified cross-correlation 
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FIGURE 4. The Wi-Fi device used in the pro-
posed IPS.
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to emulate the dynamics from large 
object movement.

Figure 7(a) demonstrates the receiv-
er operating characteristic curve with 

human activities. For a fixed false posi-
tive rate 0.15%, the true positive rate 
increases from 94.17% with 40-MHz 
effective bandwidth to 99.11% with 

120-MHz effective bandwidth. Fur-
ther enlarging the effective bandwidth 
to 240 MHz and 360 MHz boosts the 
true positive rate to 99.61% and 99.89%, 
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FIGURE 6. Cumulative density functions of the TRRS of the diagonal and off-diagonal elements.
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respectively. On the other hand, Fig-
ure 7(b) depicts the receiver operating 
characteristic curve with large object 
movement. For a fixed false positive rate 
0.15%, the true positive rate increases 
from 75% with 40 MHz effective band-
width to 76.38, 87.12, and 95% with 120, 
240, and 360 MHz effective bandwidths, 
respectively. This can be justified by 
that, with a large effective bandwidth, 
the environment dynamics only affect 
very limited information in the finger-
print while leaving the majority intact. In 
other words, a large effective bandwidth 
enhances the robustness of the proposed 
IPS against environment dynamics.

During the experiments, we observe 
multiple Wi-Fi access points coexisting 
with the proposed IPS. However, their 
impact on the proposed IPS is minimal. 
Due to the carrier sense multiple access 
with collision avoidance (CSMA/CA) 
mechanism, these Wi-Fi access points 
would not transmit signals whenever 
they sense that the IPS is operating to 
obtain CSIs, which guarantees that the 
captured CSIs are free from interference.

Conclusions
In this column, we present a time-
reversal method for indoor localiza-
tion that achieves centimeter accuracy 
with a single pair of off-the-shelf Wi-Fi 
devices. The high accuracy for localiza-
tion is maintained under strong NLOS 

scenarios. With the exploitation of the 
inherent frequency and spatial diversities 
in Wi-Fi systems, it is capable of creat-
ing a large effective bandwidth to enable 
centimeter accuracy. Extensive experi-
ment results in a typical office environ-
ment show that the centimeter accuracy 
as well as robustness against dynamics 
can be simultaneously achieved with a 
large effective bandwidth. The global 
GPS can achieve 3–15 m of accuracy 
by mapping the world into latitude and 
longitude coordinates. The presented 
“indoor GPS” can achieve 1–2 cm accu-
racy when an indoor environment is fin-
gerprinted and mapped.
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FIGURE 7. The receiver operating characteristic curve in the presence of environment dynamics: (a) dynamics from human movement and (b) dynamics 
from door opening and closing.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

__________

____________

_________________

______________

mailto:cc8834@umd.edu
mailto:yi.han@originwireless.net
mailto:eecyan@uestc.edu.cn
mailto:kjrliu@umd.edu
http://doi.acm.org/10.1145/2721914.2721923
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


135IEEE SIGNAL PROCESSING MAGAZINE | November 2016 |

LECTURE NOTES
James Folberth and Stephen Becker

1053-5888/16©2016IEEE

Efficient Adjoint Computation for Wavelet 
and Convolution Operators

F irst-order optimization algorithms, 
often preferred for large problems, 
require the gradient of the differentia-

ble terms in the objective function. 
These gradients often involve linear 
operators and their adjoints, which must 
be applied rapidly. We consider two 
example problems and derive methods 
for quickly evaluating the required 
adjoint operator. The first example is an 
image deblurring problem where we 
must compute efficiently the adjoint 
of multistage wavelet reconstruction. 
Our formulation of the adjoint works 
for a variety of boundary conditions, 
which allows the formulation to gen-
eralize to a larger class of problems. 
The second example is a blind chan-
nel estimation problem taken from the 
optimization literature where we must 
compute the adjoint of the convolu-
tion of two signals. In each example, 
we show how the adjoint operator can 
be applied efficiently while leveraging 
existing software.

Prerequisites
The reader should be familiar with lin-
ear algebra, wavelets, and basic Fourier 
analysis. Knowledge of first-order itera-
tive optimization algorithms is benefi-
cial for motivating the need for a fast 
adjoint computation but should not be 
necessary to understand the adjoint 
computation itself.

Motivation
Many estimation problems are modeled 
using the composition of a differen-
tiable loss ,  with an affine map 
x x bA7 + , the simplest such exam-
ples being generalized linear models 
such as least-square data fitting. The 
gradient of A%,  is given by the chain 
rule as ( )x bA Ad, +) . For small prob-
lems, A  may be explicitly represented 
as a matrix and A) calculated as the 
conjugate transpose of the matrix.

In contrast, larger problems are 
often carefully formulated to involve 
only linear operators A , which have a 
fast transform [e.g., fast Fourier trans-
form (FFT), wavelet transform, con-
volution] and are therefore never 
explicitly stored as matrices. While 
many software packages provide fast 
routines to compute A 1-  or the pseu-
doinverse ,A@  few packages include 
routines for .A)

The purpose of this lecture note is to 
describe a few cases where one can 
compute the action of A) with the same 
complexity as applying .A  Boundary 
conditions play a confounding role in 
the calculation, and we present a sim-
ple framework to correctly take them 
into account.

Example 1: An image
deblurring problem
Digital images can be blurred through a 
variety of means. For example, the 
optical system can be out of focus and/
or atmospheric turbulence can cause 

blurring of astronomical images. The 
goal of image deblurring is to recover 
the original, sharp image. One class of 
techniques poses the deblurring prob-
lem as an optimization problem, where 
the optimization variables are the 
wavelet coefficients of the recovered 
image. We assume that the blurring 
operator R  is known. For instance, R
could represent a Gaussian point 
spread function (PSF) under symmetric 
(reflexive) boundary conditions. The 
blurring operator is usually singular or 
ill conditioned [1].

LetW represent a multilevel wavelet 
reconstruction operator with suitable 
boundary conditions, b be the observed, 
blurry image, and A RW=  be the lin-
ear operator that synthesizes an image 
from wavelet coefficients x  and then 
blurs the synthesized image under the 
blurring operator R. To both regular-
ize the problem and take into account 
that many real-world images have a 
sparse wavelet representation, we 
solve the following standard model, 
which seeks to recover sparse wavelet 
coefficients that accurately reconstruct 
the blurred image:

, .min x b x
2
1 0RW

x 2
2

1 2< < < <m m- +

(1)

This commonly used formulation [2] is 
sometimes called the synthesis formula-
tion since we reconstruct an image xW
from the wavelet coefficients in the opti-
mization variable .x  We seek to find an 
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x  that accurately reconstructs the 
blurred image b  while simultaneously 
having only a few nonzero entires.

To clarify our notation, suppose we 
have an image b. In terms of the wave-
let reconstruction operator W, we com-
pute the wavelet coefficients of b with 
x bW= @ , which corresponds to wave-
let analysis. In each case, W and W@

implicitly impose and handle the 
boundary conditions we impose on b
(e.g., zero, periodic, symmetric).

The gradient of the differentiable 
term ( ) /f x x b1 2 RW 2

2< <= -  is

.( ) ( )f x x bW R RWd = -) )

In the case of a blurring PSF, we can 
apply R  and R)  in ( logN NO ) time in 
the Fourier domain via the FFT [2],
[1]. Wavelet software packages (e.g., 
MATLAB Wavelet Toolbox [3]) imple-
ment discrete wavelet analysis and 
reconstruction in (NO )  time; these 
operations correspond to W@  and .W
However, the adjoint of wavelet recon-
struction, W) , is not implemented in 
software packages and is not expressly 
mentioned in the literature [4], [5]. A 
“trick” commonly used in practice is 
the “pseudoinverse approximation” 

,W W. )@  but we would like to find a 
way of computing the true adjoint of 
wavelet reconstruction (and analysis) in 
the same (NO ) time.

To derive the true adjoint, we first 
separate W  into signal extension and 
wavelet transform. We recall a few 
common signal extensions, consider the 
case of orthogonal wavelets, and then 
use a property of frames to construct 
the adjoint for biorthogonal wavelets. It 
transpires that we only need to imple-
ment the adjoint of the signal extensions 
and may use existing software for the 
wavelet transforms.

A few signal extensions
To implement a wavelet transform with 
boundary conditions, a popular method is 
to extend the given signal to satisfy the 
desired boundary conditions and then 
transform the extended signal; this is the 
approach used in MATLAB’s Wavelet 
Toolbox [3]. If we let E  be the desired 
extension operator and Wzpd

@  be the 

wavelet analysis operator for extended 
signals under zero boundary conditions, 
we can write wavelet analysis as

.WW Ezpd=@ @

Consider a one-dimensional (1-D) signal 
[ ],y n , ...,n N0 1= - . (We consider 

only 1-D signals here for brevity. The 
results can be extended to two-dimen-
sions quite naturally.) Let L be the maxi-
mum length of the wavelet analysis 
filters. The double-sided zero-padded 
extension of [ ]y n  puts :L L 1= -l  zeros 
on each end of the signal:

, ..., , [ ], ..., [ ], , ..., .y y N0 0 0 1 0 0
L L

-
l l

= =
We can write down the linear operator 
Ezpd  as a matrix that performs this opera-
tion on [ ]y n

.I
0

0
E

L N

N N

L N

zpd =
#

#

#

l

l

> H

We see that Ezpd  has orthonormal col-
umns, so that .IE E E Ezpd zpd zpd zpd= =)@

Note that Wzpd  implemented in 
existing software may also implicitly 
contain a zero-padded extension. When 
we apply wavelet analysis, ,Wzpd

@  we 
implicitly apply .Ezpd

@  However, since 
zero-padding is orthonormal, Ezpd =

@

,Ezpd
)  and so we can, for a general wave-

let transform, write the adjoint as

.W W Ezpd=) ) )@^ h (2)

The splitting in (2) allows us to correctly 
handle the adjoint extension ourselves. 
It remains to implement E

)@^ h  and de-
termine how to apply Wzpd

)  with exist-
ing software.

The zero-padded extension is not 
often used by itself since it can introduce 
boundary artifacts. A better extension 
mode is the half-point symmetric exten-
sion, which is the default extension mode 
in MATLAB’s Wavelet Toolbox [5], [3].
The double-sided half-point symmetric 
extension reflects the signal about its 
boundaries in the following manner:

[ ], ..., [ ], [ ], ..., [ ],

[ ], ..., [ ] .

y L y y y N

y N y N L

1 0 0 1

1 2
Left extension

Right extension

- -

- + -

1 2 34444 4444

1 2 3444444 444444

As in the zero-padded case, we can 
readily form a matrix that performs this 
operation on [ ]y n . Let P be the appro-
priately sized permutation matrix that 
reverses the ordering of columns. Then 
we have

.

I P
I

I
I

I P

1
1

1

1

1

1

1
1

0
0
0

0
0

0
0

0
0
0

E

L L

L L

N L N L

L L

L L

2 2

sym

i

j

i

=

=

#

#

#

#

#

- -

l l

l l

l l

l l

l l

R

T

S
S
S
S
S
S
S
S
S
S
S
S
S
S
S
R

T

S
S
S
S
S
S

V

X

W
W
W
W
W
W
W
W
W
W
W
W
W
W
W

V

X

W
W
W
W
W
W

The adjoint of the pseudoinverse can 
be computed in closed form and 
essentially amounts to rescaling the 
nonzero entries of Esym. Assuming 

,N L22 l  which usually occurs in pra-
ctice, the adjoint of the pseudoinverse 
of Esym is

.

I P

I

I

I

I P

2
1

2
1

0

0

0

0

0

0

0

0

0

0

2
1

2
1

E

L L

L L

N L N L

L L

L L

2 2

sym =
)

#

#

#

#

#

@

- -

l l

l l

l l

l l

l l

^ h
R

T

S
S
S
S
S
S
S
S
S

V

X

W
W
W
W
W
W
W
W
W

If ,N L2# l  the form of the pseudoin-
verse is slightly different, with some of 
the 1/2 terms becoming 1/3.

Another standard extension is the 
periodic extension. Similar to the half-
point symmetric extension, the periodic 
extension operator is

I
I

I0 0

0 0
E

L L

N N

L L

per =

#

#

#

l l

l l

> H

and the adjoint of its pseudoinverse is
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.

I

I

I

I

I

0

2
1

0

0

2
1

0

0

0

0

2
1

0

0

2
1

0

E

L L

L L

N L N L

L L

L L

2 2

per =
)

#

#

#

#

#

@

- -

l l

l l

l l

l l

l l

^ h
R

T

S
S
S
S
S
S
S
S
S

V

X

W
W
W
W
W
W
W
W
W

Again, in the unusual case that N L2# l,
the form of the pseudoinverse changes 
slightly. By viewing other signal exten-
sion operators as matrices acting on sig-
nal vectors, one can readily find the 
appropriate ( )E )@ .

The adjoint for orthogonal  
wavelets
For orthogonal wavelets (e.g., Haar and 
more generally Daubechies wavelets), 
the adjoint Wzpd

)  is exactly the analysis 
operator .Wzpd

@  For orthogonal wavelets 
with general boundary conditions, we 
can use the splitting (2) and imple-
ment .E

)@^ h
For an example image, consider a 

standard resolution test chart [6], shown 
in Figure 1. We prescribe symmetric 
boundary conditions on the image, 
which will affect both , ,W R  and their 
adjoints. Symmetric boundary condi-
tions (compared to periodic or zero-
padded boundary conditions) produce 
significantly fewer edge effects, and so 
they are a natural choice.

Fortuitously, for orthogonal wave-
lets, the adjoint of W  with symmetric 
boundary conditions is “very close to” 
the analysis operator .W@  This fact is 
often used (e.g., [2]), and as we can see 
from the splitting (2), the error is intro-
duced through .E E.

)@^ h  Again, by 
merely implementing ,E

)@^ h  we can use 
the true adjoint .W)

Figure 2 shows the deblurred image 
after 2,500 iterations of a fast iterative 
shrinkage-thresholding algorithm 
(FISTA), a fast proximalgradient method, 
developed by Beck and Teboulle [2]. The 
wavelet reconstruction operator W  is 
taken to be a three-stage Haar discrete 
wavelet transform with symmetric 
boundary conditions. We set 2#m =

.10 5-  We use both the true adjoint W)

and the approximation .W@  Using the 

true adjoint, the image reconstruction rel-
ative error (versus the unblurred image) 
is .8 91 10 4# -  and 31.8% of the coeffi-
cients are nonzero. Using the pseudoin-
verse approximation, the relative error is 

.8 91 10 4# -  and 32.1% of the coeffi-
cients are nonzero. In this case the 
pseudoinverse approximation works 
extremely well.

The adjoint for biorthogonal 
wavelets
For biorthogonal wavelets, we no longer 
have .W Wzpd zpd=) @  Since we have 
relaxed ourselves to biorthogonal wave-
lets (which are nice for symmetric 
boundary conditions [7]), it is perhaps 
too much to ask that the adjoint of the 
primal wavelet reconstruction operator 
involves only the primal wavelets. Let us 
recall briefly the pertinent aspects of 
frames of Rd . These facts are described 
in more detail and generality in [4].

Let y RN!  be an arbitrary signal 
vector and { } , p Ni i

p
1 $z =  be a set of 

vectors in RN . Define the analysis opera-
tor U as the p N#  matrix

.

T

p
T

1

h

z

z

U = > H

If U has full rank, we say that { }iz  is a 
frame and we call U the frame analysis 
operator. Henceforth we assume { }iz  is 
a frame.

The product uU  computes the expan-
sion coefficients of the signal u RN!  in 
the frame { }iz . The frame synthesis 
operator U)  constructs a vector in RN

given some expansion coefficients. Since 
{ }iz  is assumed to be a frame, U U)  is 
invertible and we may define the Moore–
Penrose pseudoinverse ,U@  which imple-
ments reconstruction in the frame as 

.
1

U U U U= )@ -^ h
A dual frame can be associated with 

a (primal) frame by defining the dual 
frame vectors i i

1
z zU U= ) -u ^ h  for 

, ..., .i p1=  We may define analogously 
the dual frame analysis operator Uu  and 
dual frame synthesis operator .U)u

A fundamental relationship between 
primal and dual frame operators is 
U U=) @u  (see [4, Theorem 5.5]). We 
can directly relate the frame operators 

and the wavelet operators under zero-
padded boundary conditions. We can 
write zero-padded wavelet recon-
struction as frame reconstruction: 

.Wzpd U= @  Then using the above 
frame relations, we have

.Wzpd U U U= = =) ) )@ @ u^ ^h h (3)

We present other relat ionships 
between the primal and dual frames 
in Table 1. Note that IU U =@  but 

I!UU@  in general.
In (3), we have Wzpd

)  in terms of 
dual frame analysis. For biorthogonal 
wavelets, dual frame analysis corresponds 

(a) (b)

FIGURE 1. (a) The left half of the original, un-
blurred image and (b) the left half of the blurred 
image. To create the blurred image b, the blur-
ring operator R  is applied to the original image 
and small amount of Gaussian noise is added.

FIGURE 2. The deblurred image after 2,500 
iterations of FISTA with W  a three-stage Haar 
transform with symmetric boundary conditions. 
The left half of the figure shows the deblurred 
image using the true adjoint .W)  The top right 
shows a zoomed-in view using ;W)  the bottom 
right shows the same zoomed-in view using 
W@  and 2,500 iterations of FISTA.
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to wavelet analysis with the dual wave-
lets, which has a fast transform and is 
typically implemented together with 
the primal wavelets [3]. For biorthogo-
nal (and orthogonal) wavelets, this 
states W Wzpd zpd=) @R , the latter of 
which is a standard operation and has a 
fast implementation. Combining this 
with the signal extension operator, we 
finally find

.W WW E Ezpd zpd= =) ) ) )@ @ @^ ^h hR (4)

From this we see that with a complete 
wavelet software library, one only 
needs to implement ( )E )@  to use the 
true adjoint instead of the approxima-
tion W W.) @ .

Consider deblurring the resolution 
chart from Figure 1 with 2,500 itera-
tions of FISTA using a three-stage 
Cohen–Daubechies–Feauveau (CDF) 
9/7 discrete wavelet transform with 
symmetric boundary conditions. The 
results of deblurring are visually very 
similar to Figure 2. Using the true 
adjoint, the image reconstruction rel-
ative error (versus the unblurred 
image) is .9 45 10 4# -  and 29.23% of 
the coefficients are nonzero. Using 

the pseudoinverse approximation, 
the relative error is .9 67 10 4# -  and 
29.74% of the coefficients are nonze-
ro. Here the pseudoinverse approxi-
mation works, but not quite as well as 
the true adjoint.

Figure 3 shows the structural simi-
larity (SSIM) index [8] for the CDF 
9/7 experiment using both the pseudo-
inverse approximation and true 
adjoint. For the first few hundred iter-
ations of FISTA, the pseudoinverse 
approximation works well, but using 
the true adjoint appears to recover an 
image more similar to the original, 
unblurred image.

Example 2: Blind channel 
estimation
Another application that depends on a 
fast adjoint in the gradient computation 
is in some formulations of blind chan-
nel estimation. In blind channel estima-
tion, a single source sends an unknown 
signal over multiple channels with 
unknown responses. Observers collect 
the output of each channel and collec-
tively attempt to determine the source 
signal and the channel impulse response 
from each channel. Let s be the 
unknown source signal of length N and 
hi  the channel impulse response of the 
ith channel, each of length K. Then the 
output of the ith channel is

,x h si i )=

where * denotes a linear convolution. 
Here we prescribe zero-padded bound-

ary conditions and take xi  to be the 
“full” convolution of length .K N 1+ -

We hope to recover the source s and 
channel responses hi  from the output 
signals xi . However, note that there is 
both a magnitude and phase ambiguity 
in hi  and s, since we can multiply hi

by 0!a  and divide s by a , leaving 
xi  unchanged.

For simplicity, assume we have a 
single channel h  with observed output 

;x  we will extend the problem to more 
channels in an example to follow. We 
can pose the blind deconvolution prob-
lem for a single channel as

 ,min h s x h s
2
1

h s2
2

1 1
,h s

) < < < < << m m- + +

(5)

where we include the terms hh 1< <m  and 
ss 1<<m  to promote sparsity in the 

recovered signals. To promote other 
structure in the recovered signals 
(assuming it is present in the unknown 
true signals), we can include other 
terms, such as h TV< < , the 1-D total-
variation (TV) seminorm.

Since (5) involves h s) , it involves 
products of the problem variables and 
so it is a nonconvex problem. However, 
note that the outer product matrix hsT

contains all of the terms used in the 
computation of the convolution .h s)
Indeed, we may define a linear operator 
on ( )hsA T  that computes the convolu-
tion: ( )hs h sA T )= [9]. Of course this 
is still a nonlinear operation, but the 
nonlinear operation is confined to the 
outer product hsT . In the following gra-
dient computations, we will implicitly 
be computing the adjoint A) .

Let ( , ) /f h s h s x1 2 2
2)< <= -  be the 

differentiable part of the objective. First 
order methods require fhd  and .fsd

Note that when computing ,fhd  we 
hold s fixed, and in doing so we may 
view the convolution h s)  as a linear 
operation on h . Similarly, when com-
puting ,fsd  we hold h  fixed. Using the 
results of [10], we may determine a fast 
method for evaluating these gradients. 
To illustrate the derivation, consider the 
case K 3=  and .N 5=  Set .x h sest )=

We can write the convolution as a 
matrix-vector product in a couple differ-
ent ways. The first,

0 500 1,000 1,500 2,000 2,500
Iteration

0.6

0.65

0.7

0.75

0.8

0.85

S
S

IM

True Adjoint
pinv Approx

FIGURE 3. The SSIM index over 2,500 iterations of FISTA with W  a three-stage CDF 9/7 transform 
and using the true adjoint and the pseudoinverse approximation. SSIM compares the deblurred im-
age to the original, unblurred image.

Table 1. A few primal and dual frame 
relationships.

Primal Frame Dual Frame 

Analysis WzpdU = @ U U=
)@u ^ h

Synthesis WzpdU =)
)@` j U U=) @u

Reconstruction WzpdU =@ U U= )@u
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T
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T
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X
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V

X

W
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W
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forms the matrix with entries from h,
and the second,

[ ]
[ ]
[ ]
[ ]
[ ]

[ ]
[ ]
[ ]
[ ]
[ ]

[ ]
[ ]
[ ]
[ ]
[ ]

[ ]
[ ]
[ ]

,x

s
s
s
s
s

s
s
s
s
s

s
s
s
s
s

h
h
h

Sh

0
1
2
3
4

0
1
2
3
4

0
1
2
3
4

0
1
2

est = =

R

T

S
S
S
S
S
S
S
S
SS

>

V

X

W
W
W
W
W
W
W
W
WW

H

uses the entries of s in the matrix S.
Note that here h s)  computes the “full” 
convolution, which includes using the 
zero-padded boundaries. In MATLAB,
we can compute the convolution with 
the conv function:

 x_est=conv(h, s, ‘full’).

For the gradient fhd , we treat s as a 
constant, and so it is natural to use the 
second matrix-vector product where we 
use the entries of s to form the linear 
operator. We have

( ) ,

f Sh x

S Sh x S r

2
1

h h
2d d < <= -

= - =) )

where we define the residual r Sh x= - =

x xest - . Written out, this gradient is 
shown in the boxed equation at the bot-
tom of the page. We recognize this as 
the cross correlation between s and r:

[ ] [ ] [ ]

( [ ·] [·]) [ ],

f n s k r k n

s r n

h
k 0

4

)

d = +

= -

=

r

r

/

where [ ·]s -r  is the matched filter of 
[·]s . Note that the convolution here 

does not include the entries that use 
the zero-padded boundaries. In MAT-
LAB, we can compute this convolu-
tion with

Dfh = conv(r, conj(s(end:
–1:1)), ‘valid’).

The derivation and computations for 
fsd  are very similar.
Now that we can efficiently compute 

the required gradients, we can use exist-
ing first-order methods. As an example, 
we consider a simulated underwater 
acoustic channel. A single unknown 
real source signal is broadcast over two 
noisy acoustic channels with unknown 
real impulse responses. We extend the 
blind channel estimation problem to 
two channels quite naturally:

.1s< <m+

min h s x hi i h i
i

s

2
2

1
1

2

,h si
)< < < <m- +

=

^ h/

Further, we may add a differentiable 
1-D TV-like term to promote sharp 
transitions and stretches of nearly con-
stant signal values (e.g., where the 
channel impulse response is constant 
for brief periods). The true TV semi-
norm of h  may be computed as 

hD 1< < , where D  is the operator that 
subtracts consecutive pairs of elements 
of h: { }h h hD j j j1= -+ . We can, in 
fact, form D  as a sparse matrix and 
compute D)  easily. To “soften” the TV 
norm to a differentiable term, we may 
use the Huber function, defined as

( )
.

L z
z

z

z

z

2
1

2
1

2

2

#

d d

d

d
=

-
d ` j*

The Huber function is commonly used 
in regression with outliers, as it is linear 
for z 2 d , and so it is less sensitive to 
outliers. Unlike · 1< < , the Huber func-
tion is differentiable for all z. We can 
approximate the TV norm with 

: ( ) /h h L hD D1TV< < .< < d= d . The aug-
mented problem, with the differentiable 
TV-like term is
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= -
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+ +

d

d

d

=

^ h/
(6)

It is straightforward to include the “soft” 
TV term in the gradients, and we can use 
standard first-order algorithms to solve 
the augmented problem. Simulated data 
containing an impulsive source, two 
underwater acoustic channel impulse 
responses, and the two outputs of the 
underwater channels were provided by 
[11]. The simulation also added zero 
mean Gaussian noise with standard devi-
ation 0.005. We used the two channel out-
puts to attempt to recover the impulsive 
source and channel impulse responses.

We take . , . ,0 1 0 01 ,h s h TVm m m= = =

.0 01, and .0 1d =  for the Huber func-
tions (·)Ld . We initialized hi  and s
with zero mean Gaussian random 
numbers with unit standard deviation. In 
practice, we may not know the true 
lengths of hi  and s, K and N, respec-
tively. We do know the length of the 
observed signals, which is K N 1+ - . In 
this example, K 894=  and ,N 1 717= ,
and we guess K 844est =  and Nest =

,1 767. We used L1General [12] to find 
a local solution of the augmented 
problem (6). The initial guesses for hi

and s were drawn from the standard 
normal distribution.

The results of the recovery are shown 
in Figure 4. We show the output and 
channel impulse response for only the 
first channel; the second channel is simi-
lar. Researchers studying the acoustic 
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channel are mainly interested in the time 
delays between peaks and relative phase 
shifts [11]. Besides the overall magni-
tude ambiguity and time shift, it appears 
we can accurately estimate the time 
delays and phase shifts between the 
peaks of the channel response.

Discussion
We have demonstrated a framework for 
computing the adjoint of discrete wave-

let transforms, which arise in gradient 
computations in optimization prob-
lems. The framework separates the 
action of the wavelet transform and the 
signal extension operator. The half-
point symmetric extension is a com-
mon choice, and we have provided its 
transpose, but other extension operators 
can readily be cast into the framework. 
For many practical purposes, it appears 
that the adjoint operator is remarkably 

close to the pseudoinverse transform, 
however, implementing the true adjoint 
is just a simple matter of handling the 
signal extension operation.

Another interesting adjoint appears 
in a blind channel estimation optimiza-
tion problem. The convolution of two 
variables, which is a nonlinear opera-
tion, can be written as a matrix-vector 
product in two ways. With this view-
point, deriving the gradient becomes 
simple and a fast implementation is 
immediate. For an impulsive source 
sent through a simulated underwater 
acoustic channel, the blind channel esti-
mation problem is able to accurately 
recover important details of the acoustic 
channel response.

Supplementary material
This article has supplementary down-
loadable material available at https://
g i thub.com/jamesfolber th / ieee_
adjoints, provided by the authors. The 
material includes MATLAB imple-
mentations of the adjoint operators dis-
cussed in this lecture note. Contact 
james.folberth@colorado.edu for fur-
ther questions about this work.
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FIGURE 4. The blind channel estimation via problem (6) for a simulated underwater acoustic im-
pulsive source. Shown are the (a) true and estimated first channel output, (b) first channel impulse 
response, and (c) source. There are obvious magnitude and time shift differences, but the estimated 
channel output and channel impulse response are remarkably similar in structure and potentially 
useful for studying the underwater channel. 
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Reducing Quantization Errors for Inner-Product Operations 
in Embedded Digital Signal Processing Systems

I nner-product operations are used 
extensively in embedded digital sig-
nal processing (DSP) systems. Their 

applications range from signal process-
ing (filtering/convolution) to inference 
(classification). In embedded systems, 
resources (energy, area, etc.) are typically 
highly constrained, making tradeoffs 
with computational precision a funda-
mental concern. Indeed, with increasing 
re  quirements on algorithmic per-
formance, many systems are trending 
toward higher computational precision to 
ensure accuracy of results. 

This article describes an approach 
to significantly enhance accuracy for 
inner-product operations at very low bit 
precisions, significantly improving the 
energy/area-versus-accuracy tradeoffs 
traditionally incurred [1]. Low-energy 
embedded systems often employ linear, 
fixed-precision representation for oper-
ands due to the simplicity and relative 
efficiency at lower dynamic range. We 
focus on the use of a floating-point rep-
resentation. For specific distributions 
of operands very commonly observed, 
such a representation substantially 
enhances the accuracy of most oper-
ands. However, particularly at the low 
bit precisions we focus on, it raises the 
issue that many operands can incur a 
large quantization error, much greater 
than that with standard linear, fixed-
precision representation. To address 
this, a simple optimization is applied 

within the quantization process, which 
is shown to significantly improve accu-
racy at a given bit precision. By targeting 
the way in which operands are repre-
sented, the approach incurs no added 
hardware or computational overheads 
and in fact is shown to reduce energy 
and area thanks to simplified computa-
tion associated with the representation.

A distribution of operands 
commonly encountered
An inner-product operation can be repre-
sented as follows:

.y h x
i i i=/ (1)

Here, xi  is input data, while hi  is 
typically predefined coefficients. For 
example, in the case of a finite impulse 
response (FIR) filter, xi  are signal sam-
ples to be filtered, while hi  are the filter 
coefficients; in the case of a perceptron 
(i.e., linear classifier), xi  are input fea-
ture elements, while hi  are the weights 
and bias. Quite often, the distribution 
of hi  values can result in severe quan-
tization errors when implementing the 
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FIGURE 1. The distribution of filter coefficients for a low-pass FIR filter, with (a) standard linear fixed-
point quantization and (b) floating-point representation.
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inner-product operation in finite preci-
sion, as in an embedded DSP system. 
As an example, Figure 1 shows the dis-
tribution of hi  values for a low-pass 
FIR filter (plotted is sinh c ni i~= ^ h
for , ).n 10 10i !~ r r-6 @ ). The situa-
tion is similar for band-pass filters, for 
instance, achieved by modulating the 
low-pass impulse response with a sinu-
soid. With standard linear, fixed-point 
quantization, as shown in Figure 1(a), 
the majority of the coefficients fall in 
low-value bins. This implies inefficient 
use of the available dynamic range. 
Even worse, depending on the level 
of quantization, many of the hi  values 
fall in the zero-valued bin, resulting in 
severe output errors, as the number of 
such elements can generally be quite 
high. Such a result is commonly ob-
served, e.g., high-order FIR filters 
(low pass, band pass), linear regression 
under near colinearity conditions, etc. 
[2]. To address this, we consider em-
ploying a floating-point representation. 
First, we examine a standard floating-
point representation in terms of how it 
impacts the quantization error. Then, 
we examine the new opportunity this 
raises for optimizing the quantization 
error. Note that we assume that xi  re-
mains in a fixed-point representation, as 
this may be determined by the preced-
ing signal processing stage and there-
fore required for system simplicity (i.e., 
to avoid the overhead of explicitly al-
tering the representation). Thus, the 
approach actually employs a mixed 
fixed-/floating-point representation.

Mixed fixed-/floating-point 
computation
The potential benefit of using float-
ing-point representation for hi  is that 
increased resolution is allocated where 
the density of hi  values is greatest, i.e., 
low-valued bins. Further, no hi  values fall 
in a zero-valued bin. As illustrated in Fig-
ure 1(b), by spanning more quantization 
bins, such a representation leads to more 
efficient use of the available dynamic 
range for the example of the low-pass 
FIR filter.

To be more precise, the floating-
point representation used for hi  is shown 
in (2)–(5), where li  represents the sign 

of ,hi si  represents the exponent, and 
m1 i+  represents the significand in the 

range of ,1 2h6 . Among these param-
eters, only mi  can take on continuous 
values. Thus, values of mi  in the range 
of ,0 1h6  must be quantized (mit ) for sys-
tem implementation.

h l m2 1i i
s

i
i# #= +^ h (2)

l sign hi i= ^ h (3)

logs hi i2= 6 @ (4)

.m
h

2
1logi h

i

i2
= -6 @ (5)

There is a practical consideration in 
choosing the number of bits assigned 
to mi  and si . For example, (6) and (7)
show two approaches to represent the 
number 100-  with 6 bits when using 
floating-point representation. The first 
approach assigns more bits to si , thus 
can represent a larger range of hi  (i.e., 

 ).minmax h h 2 2versusi i
16 8.^ ^h h

On the other hand, the second approach 
achieves a higher resolution within the 
range by assigning more bits to mi  (i.e., 
Δ . .m 0 5 0 25versusi = ). Thus, how to 
best allocate the bits is determined by 
the distribution of hi ; as a rule of thumb, 
we start by allocating just enough bits 
for si  to cover the full range of hi  (i.e., 

minmax h hi i^ ^h h), and then allo-
cate bits to mi  to achieve the highest 
bin resolution

; ;l b s b m b1 0 4 0110 1 1i i i= = =l l lt (6)

; ; .l b s b m b1 0 3 110 2 10i i i= = =l l lt

(7)

Now, let’s explore the benefits afforded 
by such a mixed fixed-/-floating-point re -
presentation. The first benefit, first seen in 
Figure 1, is shown more explicitly through 
quantization-error histograms in Figure 2.
Here, we consider two types of FIR filters 
that are used within a seizure-detection 
system [3], which is employed later in the 
experimental demonstration for detailed 
analysis of the approach. The system 
extracts spectral-energy features from 
electroencephalogram (EEG) data sam-
pled at 256 Hz. Since seizure-detection 
features correspond to low-frequency 
ranges, the system employs front-
end decimation, implemented using a 

256-order low-pass FIR filter. Follow-
ing this, eight 64-order band-pass FIR 
filters (centered from 0 to 21 Hz) are 
used to isolate the signal in 3-Hz bands, 
for subsequent energy accumulation 
over a 2-second epoch. Then, the spec-
tral-energy features from three consec-
utive epochs are combined to form the 
overall feature vector. Note that only 
one band-pass feature-extraction filter 
is considered for illustration, though all 
have similar coefficient distributions

As seen in Figure 2, floating-point 
representation has a quantization error 
with greatest density at values well be-
low 1 least significant bit (LSB), while 
fixed-point representation has a quanti-
zation error more evenly distributed up 
to 1 LSB. However, we also see that, 
with fixed-point representation, the 
quantization error is limited to 1 LSB; on 
the other hand, with floating-point rep-
resentation, the quantization error can 
exceed 1 LSB. Indeed, for the examples 
shown, there are many cases where the 
errors far exceed 1 LSB. This can lead 
to a significant error. To address this, the 
error can be further minimized thanks 
to a simple optimization enabled by the 
floating-point representation. This is de-
scribed next, using the concrete example 
of the seizure-detection system to illus-
trate the approach and its rationale.

However, before proceeding, we 
high  light an additional benefit of float-
ing-point representation, which is that it 
leads to an implementation for multiplier 
hardware that consumes less energy and 
area. The reason is that input signals now 
only need to multiply with mit , which is 
represented by fewer bits compared to 
hi . The remaining operations are sim-
ply barrel shifting and sign application, 
which can be trivially implemented. 
Given the prominence of multiplica-
tion operations in DSP systems, this can 
present a significant advantage.

Optimizing the quantization error
This section discusses the optimization 
enabled by floating-point representation 
to further reduce the quantization error. 
The opportunity arises from the fact 
that, in DSP systems, outputs can often 
be scaled arbitrarily. For instance, in the 
case of fixed-point representation, this is 
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often done to best utilize the available 
dynamic range of the system. On the 
other hand, in the case of a floating-point 
representation, which affords represen-
tation of very large-valued numbers, 
let’s consider how multiplication of all 
hi  values by a single positive factor a
improves utilization of dynamic range, 
but in a different way. The approach is 
shown in Figure 3. With floating-point 
representation of the quantization lev-
els, multiplication by a  can be used to 
move the hi s closer to the quantization 
levels. This is made possible because, 
with the large range that can be covered 

using floating-point representation, we 
can ensure that all values remain within 
the representation bounds even after the 
multiplication. With this ensured, the 
question now is simply how to find an 
optimal a  that leads to minimum output 
error yf t  for the inner-product operation.

With the scaling parameter a  applied 
to each hi , the resulting outputs y  can 
now be expressed as in (8). Quantiza-
tion of hia  ( hia\) then affects the output 
value as shown in (9). Thus, the output 
error caused by quantization of hi  can 
be expressed as in (10). Notice here hi  is 
assumed to be predefined values, while 

xi  is assumed to be drawn from a sta-
tistical distribution corresponding to the 
input Xi . As a result, output error yf t  is 
also a statistical distribution, which is 
parameterized by .a

y h x
i i i$a a=^ ^h h/ (8)

y h x
i i i$a a=t^ ^h h\/ (9)

.
h x h x

y
i

i i
i

i i
f

a

a a
=

-/ /
t

^ ^h h\
(10)

To find the optimal a  that minimize out-
put error yf t , we proceed by first finding 
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FIGURE 2. A comparison of quantization error for fixed-point and floating-point quantization of FIR filter coefficients. FIR filters are from an EEG-based 
seizure-detection application consisting of low-pass decimation and band-pass feature extraction.
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the distribution of output error .EYt  This 
requires us to know the distribution of 
inputs .Xi  Note here that capital letters 
are used for representing the distribution 
of signal samples, rather than a signal. 
For simplifying our discussion without 
loss of generality, we present the optimi-
zation approach through an example. We 
focus on FIR filtering required within 
the EEG-based seizure-detection system 
[3], which allows us to specify Xi  for the 
EEG data. For other applications, the 
same approach may be applied but with a 
corresponding assumption on the statisti-
cal distribution Xi .

First, for FIR filtering, we assume 
the distribution of Xi  over i  is identi-
cal as all samples are drawn from the 
same signal source. We also make the 
assumption here that all Xi  is indepen-
dently distributed. Notice that inde-
pendence may not hold in many cases. 
Nonetheless, the assumption is made 
for convenience of the derivation, and 
its validity is later verified through 
simulation of a practical application. 
The distribution of EEG samples 
(derived from actual patient signals) 
is shown in Figure 4(a). We model 
samples of the EEG data by a normal 
distribution ~ ,  .X N 0i

2v^ h The vari-
able of interest, EYt , can be derived as 
shown in (11). Note that we deliber-
ately leave out the scaling parameter a
here for simplicity of expression. With 
the previously stated assumptions on 
the input ,Xi  the distribution of EYt

can be derived, as shown in (12). As 
seen, the output error is also normally 

distributed, with zero mean and vari-
ance dependent on the squared sum 
of the error on all hi . Notice, it can be 
concluded from the previous deriva-
tions that the output Yt  itself also fol-
lows a zero-mean normal distribution. 
This implies that the same analysis can 
be applied in a scenario where inner-
product operations are cascaded

E Y Y h X h X

h h X X
i i

i i

Y i i i i

i i i h ii

$ $

$ $f

= - = -

= - =

t t

t

t

t^ h
/ /

/ /
(11)

~ ,  .E N 0
iY h

2 2
if vt t^ h/ (12)

Using (12), a reasonable objective fun -
ction Ch a^ h would be one as shown 
in (13) that minimizes the variance 
of output error over possible values 
of the scaling factor .a  Within this 
function, hif t can be derived as shown 
in (14), where li , ,si  and mi  can be 
directly specified from hi  as previ-
ously shown in (3)–(5), and mit  can 
be obtained from quantizing mi , as 

in (15), with k  being the quantization 
level. Consequently, for a given set of 
hi , hif t  is only a function of .a  Note, 
however, this function is not convex. 
It is not even continuous due to the 
quantization operation applied to .mit

Fortunately, there is a structure to this 
function, making the optimization pro  -
blem trivial to solve.

, ,min C Rh !a a
a

+^ h
             where C

ih h
2
ia f a= t^ ^h h/ (13)

h h l m

l m

l m m

2 1

2 1

2

h i i i
s

i

i
s

i

i
s

i i

i
i

i

i

$ $

$ $

$ $

f = - = +

- +

= -

t

t

t

t

^
^

^
h
h

h
(14)

.m m 2 2i i
k k$=t 6 @ (15)

To see the structure, (16) modifies (14) 
by applying the a  scaling factor. After 
plugging in (3)–(5) and (15), it can be 
seen that a  only appears in the cost 
function in the form of ,f a^ h  shown 
in (17). From this, it can be easily 
seen that f f 2a a=^ ^h h for .R6 !a +

This indicates that the cost function in 
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FIGURE 3. Introducing the scaling parameter a to enable coefficient optimization.
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(13) is a repeating function of .a  As 
a result, a global minimum of Ch a^ h
exists in the range ,1 2h6 . Thus, the 
optimization is easily solved numeri-
cally by sweeping a  within this range. 
For the filter considered, Figure 4
shows the resulting cost function and 
how its value is improved by the opti-
mal choice of a

h h

l m m2

h
i i

i

s

i i

i

i

$ $

f a
a

a a

a
a a

= -

= -
a

t

t ^
^ ^^

h
h hh

6 @

\

(16)

   .f 2 log hi2a a= a^ ^h h6 @ (17)

Summary of approach
Below, the specific procedure for apply-
ing the optimization generally to mini-
mize quantization error is provided.
1) Select a precision requirement for 

hi  (based on preferred tradeoff of 
computational accuracy and hard-
ware complexity), e.g., 6 bits in our 
application.

2) Perform floating-point quanti-
zation of hi  [assigning bits to sig-
nificand and exponent based on 
the corresponding dynamic range 

minmax h hii^ ^h h].
3) Determine the scaling parameter a .

a) Model the statistical distribution 
of inputs Xi .

b) Compute the distribution of out-
put error yf t  due to quantization 
of hi  [see (10)].

c) Define a cost function based 
on the distribution of output 
error .yf t

d) Minimize the cost function to 
find optimal .a

4) Redetermine the quantization for hi

with the scaling parameter .a
5) Only if the absolute value of output 

y  is critical, apply multiplication by 
/1 a  to the outputs.

Note that, when required, the energy 
of Step 5 is greatly amortized since 
it involves one multiplication, com-
pared to many in the preceding con-
volution operation.

Experimental demonstration
For demonstration, the presented app-
roach is applied to the EEG-based 
seizure-detection system of Figure 2.
For analysis and demonstration of the 
approach, three hardware implemen-
tations of filters are compared, each 
employing 6–10 bits for representing .hi

The first implementation is a conven-
tional fixed-point FIR filter. The second 
implementation is the mixed fixed-/float-
ing-point FIR filter without any a  opti-
mizaton. For this, si  is assigned 4 b for 
the decimation filter and 3 b for the band-
pass filter to address the required range 

of hi minmax h h k37i i .^^ ^h h  for 
the decimation filter, and 500 for the 
band-pass filter). mi  is assigned corre-
spondingly for 6–10 bit overall precision 
of hi . The third implementation is the 
presented mixed fixed-/floating-point 
FIR filter with a  optimization. Simula-
tion results are presented using 210 sec-
onds of EEG data (sampled at 256 Hz). 
All implementations are developed in 
both MATLAB and Verilog RTL. For 
analysis of quantization error, the MAT-
LAB implementations are used. For 
hardware energy and area analysis, the 
Verilog implementations are synthesized 
to standard cells and laid out in a 32-nm 
complementary metal–oxide–semicon-
ductor technology, with transistor-level 
postlayout simulations performed using 
NanoSim.

The results in Figure 5 focus on quan-
tization errors. The histograms show the 
quantization error distributions for the 
decimation filter and band-pass filter 
after applying the optimization. Com-
paring Figure 5 to Figure 2, we can see 
that with a  optimization applied to the 
mixed fixed-/floating-point approach, 
the quantization errors are more densely 
clustered close to zero. The output error 
resulting from the three implementa-
tions for 6-bit coefficient representa-
tion are also compared. The samples 
are ordered based on the magnitude of 
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FIGURE 5. The reduction of quantization error by applying the presented optimization.
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the output values to aid visualization. 
As seen, fixed-point coefficient repre-
sentation results in substantial error. 
While floating-point coefficient repre-
sentation reduces this, the error is sub-
stantially reduced even further thanks 
to a  optimization.

Figure 6 provides an overall summary, 
showing the output error (due to quantiza-
tion), computational energy, and hardware 
area, versus bit level 
for representing ,hi  for 
the three implemen-
tations. The output 
error corresponds to 
the root-mean-square 
error of the output 
computed with 6-bit 
quantized filter co-
efficients hi  versus double-precision 

,hi  normalized to the root-mean-
square value of the output computed 
with double -precision .hi  The com-
putational energy is the average energy 
per inner-product operation determined 

from postlayout transistor-level (Nano-
Sim) simulation of the accelerator, and 
the hardware area is represented as the 
equivalent number of NAND gates for 
the implementation (note that the en-
ergy and area of the mixed fixed-/
floating-point representation imple-
mentation is the same with and with-
out a  optimization). The presented 
implementation with optimization leads to 

a substantially lower 
error than an imple-
mentation based on 
fixed-point coeffi-
cient representation, 
especially at low bit 
levels. For example,
for the decimation 
filter alone, the pre-

sented approach leads to a 37# error 
reduction compared to a conventional 
fixed-point implementation at the 6-bit 
level. When considering cascading of the 
decimation filter and band-pass filter, the 
corresponding error reduction is 28 .#   

Comparing the energy consumption 
and hardware complexity, for the fixed-
point and mixed fixed-/floating-point 
implementations, the presented ap-
proaches also lead to hardware-re-
source savings in addition to reducing 
errors (note, the computational energy 
and hardware area with and without a
optimization are equivalent). As an ex-
ample, at the 6-bit level, the presented 
approach leads to 1.4# energy savings 
and 1.2# area savings compared to con-
ventional fixed-point implementation. 
Indeed, that approach is shown to yield 
such advantages in a broad range of sys-
tem implementations, involving convo-
lution operations for various tasks (e.g., 
[4] presents its use for optimizing the 
implementation of a linear classifier).

Summary
The energy-precision tradeoff as-
sociated with quantization in a DSP 
system has always been a critical con-
cern during design. Considering the 
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The energy-precision 
tradeoff associated
with quantization in a DSP
system has always been a 
critical concern
during design.
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im  portance of inner-product operations, 
this article focuses on an approach by 
which this tradeoff can be substan-
tially improved. The first aspect of the 
approach is the use of a mixed fixed-/
floating-point representation, by which 
the dynamic range is more efficiently 
used. The second aspect is a simple op-
timization enabled by the representation 
whereby quantized coefficients can all 
be scaled to minimize the overall error 
incurred. Filters within an EEG-based 
seizure-detection system are used to 
demonstrate the approach. Substantial 
reduction in the error, computational 
energy, and hardware area is observed 
as a result of the approach.
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John R. Hershey,  MERL
 Tomohiro Nakatani,  NTT

Important Dates: 
Paper Submission:  

June 29, 2017

Paper Notification: 
August 31, 2017

Early Registration Period: 
August 31 - Oct 5, 2017 

Camera Ready Deadline:  
Sept 21, 2017

More Information: 

info@asru2017.org

IEEE Automatic Speech Recognition and Understanding Workshop  

The biennial IEEE ASRU workshop has a tradition of bringing 
together researchers from academia and industry in an
intimate and collegial setting to discuss problems of common 
interest in automatic speech recognition, understanding, and 
related fields of research. The workshop includes keynotes, 
invited talks, poster sessions and will also feature challenge 
tasks, panel discussions, and demo sessions. 

Automatic speech recognition 
ASR in adverse environments 
New applications of ASR
Speech-to-speech translation 
Spoken document retrieval 
Multilingual language processing 
Spoken language understanding 
Spoken dialog systems 
Text-to-speech systems 

Okinawa, Japan,  
December 16-20, 2017
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Adaptation, Detection, Estimation, and Learning 
Distributed detection and estimation 
Distributed adaptation over networks
Distributed learning over networks
Distributed target tracking 
Bayesian learning; Bayesian signal processing
Sequential learning over networks 
Decision making over networks 
Distributed dictionary learning 
Distributed game theoretic strategies
Distributed information processing 
Graphical and kernel methods 
Consensus over network systems 
Optimization over network systems 

Communications, Networking, and Sensing 
Distributed monitoring and sensing 
Signal processing for distributed communications and 
networking
Signal processing for cooperative networking 
Signal processing for network security 
Optimal network signal processing and resource 

Modeling and Analysis 
Performance and bounds of methods
Robustness and vulnerability
Network modeling and identification

Modeling and Analysis (cont.)
Simulations of networked information processing 
systems
Social learning  
Bio-inspired network signal processing 
Epidemics and diffusion in populations

Imaging and Media Applications 
Image and video processing over networks 
Media cloud computing and communication 
Multimedia streaming and transport 
Social media computing and networking 
Signal processing for cyber-physical systems 
Wireless/mobile multimedia 

Data Analysis 
Processing, analysis, and visualization of big data 
Signal and information processing for crowd 
computing 
Signal and information processing for the Internet of 
Things 
Emergence of behavior 

Emerging topics and applications 
Emerging topics 
Applications in life sciences, ecology, energy, social 
networks, economic networks, finance, social 

transportation, and other areas of science and 
engineering 

allocation 

sciences, smart grids, wireless health, robotics, 

SIGNAL AND INFORMATION PROCESSING 
OVER NETWORKS

Now accepting paper submissions

__________________________________

______________________

IEEE TRANSACTIONS ON

The new publishes high-quality papers 
that extend the classical notions of processing of signals defined over vector spaces (e.g. time and space) to 
processing of signals and information (data) defined over networks, potentially dynamically varying. In signal 
processing over networks, the topology of the network may define structural relationships in the data, or 
may constrain processing of the data. Topics of interest include, but are not limited to the following:

Editor-in-
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OCTOBER 2016 VOLUME 24 NUMBER 10 ITASFA (ISSN 2329-9290)

REGULAR PAPERS

Estimation of Room Acoustic Parameters: The ACE Challenge http://dx.doi.org/10.1109/TASLP.2016.2577502 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J. Eaton, N. D. Gaubitch, A. H. Moore, and P. A. Naylor 1681

Efficient Implementation of Global Variance Compensation for Parametric Speech Synthesis
http://dx.doi.org/10.1109/TASLP.2016.2580298 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . T. Nose 1694

Generative Modeling of Pseudo-Whisper for Robust Whispered Speech Recognition http://dx.doi.org/10.1109/TASLP.2016.2580944 . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. Ghaffarzadegan, H. Bořil, and J. H. L. Hansen 1705

A Generalized Nonnegative Tensor Factorization Approach for Distant Speech Recognition With Distributed
Microphones http://dx.doi.org/10.1109/TASLP.2016.2580943 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. Mirsamadi, and J. H. L. Hansen 1721

Adaptive Filtered-x Algorithms for Room Equalization Based on Block-Based Combination Schemes
http://dx.doi.org/10.1109/TASLP.2016.2583065 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . L. Fuster, M. de Diego, L. A. Azpicueta-Ruiz, and M. Ferrer 1732
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Variational Bayesian Inference for Source Separation and Robust Feature Extraction http://dx.doi.org/10.1109/TASLP.2016.2583794 . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K. Adiloğlu, and E. Vincent 1746

Auditory Model-Based Dynamic Compression Controlled by Subband Instantaneous Frequency and Speech Presence
Probability Estimates http://dx.doi.org/10.1109/TASLP.2016.2584705 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. Kortlang, G. Grimm, V. Hohmann, B. Kollmeier, and S. D. Ewert 1759

Differentiable Pooling for Unsupervised Acoustic Model Adaptation http://dx.doi.org/10.1109/TASLP.2016.2584700 . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . P. Swietojanski, and S. Renals 1773

Optimal Microphone Array Observation for Clear Recording of Distant Sound Sources http://dx.doi.org/10.1109/TASLP.2016.2585879 . . . . . .
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Spherical Harmonic Signal Covariance and Sound Field Diffuseness http://dx.doi.org/10.1109/TASLP.2016.2585862 . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N. Epain, and C. T. Jin 1796

Near and Far Field Speech-in-Noise Intelligibility Improvements Based on a Time–Frequency Energy Reallocation
Approach http://dx.doi.org/10.1109/TASLP.2016.2585864 . . . . . . . . . . . . . .. . . . . . . . . . . . . . T.-C. Zorilă, Y. Stylianou, T. Ishihara, and M. Akamine 1808

Similar Word Model for Unfrequent Word Enhancement in Speech Recognition http://dx.doi.org/10.1109/TASLP.2016.2585863 . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . X. Ma, D. Wang, and J. Tejedor 1819

Summarizing Meeting Transcripts Based on Functional Segmentation http://dx.doi.org/10.1109/TASLP.2016.2585859 . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . M. H. Bokaei, H. Sameti, and Y. Liu 1831

Abstractive Cross-Language Summarization via Translation Model Enhanced Predicate Argument Structure Fusing
http://dx.doi.org/10.1109/TASLP.2016.2586608 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J. Zhang, Y. Zhou, and C. Zong 1842

A Morphological Model for Simulating Acoustic Scenes and Its Application to Sound Event Detection
http://dx.doi.org/10.1109/TASLP.2016.2587218 . . . . . . . . . . . . . . . . . . . . . . . . . . . . G. Lafay, M. Lagrange, M. Rossignol, E. Benetos, and A. Roebel 1854

Parallel Reference Speaker Weighting for Kinematic-Independent Acoustic-to-Articulatory Inversion
http://dx.doi.org/10.1109/TASLP.2016.2588340 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A. Ji, M. T. Johnson, and J. J. Berry 1865
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Call for Papers 

Special Issue on Biosignal-based Spoken Communication

in the IEEE/ACM Transactions on Audio, Speech, and Language Processing (TASLP)

Speech is a complex process emitting a wide range of biosignals, including, but not limited to, acoustics. These 
biosignals – stemming from the articulators, the articulator muscle activities, the neural pathways, or the brain 
itself – can be used to circumvent limitations of conventional speech processing in particular, and to gain insights 
into the process of speech production in general. 

Research on biosignal-based speech capturing and processing is a wide and very active field at the intersection of 
various disciplines, ranging from engineering, electronics and machine learning to medicine, neuroscience, 
physiology, and psychology. Consequently, a variety of methods and approaches are thoroughly investigated, 
aiming towards the common goal of creating biosignal-based speech processing devices and applications for 
everyday use, as well as for spoken communication research purposes. 

We aim at bringing together studies covering these various modalities, research approaches, and objectives in a 

Special issue of the IEEE Transactions on Audio, Speech, and Language Processing
entitled

Biosignal-based Spoken Communication.

For this purpose we will invite papers describing previously unpublished work in the following broad areas: 

Capturing methods for speech-related biosignals: tracing of articulatory activity (e.g. EMA, PMA, ultrasound, 
video), electrical biosignals (e.g. EMG, EEG, ECG, NIRS), acoustic sensors for capturing whispered / 
murmured speech (e.g. NAM microphone), etc.
Signal processing for speech-related biosignals: feature extraction, denoising, source separation, etc.
Speech recognition based on biosignals (e.g. silent speech interface, recognition in noisy environment, etc.). 
Mapping between speech-related biosignals and speech acoustics (e.g. articulatory-acoustic mapping)
Modeling of speech units: articulatory or phonetic features, visemes, etc.
Multi-modality and information fusion in speech recognition
Challenges of dealing with whispered, mumbled, silently articulated, or inner speech
Neural Representations of speech and language
Novel approaches in physiological studies of speech planning and production
Brain-computer-interface (BCI) for restoring speech communication
User studies in biosignal-based speech processing
End-to-end systems and devices
Applications in rehabilitation and therapy

Submission Deadline: November 2016
Notification of Acceptance: January 2017
Final Manuscript Due: April 2017
Tentative Publication Date: First half of 2017

Editors: 
Tanja Schultz (Universität Bremen, Germany) tanja.schultz@uni-bremen.de (Lead Guest Editor)
Thomas Hueber (CNRS/GIPSA-lab, Grenoble, France) thomas.hueber@gipsa-lab.fr
Dean J. Krusienski (ASPEN Lab, Old Dominion University) dkrusien@odu.edu
Jonathan Brumberg (Speech-Language-Hearing Department, University of Kansas) brumberg@ku.edu
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OCTOBER 2016 VOLUME 25 NUMBER 10 IIPRE4 (ISSN 1057-7149)

PAPERS

VITRAIL: Acquisition, Modeling, and Rendering of Stained Glass http://dx.doi.org/10.1109/TIP.2016.2585041 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N. Thanikachalam, L. Baboulaz, P. Prandoni, S. Trümpler, S. Wolf, and M. Vetterli 4475

Adaptive Image Denoising by Mixture Adaptation http://dx.doi.org/10.1109/TIP.2016.2590318 . . . . . . E. Luo, S. H. Chan, and T. Q. Nguyen 4489
Query-Driven Approach to Face Clustering and Tagging http://dx.doi.org/10.1109/TIP.2016.2592703 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . L. Zhang, X. Wang, D. V. Kalashnikov, S. Mehrotra, and D. Ramanan 4504
Query-Adaptive Hash Code Ranking for Large-Scale Multi-View Visual Search http://dx.doi.org/10.1109/TIP.2016.2593344 . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . X. Liu, L. Huang, C. Deng, B. Lang, and D. Tao 4514
Scale-Aware Pixelwise Object Proposal Networks http://dx.doi.org/10.1109/TIP.2016.2593342 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Z. Jie, X. Liang, J. Feng, W. F. Lu, E. H. F. Tay, and S. Yan 4525
Multimodal Discriminative Binary Embedding for Large-Scale Cross-Modal Retrieval http://dx.doi.org/10.1109/TIP.2016.2592800 . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . D. Wang, X. Gao, X. Wang, L. He, and B. Yuan 4540
Visual Tracking via Coarse and Fine Structural Local Sparse Appearance Models http://dx.doi.org/10.1109/TIP.2016.2592701 . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . X. Jia, H. Lu, and M.-H. Yang 4555
Hyperspectral Unmixing in Presence of Endmember Variability, Nonlinearity, or Mismodeling Effects

http://dx.doi.org/10.1109/TIP.2016.2590324 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A. Halimi, P. Honeine, and J. M. Bioucas-Dias 4565
Sparse Representation With Spatio-Temporal Online Dictionary Learning for Promising Video Coding

http://dx.doi.org/10.1109/TIP.2016.2594490 . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . W. Dai, Y. Shen, X. Tang, J. Zou, H. Xiong, and C. W. Chen 4580
Image Segmentation Using Hierarchical Merge Tree http://dx.doi.org/10.1109/TIP.2016.2592704 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . T. Liu, M. Seyedhosseini, and T. Tasdizen 4596
Enhanced Use of Mattes for Easy Image Composition http://dx.doi.org/10.1109/TIP.2016.2593345 . . .. . . W. Wang, P. Xu, X. Bie, and M. Hua 4608
Web Image Search Re-Ranking With Click-Based Similarity and Typicality http://dx.doi.org/10.1109/TIP.2016.2593653 . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . X. Yang, T. Mei, Y. Zhang, J. Liu, and S. Satoh 4617
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3rd IEEE International Conference on Network Softwarization
SOFTWARIZATION SUSTAINING A HYPER-CONNECTED WORLD: EN ROUTE TO 

5G

3-7 JULY 2017, BOLOGNA, ITALY
http://sites.ieee.org/netsoft—CALL FOR PAPERS

The 3rd IEEE International Conference on Network Softwarization (NetSoft 2017) will be held July – at the 
University of Bologna in Bologna, Italy. IEEE NetSoft is the flagship conference of the IEEE SDN Initiative which 
aims to address Softwarization of networks and systemic trends concerning the convergence of Cloud Computing, 
Software-Defined Networks, and Network Function Virtualization.

TOPICS OF INTEREST
Authors are invited to submit papers that fall into the area of software-defined and virtualized infrastructures. Topics 
of interest include, but are not limited to, the following:

SDN and NFV as enabling technologies for 5G
From Cloud Computing to Edge-Fog Computing
5G Functional Decomposition and Infrastructure slicing
5G sustainable ecosystems: IoT, Industry 4.0, Pervasive 
Robotics, Self-driving vehicles, Tactile Internet, Immersi-
ve Communications, Artificial Intelligence applications
Software Defined infrastructures for Public Protection 
and Disaster Relief (PPDR) network services
Service Function Chaining for NFV: Modeling, composi-
tion algorithms, deployment
Intent-based interfacing for NFV
SDN/NFV Network & Service Orchestration and Mana-
gement
Management of federated SDN/NFV infrastructure and 
frameworks

Real time operations and efficient network/service moni-
toring in SDN/NFV
Performance and scalability issues in NFV implementa-
tion scenarios
Traffic Engineering and QoS/QoE in SDN/NFV
APIs, protocols and languages for programmable net-
works and Software-Defined Infrastructure
SDN switch/router architectures/designs
SDN/NFV issues and opportunities for security, trust 
and privacy
Experience reports from experimental testbeds and de-
ployment 
Softwarized platforms for Internet-of-Things (IoT)
New value chains and business models

SCOPE
The telecommunications landscape will change radically in the next few years. Pervasive ultra-broadband, program-
mable networks, and cost reduction of IT systems are paving the way to new services and commoditization of tele-
communications infrastructure while lowering entrance barriers for new players and giving rise to new value chains.   
While this results in considerable challenges for service providers, this transformation also brings unprecedented 
opportunities for the Digital Society and the Digital Economy related to emerging new services and applications.  
Examples include Tactile Internet of Things, Industry 4.0, Cloud Robotics, and Artificial Intelligence. 5G will both ex-
ploit and accelerate this transformation.  

NetSoft 2017 aims to capture the theme of Softwarization Sustaining a Hyper-connected World: en route to 5G and 
serve as forum for researchers to discuss the latest advances in this area.  NetSoft 2017 will feature technical paper, 
keynotes, tutorials, and demos and exhibits from world-leading experts representing operators, vendors, research 
institutes, open source projects, and academia.

PAPER SUBMISSION
Authors are invited to submit original contributions (written in English) in PDF format. Only original papers not publi-
shed or submitted for publication elsewhere can be submitted. Papers can be of two types: full (up to 9 pages) or 
short (up to 5 pages) papers. Full Papers accepted as short Papers will be required to be reduced to 5-pages length. 
Papers should be in IEEE 2-column US-Letter style using IEEE Conference template (

) and submitted in PDF format via JEMS at: 
. Papers exceeding these limits, multiple submissions, and self-plagiarized papers 

will be rejected without further review. All submitted papers will be subject to a peer-review process. The accepted 
papers will be published in IEEE Xplore, provided that the authors do present their paper at the conference. 

IMPORTANT DATES
December 5, 2016: Technical Papers deadline

December 15, 2016: Workshop Submission deadline
March 6, 2017: Paper submission acceptance notification

April 10, 2017: Full Conference Pa
May 30, 2017: Early-Bird Registration

GENERAL CO-CHAIRS
Antonio Manzalini (Telecom Italia Mobile, Italy)
Roberto Verdone (University of Bologna, Italy)

STEERING COMMITTEE CHAIR
Prosper Chemouil (Orange Labs, France)

TPC CO-CHAIRS

Alexander Clemm (Cisco, USA)
Kohei Shiomoto (NTT Labs, Japan)
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OCTOBER 2016 VOLUME 18 NUMBER 10 ITMUF8 (ISSN 1520-9210)

SPECIAL SECTION ON MULTIMEDIA-BASED HEALTHCARE

GUEST EDITORIAL

Multimedia-Based Healthcare http://dx.doi.org/10.1109/TMM.2016.2606738 . . . . . . . . . .. . . . . . . . . J. You, V. Bhagavatula, V. Piuri, and D. Zhang 1925

SPECIAL SECTION PAPERS

Classification-Based Record Linkage With Pseudonymized Data for Epidemiological Cancer Registries
http://dx.doi.org/10.1109/TMM.2016.2598482 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Y. Siegert, X. Jiang, V. Krieg, and S. Bartholomäus 1929

ConfidentCare: A Clinical Decision Support System for Personalized Breast Cancer Screening
http://dx.doi.org/10.1109/TMM.2016.2589160 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A. M. Alaa, K. H. Moon, W. Hsu, and M. van der Schaar 1942

Kernel Combined Sparse Representation for Disease Recognition http://dx.doi.org/10.1109/TMM.2016.2602062 . . . .. . . . Q. Feng and Y. Zhou 1956
Audiovisual Spatial-Audio Analysis by Means of Sound Localization and Imaging: A Multimedia Healthcare Framework

in Abdominal Sound Mapping http://dx.doi.org/10.1109/TMM.2016.2594148 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C. A. Dimoulas 1969
Tensor Manifold Discriminant Projections for Acceleration-Based Human Activity Recognition

http://dx.doi.org/10.1109/TMM.2016.2597007 . . . . . . . . . . . . . . . . . . . . . . . . . . Y. Guo, D. Tao, J. Cheng, A. Dougherty, Y. Li, K. Yue, and B. Zhang 1977
Multiple Video Delivery in m-Health Emergency Applications http://dx.doi.org/10.1109/TMM.2016.2597001 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S. Cicalò, M. Mazzotti, S. Moretti, V. Tralli, and M. Chiani 1988
Enabling Secure and Fast Indexing for Privacy-Assured Healthcare Monitoring via Compressive Sensing

http://dx.doi.org/10.1109/TMM.2016.2602758 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . X. Yuan, X. Wang, C. Wang, J. Weng, and K. Ren 2002

_______________________________
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REGULAR PAPERS

Compression and Coding

Depth Map Down-Sampling and Coding Based on Synthesized View Distortion http://dx.doi.org/10.1109/TMM.2016.2594145 . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C. Yao, J. Xiao, T. Tillo, Y. Zhao, C. Lin, and H. Bai 2015

λ-Domain Rate Control Algorithm for HEVC Scalable Extension http://dx.doi.org/10.1109/TMM.2016.2595264 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . L. Li, B. Li, D. Liu, and H. Li 2023

Sensing Matrix Optimization Based on Equiangular Tight Frames With Consideration of Sparse Representation Error
http://dx.doi.org/10.1109/TMM.2016.2595261 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . H. Bai, S. Li, and X. He 2040

Efficient Residual DPCM Using an Robust Linear Prediction in Screen Content Video Coding
http://dx.doi.org/10.1109/TMM.2016.2595259 . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . J.-W. Kang, S.-K. Ryu, N.-Y. Kim, and M.-J. Kang 2054

Image/Video/Graphics Analysis and Synthesis

Learning Cascaded Deep Auto-Encoder Networks for Face Alignment http://dx.doi.org/10.1109/TMM.2016.2591508 . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . R. Weng, J. Lu, Y.-P. Tan, and J. Zhou 2066

Animal Detection From Highly Cluttered Natural Scenes Using Spatiotemporal Object Region Proposals and Patch
Verification http://dx.doi.org/10.1109/TMM.2016.2594138 . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . Z. Zhang, Z. He, G. Cao, and W. Cao 2079

Background Subtraction Using Background Sets With Image- and Color-Space Reduction http://dx.doi.org/10.1109/TMM.2016.2595262 . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . H. Lee, H. Kim, and J.-I. Kim 2093

Subjective and Objective Quality Assessment, and User Experience

Learning Blind Quality Evaluator for Stereoscopic Images Using Joint Sparse Representation
http://dx.doi.org/10.1109/TMM.2016.2594142 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . F. Shao, K. Li, W. Lin, G. Jiang, and Q. Dai 2104

Social and Web Multimedia

Filtering of Brand-Related Microblogs Using Social-Smooth Multiview Embedding http://dx.doi.org/10.1109/TMM.2016.2581483 . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Y. Gao, Y. Zhen, H. Li, and T.-S. Chua 2115

COMMENTS AND CORRECTIONS

Corrections to “Cross-Modal Correlation Learning by Adaptive Hierarchical Semantic Aggregation”
http://dx.doi.org/10.1109/TMM.2016.2593559 . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . Y. Hua, S. Wang, S. Liu, A. Cai, and Q. Huang 2127

Information for Authors http://dx.doi.org/10.1109/TMM.2016.2608219 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2128

ANNOUNCEMENTS

IEEE International Conference on Multimedia and Expo Call for Papers http://dx.doi.org/10.1109/TMM.2016.2605539 . . . . . . . . . . .. . . . . . . . . . . . . 2130
Introducing IEEE Collabratec http://dx.doi.org/10.1109/TMM.2016.2608221 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2131
IEEE Member Get-A-Member (MGM) Program http://dx.doi.org/10.1109/TMM.2016.2608239 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2132
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2017 IEEE Workshop on Applications of Signal Processing to
Audio and Acoustics (WASPAA 2017)   October 15–18, 2017

www.waspaa.com 
Mohonk Mountain House

New Paltz, New York, USA

Workshop Committee 
General Chairs

Patrick A. Naylor
Imperial College London

Meinard Müller
International AudioLabs Erlangen

Technical Program Chairs
Gautham Mysore 

Adobe Research 
Mads Christensen

Aalborg University

Finance Chair
Michael S. Brandstein

M.I.T. Lincoln Laboratory

Publications Chair 
Toon van Waterschoot

KU Leuven 

Registration Chair 
Tiago H. Falk
INRS, Montréal 

Industrial Liaison Chair 
Tao Zhang

Starkey Hearing Technologies 

Far East Liaison
Shoko Araki

NTT

Local Arrangements Chair
Youngjune Gwon

M.I.T. Lincoln Laboratory

Demonstrations Chair
Christine Evers

Imperial College London

Awards Chair
Sebastian Ewert

Queen Mary University of London

The 2017 IEEE Workshop on Applications of Signal Processing to Audio and 
Acoustics (WASPAA 2017) will be held at the Mohonk Mountain House in New 
Paltz, New York, and is supported by the Audio and Acoustic Signal Processing 
technical committee of the IEEE Signal Processing Society. The objective of this 
workshop is to provide an informal environment for the discussion of problems 
in audio, acoustics and signal processing techniques leading to novel solutions. 
Technical sessions will be scheduled throughout the day. Afternoons will be left free 
for informal meetings among workshop participants. Papers describing original 
research and new concepts are solicited for technical sessions on, but not limited 
to, the following topics:

Acoustic Signal Processing
Source separation: single- and multi-microphone techniques
Acoustic source localization and tracking
Signal enhancement: dereverberation, noise reduction, echo reduction 
Microphone and loudspeaker array processing
Acoustic sensor networks: distributed algorithms, synchronization
Acoustic scene analysis: event detection and classification
Room acoustics: analysis, modeling and simulation

Audio and Music Signal Processing
Content-based music retrieval: fingerprinting, matching, cover song retrieval
Musical signal analysis: segmentation, classification, transcription
Music signal synthesis: waveforms, instrument models, singing
Music separation: direct-ambient decomposition, vocal and instruments
Audio effects: artificial reverberation, amplifier modeling 
Upmixing and downmixing

Audio and Speech Coding
Waveform and parametric coding
Spatial audio coding
Sparse representations
Low-delay audio and speech coding
Digital rights

Hearing and Perception
Hearing aids
Computational auditory scene analysis
Auditory perception and spatial hearing
Speech and audio quality assessment
Speech intelligibility measures and prediction

Important Dates
Submission of four-page paper 

April 20, 2017

Notification of acceptance
June 27, 2017

Early registration until 
August 15, 2017

Workshop 
October 15–18, 2017
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OCTOBER 2016 VOLUME 10 NUMBER 7 IJSTGY (ISSN 1932-4553)

ISSUE ON ADVANCED SIGNAL PROCESSING FOR BRAIN NETWORKS

EDITORIAL

Introduction to the Issue on Advanced Signal Processing for Brain Networks http://dx.doi.org/10.1109/JSTSP.2016.2602945 . . . . . . . . . . . . . . . . . .
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The fourth IEEE Global Conference on Signal and Information Processing (GlobalSIP) will be held
in Greater Washington, DC, USA on December 7–9, 2016. The conference features world-class
plenary and keynote talks, tutorials and government panel discussions, as well as co-located
timely symposia selected based on the responses to the Call for Symposium Proposals.

General symposium
Compressed sensing and deep learning
Signal and information processing over 
networks
Distributed information processing, 
optimization, and resource management
Transceivers and signal processing for 5G 
wireless and mm-wave systems
Information theoretic approaches to 
security and privacy
Signal processing of big data

Cognitive communications and Radar
Big data analytics and challenges in medical 
imaging
Signal processing for understanding crowd 
dynamics
Signal and information processing for smart 
grid infrastructure
Non-commutative theory and applications
Sparse signal processing for 
communications
Emerging signal processing applications

Advance Registration Deadline:                               Oct. 28,  2016
Hotel Reservation Cut-Off at Conference Rate:    Nov. 15, 2016 

General Chairs

George Mason Univ.

Army Research Lab.
Technical Program
Chairs

Catholic Univ. of America

Johns Hopkins Univ.

George Mason Univ.
Finance Chair

George Mason Univ.
Local Arrangement
Chair

George Mason Univ.
Publications Chair

George Mason Univ.
Publicity Chairs

UC San Diego

Univ. MD, Baltimore Cty
Technical Workshop
Liaison Chair

Univ. MD, College Park
Government Panel 
Chair

Naval Research Lab
Industrial Liaison
Chairs

Metron Inc

Catholic Univ. 
International Liaison
Chairs

BUAA, China

Univ. of Leeds, UK
Advisory Committee

George Mason Univ.       

Call for Participation

Conference highlights 

14 technical symposia with 24 keynotes by leading experts overviewing emerging SIP topics 
Government panel discussions on funding opportunities and trends
New industrial symposium on emerging SP applications with demos and exhibitions
Great venue with vibrant cultural, educational, and scientific identity, housing museums 
(many are free), monuments, art centers, universities, and federal agencies
Opportunity to attend both GlobalSIP and Globecom (Dec 4-8, 2016)  in one trip

List of Symposia

Plenary Speakers

Ben Vigoda (Gamalon Machine Intelligence)

Danielle Bassett (University of Pennsylvania)
Stéphane Mallat (Ecole Normale Superieure)                         

Government Panel

Brian Sadler (ARL), Moderator
David Aha (NRL)
Charles Clancy (Virginia Tech)
Jill Crisman (IARPA)
Tom Rondeau (DARPA)
Paul Tilghman (DARPA)

_________________________
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An Augmented Lagrangian Method for Complex-Valued Compressed SAR Imaging http://dx.doi.org/10.1109/TCI.2016.2580498 . . . . . . . . . . .
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Computational Image Formation

Toward Long-Distance Subdiffraction Imaging Using Coherent Camera Arrays http://dx.doi.org/10.1109/TCI.2016.2557067 . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . J. Holloway, M. S. Asif, M. K. Sharma, N. Matsuda, R. Horstmeyer, O. Cossairt, and A. Veeraraghavan 251

Sensitivity Encoding for Aligned Multishot Magnetic Resonance Reconstruction http://dx.doi.org/10.1109/TCI.2016.2557069 . . . . . . . . . . . . . . .
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Combining Inertial Measurements With Blind Image Deblurring Using Distance Transform http://dx.doi.org/10.1109/TCI.2016.2561701 . .
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