
1082 IEEE TRANSACTIONS ON ENERGY CONVERSION, VOL. 23, NO. 4, DECEMBER 2008

A Multiagent-System-Based Intelligent Reference
Governor for Multiobjective Optimal Power

Plant Operation
Jin S. Heo and Kwang Y. Lee, Life Fellow, IEEE

Abstract—A large-scale power plant requires optimal set points,
namely references, in several control loops for multiobjective op-
timal operation. In a 600-MW oil-fired drum-type boiler power
unit, the set points considered are for the main steam pressure and
reheater/superheater steam temperatures. The set points should
be mapped with the varying unit load demand and satisfy the con-
flicting requirements in power plant operation. In practice, the
set points are obtained using fixed nonlinear functions in the unit
master control in a plant, which are designed for the single objec-
tive of load tracking with heat balance. However, it does not allow
for process optimization under the multitude of conflicting objec-
tives, which may be newly introduced and different from the initial
design objective. This paper presents a methodology, multiagent-
system-based intelligent reference governor (MAS-IRG), to realize
the optimal mapping by searching for the best solution to the mul-
tiobjective optimization problem that tackles conflicting require-
ments. In searching for the optimal set points, a heuristic opti-
mization tool, particle swarm optimization, is utilized to solve the
multiobjective optimization problem. The IRG is designed based
on the proposed MAS to operate at a higher level of automation,
to execute asynchronous computations, and to reduce the compu-
tational complexity. The approach provides the means to specify
optimal set points for controllers under a diverse operating scenar-
ios online.

Index Terms—Multiagent system (MAS), multiobjective opti-
mization, optimal set point scheduling, particle swarm optimiza-
tion (PSO), power plant control, reference governor, unit master
control.

I. INTRODUCTION

WHILE the demand in power is increasing, power plants
are getting larger and more complex to run. In order to

achieve an optimal operation, optimal set points, namely ref-
erences, are required for the power plant control system. In
practice, the set points are obtained by using fixed nonlinear
functions in the unit master control in a plant, which are de-
signed for the single objective of load tracking with heat balance.
However, it does not allow for process optimization under the
multitude of conflicting objectives, which may be newly intro-
duced and different from the initial design objective. In general,
the set points need to be scheduled by considering conflicting
operational requirements such as minimization of load-tracking
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error, minimization of fuel consumption and heat loss rate, max-
imization of duty life, minimization of pollutant emissions, etc.
These conflicting requirements can be tackled by a multiobjec-
tive optimization problem in generating optimal set points.

However, the multiobjective optimization problem for power
plant operation lies not only in the generation of optimal set
points but also in the design of architecture for control systems.
Standard optimization methods for a large-scale multiple-input
multiple-output (MIMO) nonlinear system result in a heavy
computational burden if they are used for generating the op-
timal set points. Moreover, traditional optimization techniques
may often become computationally unattractive or even unac-
ceptable [1]. Control system architectures have been considered
to reduce the computational complexity and manage the huge
amount of distributed data and coupling problems among many
subsystems.

Recently, there has been a growing interest in heuristic opti-
mization techniques, genetic algorithm (GA) and particle swarm
optimization (PSO), as variations of evolutionary algorithm
(EA). It has been shown that it can provide quality solutions
and fast convergences in many applications [4]–[13]. However,
in previous studies [3]–[5], the performance of GA is lower
than PSO techniques for the solution quality, convergence rate,
and computational complexity. On the other hand, the study of
multiagent systems (MASs) has become an important aspect
of power system architecture in order to deal successfully with
the problems of complexity and large-scale distributed systems.
Each agent system has special functions in solving the dis-
tributed systems. In addition, in the MAS, the agents can work
together to solve problems, which are beyond the capabilities or
knowledge of an individual agent [26].

As an optimal set-point generator for optimal control actions,
the reference governor has been developed using a goal pro-
gramming (GP) method, GA, and PSO for small-scale power
plants [2]–[5]. Moreover, the comparison among the variations
of PSO has been investigated within the reference governor [4].
There have been a few researches for reference governor in
other application areas. A reference governor was designed for
a predictive control to provide the references in the prediction
horizon [14]. The reference governor was also designed for sys-
tems with state and control constraints [15].

The previous studies [4], [5] presented the concept of the ref-
erence governor for a small-scale power plant that was a third-
order nonlinear MIMO, fossil-fuel power plant model. For the
small-scale power plant, the implementation of reference gov-
ernor did not require the MAS concept to reduce computational
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Fig. 1. Fixed nonlinear mapping for the references.

complexity and distributed and asynchronous problems. How-
ever, as the scale of the systems increases, control systems re-
quire a new framework to reduce the computational complexity
and manage the huge amount of distributed data. Thus, the ref-
erence governor for a large-scale power plant is required to be
developed based on the concept of MAS proposed in [28]. The
fundamental concept of MAS is the cooperation of distributed
multiple agents performing their jobs independently. Many ap-
plications of MASs or agent-oriented systems have been pre-
sented in control and monitoring systems to overcome the prob-
lems associated with large-scale distributed systems [21]–[30].

Although many studies have been done on the reference gov-
ernor, it is developed for small-scale power plants. Design pro-
cedures for the reference governor are unconvincing for a large-
scale power plant. Moreover, although there are many appli-
cations of MAS for distributed systems, little information is
available for control system design of power plants. The pri-
mary focus of this paper is on the development of an intelligent
reference governor (IRG) for multiobjective power plant oper-
ation with the proposed architectures of a single agent and an
MAS. The multiobjective optimal power plant operation will be
achieved by minimizing load-tracking error, fuel consumption,
heat loss rate and pollutant emission, and maximizing duty life
on equipment.

In a 600-MW oil-fired drum-type boiler power unit, the
set points considered are for the main steam pressure and re-
heater/superheater steam temperatures. The set points should be
mapped by varying the unit load demand (ULD), and they should
satisfy the conflicting operation requirements of the power plant.
In general, the set points obtained by using a fixed nonlinear
function cannot provide optimal power plant operation. Fig. 1
shows the fixed nonlinear functions. The set points are obtained
using fixed nonlinear functions that are designed for the single
objective of load tracking with heat balance. However, it does
not allow for process optimization under the newly introduced
multitude of conflicting objectives, which are different from the
initial design objective.

This paper presents a methodology, MAS-based IRG
(MAS-IRG), to realize the optimal mapping by searching for
the best solution to the multiobjective optimization problem
that tackles the conflicting requirements. In searching for the
optimal set points, a heuristic optimization tool PSO is utilized
for the multiobjective optimization. The IRG is designed based
on the proposed MAS to operate at a higher level of automation,
execute asynchronous computations, and reduce the computa-
tional complexity. The approach provides the means to specify

optimal set points for controllers under a diverse operating sce-
narios online.

The proposed MAS-IRG will be one of the functions in the
MAS-based intelligent control (MAS-IC) that has several func-
tions such as identification, fault-diagnosis, and modeling that
provide efficient way to control locally and globally, and accom-
modate and overcome the complexity of large-scale distributed
power systems. The MAS-IRG is based on the initial concept of
MAS in [28], utilizes the steady-state model developed in [29],
and can be used for fault-diagnostics and accommodation pro-
posed in [30].

Following Section I, the power plant is described in Section II.
Section III shows MAS. Section IV describes MAS-IRG.
Section V shows simulation results to demonstrate the feasibil-
ity of the proposed approach and the final section draws some
conclusions.

II. POWER PLANT

The power plant under consideration is a 600-MW oil-fired
drum-type boiler–turbine–generator unit [17] shown in Fig. 2.
It is a balanced draft, controlled recirculation drum boiler capa-
ble of delivering 4.2 × 106 lb/h of steam at a pressure of 2600
psig and at 1005 ◦F. Six recirculation pumps supply the required
recirculation flow to provide sufficient flow for full-load oper-
ation. Two forced draft fans supply the primary air, and two
induced draft fans are controlled to maintain a furnace pressure
at a desired preset value. Two condensate pumps and a com-
bined booster and main boiler feedpumps handle the feedwater
flow.

The turbine is a tandem compound triple pressure steam tur-
bine. It consists of three parts: a high-pressure turbine, an inter-
mediate pressure turbine, and low twin pressure turbines rotat-
ing on a common shaft at a rated speed of 3600 r/min and at an
exhausting pressure of 2-in Hg absolute. The generator is cou-
pled with the turbine and features a 685 600 kV·A, three-phase,
60 Hz, 22 kV supply, with a power factor of 0.90 lagging.

There are many power plant models developed over the
years [16]. The developed model represents an extension of
some existing models [19], [20] in two primary areas. First,
the condensate and feedwater side dynamics have been mod-
eled, and second, the electrical prime movers that run fans and
pumps and their dependence upon driving voltage and frequency
have been modeled. The power plant model developed for the
600-MW unit [17] is validated in MATLAB environment [18].
There are four major modules consisting of 33 subsystems.
Each I/O of subsystems is evaluated with data provided in the
reference [17]. The model has 23 state variables and 12 control
valves (u1 , u2 , . . . , u12) associated with physical processes [18].
In Fig. 2, the control valves are named as following: u1 : fuel
flow, u2 : gas recirculation, u3 : induced draft fan, u4 : forced
draft fan, u5 : combustor gun (burner) tilt, u6 : superheater spray
flow, u7 : reheater spray flow, u8 : governor control valve, u9 :
intercept valve, u10 : deaerator valve, u11 : feedwater valve, and
u12 : feedpump turbine flow.

The set points are utilized at the distributed controllers. The
model is grouped into four main modules, which are boiler

Authorized licensed use limited to: Baylor University. Downloaded on January 22, 2010 at 15:20 from IEEE Xplore.  Restrictions apply. 



1084 IEEE TRANSACTIONS ON ENERGY CONVERSION, VOL. 23, NO. 4, DECEMBER 2008

Fig. 2. Large-scale power plant model and MAS.

system, turbine–generator system, condenser system, and feed-
water system [19]. The proposed MAS-IRG is one of the func-
tional systems based on the MAS that is interconnected with
the 31 subdivided and distributed subsystems that are compo-
nents of the four main modules. Fig. 2 shows the large-scale
distributed thermal power plant model and MAS. Most blocks
are subsystems represented by the model. The proposed scheme
will be applicable to other types of plants, including nuclear and
fuel cell plants.

III. MULTIAGENT SYSTEM

An agent is a computer software program that is autonomous
and situated in some distributed environments in order to meet
its design objectives. Since the agents are faced with different
environments, they are designed differently and properly for the
given environment. Moreover, the agent is intelligent because
it is reactive, proactive, social, flexible, and robust. In a large-
scale distributed complex system, the agent’s autonomous and
intelligent properties can reduce the complexity by reducing the
coupling problems between the subsystems. Furthermore, the
proactive, reactive, and robust properties can be well suited for
applications in a dynamic and unreliable situation [26], [27].

In order to design the control systems, design of architecture
for a single agent and an organization for MAS are required
in advance. First, the architecture of a single agent is shown
in Fig. 3. Since the agent is situated in an environment that is
the power plant, it needs a perceptor and an effecter to act and
react. First, the sensed raw data are processed and mapped into a
scenario, and then, an objective, which is a subgoal, is initialized
under the situation to achieve the main goal that is the optimal
operation. The initial objective is sent to other agents through
the communicator for eliminating redundancy and conveying the
mission of the agent to others. After confirming the objective,

Fig. 3. Single agent architecture.

the best plan is chosen for the objective (subgoal) in the decision
making. Depending on the plan, an algorithm module is selected
to launch the plan. Finally, the action made by the algorithm
module effects through the effecter into the environment. Most
decisions are made in the decision-making process, which is
like in a human brain [21], [22].

An MAS can be defined as a loosely coupled network (or-
ganization) of problem solvers (agents), which interact to solve
problems that are beyond the individual capabilities or knowl-
edge of each problem solver (agent). In order to perform the
cooperative works, it is presented to build multiple hierarchical
structures for the MAS organization, as shown in Fig. 4. The
organization has low level, middle level, and high level, and an
agent in each level has a specific role in the society so that there
is a conceptual idea of supervision for processing the tasks. In
this paper, the high-level agents are the task delegation and in-
terface agents, the middle-level agents are the mediate and mon-
itoring agents, and the low-level agents are intelligent agents.
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Fig. 4. Organization of MAS.

Fig. 5. Composition of MAS-ICS for 600-MW power plant.

The hierarchical structure that has three levels gives advantages
for dynamic organization and autonomous systems. Moreover,
the idea of multiple hierarchical structures is well suited for
large-scale distributed systems [25], [26]. Although there are
multiple hierarchical structures, each hierarchical structure has
a different formation from others because the structures are con-
structed to fit for controlling real physical subsystems so that
the organization is better optimized for a given power plant sys-
tem [28]–[30]. Fig. 5 shows the composition of MAS-ICS for
the 600-MW power plant.

With the proposed structure of a single agent and the architec-
ture of MAS, the MAS is implemented for the control systems
in the simulation environment. The agents are programs that
are distributed in high-performance computers. The structure of
the program is built upon the proposed single-agent structure.
Fig. 6 shows an example for one of the agent programs. The
example shows the offline modeling agent that is an agent in
the intelligent identification system cluster. Since the power
plant simulators recommend the use of distributed computation
using PCs or workstations [32], the communication of MAS is
developed by using the following proposed scheme. The agents

Fig. 6. Example of one agent in the intelligent identification system cluster.

Fig. 7. Message communication in MAS.

Fig. 8. Task delegation and reconfiguration agents.

are communicating with each other though the Central Message
Board (CMB) that is managed by a server computer. Fig. 7
shows the message communication in MAS. The proposed
communication protocol based on Transmission Control Pro-
tocol (TCP)/IP is designed to provide security, restoration, and
status of agents. One of the agents in the clusters keeps checking
the CMB and lets receiving agent know that the information has
arrived. In order to communicate, all agents are unified by the
proposed CMB. The TCP/IP supports the guaranty of delivery.
The task delegation agent and reconfiguration agents that are the
managing layer agents proceed by observing the CMB and the
status of agents, respectively. Fig. 8 shows how the task delega-
tion agent manage the task flow and the reconfiguration agents
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Fig. 9. Control structure of coordinated control.

coordinate the tasks. With the earlier proposed methodologies of
MAS, MAS-IRG will be developed in detail in the next section.

IV. MULTIAGENT-SYSTEM-BASED INTELLIGENT

REFERENCE GOVERNOR

A. Overall Control Structure

There has been several control strategies for the power plant:
boiler-following control, turbine-following control, and coordi-
nated boiler–turbine control strategies [31]. In order to make the
control system more response to load changes stable and faster,
this paper uses the coordinated control scheme, which requires
references (or set points) for power demand (Ed ), main steam
pressure demand (Pd ), reheater temperature demand (RTd ), and
superheater temperature demand (STd ). The control structure of
the coordinated control is shown in Fig. 9, where the distributed
controllers are developed in three main modules: MAS-IRG,
feedforward controllers, and feedback controllers. The multiob-
jective optimization is performed in the MAS-IRG. The results
of the multiobjective optimization are the set points for the
power, pressure, and temperatures (Ed, Pd,RTd, STd) for the
feedforward and feedback controllers. The outputs of the two
controllers are added to become input to the power plant. The
output of the power plant is fed back to the feedback controller,
which regulates the output variations due to load disturbances
and compensates for the variations in the load demand.

The essence of the MAS-IRG in the coordinated control is
to design the optimal mappings from the ULD, Euld , to the set
points Ed, Pd,RTd , and STd :

SPE : (Euld , t) → (Ed, t)

SPP : (Euld , t) → (Pd, t)

SPRT : (Euld , t) → (RTd, t)

SPST : (Euld , t) → (STd, t)

which will be used to transform any ULD pattern (Euld , t) into
optimal set-point trajectories for the power (Ed, t), pressure
(Pd, t), reheater temperature (RTd, t), and superheater temper-
ature (STd, t) control loops.

The set-point mappings SP are designed by solving a multi-
objective optimization problem that takes into account the speci-
fied operation objectives and the steady-state model of the plant.
The MAS-IRG performs the design process in three steps (see
Fig. 10).

Fig. 10. Configuration of MAS-IRG.

1) Determination of the feasibility regions (Ω1 ,Ω2 , . . . ,Ω12)
for the decision variables (u1 , u2 , . . . , u12).

2) Solution of the multiobjective optimization problem to
find optimal steady-state control signals (u∗

1 , u
∗
2 , . . . , u

∗
12).

3) Calculation of the set points (Ed, Pd,RTd, STd) through
evaluation of the steady-state model of the unit.

The decision variables are candidate steady-state control in-
puts for the control valves u1 , u2 , . . . , u12 , which are shown in
Fig. 2.

B. Implementation of MAS-IRG

The MAS-IRG realizes the optimal mapping between set
points and varying ULD by searching for the best solution to the
multiobjective optimization problem. The set points are consid-
ered for the main steam pressure and reheater/superheater steam
temperatures in the power unit. The optimal set points are deter-
mined by solving the multiobjective optimization problem with
conflicting requirements such as load following, fuel conserva-
tion, heat loss rate, life extension of equipments, reducing pollu-
tion, etc. The composition of MAS for the power plant is shown
in Fig. 5. Although all agents are connected with the network, the
reference governor cluster, which is made up of a set-point gen-
eration agent and a steady-state model agent, performs mainly
for the MAS-IRG. However, the reference governor cluster will
cooperate with the monitoring system, knowledge processing
system, and reinforcement system clusters to obtain better per-
formances. An operator will command and monitor the prefer-
ence and status through the interface agent to/from the reference
governor delegation agent who has all access for the MAS-IRG.

1) Feasibility Regions of Control Inputs: In order to realize
the MAS-IRG, first, all feasible operating points, which satisfy
all imposed constraints, need to be found using the online perfor-
mance monitoring agent and virtual simulation agent. The vir-
tual simulation agent simulates the power output responses with
various set-point conditions. When system response is in steady
state, the constant control inputs and static power, pressure, and
temperature outputs form pairs of operating points, where the
admissible power outputs can be obtained within an appropri-
ate steam pressure and reheater/superheater temperature ranges.
Fig. 11 shows the power output responses with different steam
pressure values for the 450-MW power set point. The figure
shows that the same power output (450 MW) can be obtained in
the steady state with different steam pressure within the range
from 1900 to 2900 psia. Similarly, when power set point is
fixed at 600 MW that is nominal power, the admissible pressure
values are from 2400 to 2800 psia. During the simulation by
the virtual simulation agent, the online performance monitoring
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Fig. 11. Power output responses with various pressure set-point conditions
for the 450-MW power set point.

Fig. 12. Power–pressure operating window.

agent evaluates the operating points in order to find the admis-
sible power, steam pressure, and reheater/superheater temper-
ature operating points. The power–pressure operating window
is obtained in Fig. 12, which shows that the 450 and 600 MW
power are limited in the pressure range of 1900–2900 and 2400–
2800 psia, respectively. The reheater/superheater temperature
operating range is 1359.67–1459.67 ◦R (900–1000 ◦F) for all
power ranges. Since the design and operation of reheater are
essentially the same as those of the superheater, the reheater
and superheater temperature set points are equal. Fig. 13 shows
the corresponding power-control input operating windows.

2) Steady-State Model for Evaluation and Calculation of the
Set Points: When the target system is a high-order complex
system, it is a challenge to get the steady-state model with an
analytical approach. Moreover, the model should be adaptive
under the changing environment. In order to solve these prob-
lems, the steady-state model can be realized intelligently using
distributed data analyzer, which can be the MAS. Thus, the next
step is the development of approximators for steady-state mod-
els using the steady-state model agent in MAS (see Fig. 5). The
main algorithm module of the steady-state agent is the neural
network (NN), which is considered to be the best approxima-
tor for nonlinear systems. The steady-state models are called
MAS-based intelligent steady-state models (MAS-ISSMs) [29]

Fig. 13. Power-control input operating windows.

and expressed as follows:

Power: Ed = φ1 (u1 , u2 , . . . , u12) (1a)

Steam pressure: Pd = φ2 (u1 , u2 , . . . , u12) . (1b)

Reheater/superheater temperatures:

RTd = STd = φ3(u1 , u2 , . . . , u12). (1c)

The MAS-ISSMs are modeled by the NN with inputs
(u1 , u2 , . . . , u12) and outputs (E,P , and RT = ST ) as defined
in (1). During the simulation to find feasible regions, the mon-
itoring agents collect all operating data in their database. The
steady-state agent communicates with the knowledge database
agent to train the NN. Whenever the knowledge database agent
detects a new admissible operating point, it lets the steady-
state agent know that the operating window is updated. The
MAS-ISSMs are adaptively changed by learning using the
updated operating windows that are adjusted to the condi-
tions of the power plant. With a new dataset of control in-
puts and power/pressure/temperature outputs, the steady-state
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Fig. 14. Validation of MAS-ISSM for the power/pressure/temperature
outputs.

agent is evaluated for validation. Fig. 14 shows the validation of
MAS-ISSM for power, steam pressure, and reheater/superheater
temperature outputs, respectively. Based on the examination of
the results, the MAS-ISSM represents the approximator suc-
cessfully, which shows very small error between the steady-state
output responses of the large-scale model and the estimated val-
ues of MAS-ISSM.

3) Optimal Steady-State Control Inputs: With the operat-
ing windows and MAS-ISSMs, the multiobjective optimization
problem can be tackled by the set-point generation agent and
the cooperation of other agents. In this paper, the objective func-
tions are accounting for the minimization of load-tracking error,
fuel consumption, heat loss rate, pollutant emission, and exten-
sion of duty life on the equipment [2], [4]. Thus, the objective
functions are formulated as

J0(u) = |Euld − Ed | , J1 = u1 , J2 = −u2 , J3 = u3

J4 = −u4 , J5 = −u5 , J6 = u6 , J7 = u7 , J8 = −u8

J9 = −u9 , J10 = −u10 , J11 = −u11 , J12 = −u12 (2)

where Euld is the ULD. All values of the objective functions
(2) are required to be minimized with respective preferences.
Table I shows the explanation of the objective functions with
respect to decision variables, which are control valve inputs
(u1 , u2 , . . . , u12) described in Section II. The basic objective
function J0(u) is to track the ULD as closely as possible. The
rest of objective functions J1(u) − J12(u) are simply the valve
openings of respective controllers. For example, J1(u) repre-
sents the opening of the fuel valve, which reflects the fuel con-
sumption. One way of reducing pollutant emission could be to
minimize the induced draft fan speed J3(u). Since the induced
draft fan is used to control the pressure inside the furnace, the
optimal fan speed can be obtained by solving the multiobjective
optimization problem. Some objective functions have a negative
sign, which means to maximize the valve openings. For exam-
ple, J8(u) is to maximize the pressure valve opening, which
prevents the wear of the valve; thus, the equipment life can be
extended and accidental breakdowns can be reduced.

TABLE I
EXPLANATION OF THE OBJECTIVE FUNCTIONS

When the ULD, Euld , is given from a central dispatch cen-
ter, the set-point generation agent creates the solution space,
Ω1 ,Ω2 , . . . ,Ω12 , using the power-control input operating win-
dows, as shown in Fig. 13. An operator provides the objective
functions (2) and their preference values β for the multiob-
jective optimization problem through the interface agent. The
reference governor delegation agent adjusts the preference val-
ues by investigating the condition of power plant with historical
data. After confirming the preference values, the multiobjective
optimization problem is ready to be solved.

In the multiobjective optimization, the objective functions are
often in conflict with one another when performing the optimiza-
tion. Thus, it is proposed to minimize the maximum deviation
of the objective functions instead of directly minimizing the
multiobjective functions [2]. The maximum deviation of the
multiobjective functions is defined as follows:

δm = max
i=1,...,k

δi , δi ≥ 0 (3a)

δi = βi |Ji(u) − Ji(u)∗| , i = 1, 2, . . . , k, u ∈ Ω (3b)

J∗
i = min{Ji(u);u ∈ Ω}, i = 1, 2, . . . , k (3c)

where δm is the maximum deviation of the multiobjective func-
tions, δi is weighed deviation, βi is the preference value, J∗

i

is the minimum possible value of the single objective function
Ji , and Ω is the solution space. The preference values give the
relative priorities of the objectives in searching for the optimal
solution. The relative priorities of the objectives are the weights
of objectives that are desired by an operator. In this paper, the
multiobjective optimization problem is solved by using the PSO
algorithm since the ability of PSO was well shown in the small-
scale power plant case [4]. With the objective functions (2) and
maximum deviation function (3), the PSO technique will be per-
formed to find the optimal input u∗ in the set-point generation
agent. The PSO algorithm is one of the algorithm modules in
the set-point generation agent (see Fig. 5).
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Fig. 15. Concept of modification of a search point by PSO.

4) Overview of the Basic PSO: Basically, the PSO was de-
veloped through simulation of birds flocking in 2-D space [8].
The position of each bird (called particle) is represented by a
point in the X–Y coordinates and also the velocity is similarly
defined. Bird flocking is assumed to optimize a certain objective
function. Each particle knows its best value so far (pbest) and its
current position. This information is an analogy of the personal
experience of a particle. Moreover, each particle knows the best
value so far in the group (gbest) among pbests of all particles.
This information is an analogy of a particle knowing how other
particles around it have performed. Each particle tries to modify
its position using the concept of velocity. The velocity of each
particle can be updated by the following equation:

vk+1
i = wvk

i + c1 rand1 × (pbesti − sk
i )

+ c2 rand2 × (gbest − sk
i ) (4)

where vk
i is velocity of particle i at iteration k, w is weighting

function, c1 and c2 are weighting factors, rand1 and rand2 are
random numbers between 0 and 1, sk

i is current position of par-
ticle i at iteration k, pbesti is the pbest of particle i, and gbest is
the best value so far in the group among the pbests of all particles.
The first term in the right-hand side of (4) is for diversification
in the search procedure, which keeps on trying to explore new
areas. The second and third terms are for intensification in the
search procedure. They help in moving toward the pbests and/or
gbest [12]. The method has a well-balanced mechanism to uti-
lize diversification and intensification efficiently in the search
procedure. The following weighting function is usually utilized
in (4):

w = wmax − wmax − wmin

itermax
× iter (5)

where wmax is the initial weight, wmin is the final weight,
itermax is the maximum iteration number, and iter is the cur-
rent iteration number. Using the previous equations, a certain
velocity, which gradually brings the particles close to pbest and
gbest, can be calculated. The current position (search point in
the solution space) can be modified by the following equation:

sk+1
i = sk

i + vk+1
i . (6)

The model using (4) is called the Gbest model. The model
using (5) in (4) is called the inertia weights approach (IWA).
Fig. 15 shows the concept of modification of a search point by
the PSO. The PSO is applied by replacing the control input ui

with the particle sk
i in the multiobjective optimization problem

(3).

Fig. 16. Total flow chart of PSO in the MAS-IRG.

5) Implementation of PSO in MAS-IRG: The PSO algorithm
is applied to solve the multiobjective optimization problem in
the MAS-IRG. Fig. 16 shows the flow chart of the PSO in
designing the MAS-IRG with the set-point generation agent (cf.
Fig. 5). The role of the set-point generation agent is to solve the
multiobjective optimization problem in the MAS-IRG. In order
to solve the conflicted operating requirements in (2), the set-
point generation agent utilizes the maximum deviation function
(3) with the basic PSO. The PSO searches for the best input
values to minimize the maximum deviation of multiobjective
functions.

Initialization: The first step of the PSO for the MAS-IRG is
random generation of the particles in the solution space, which
is the feasible input regions, Ω1 ,Ω2 , . . . ,Ω12 generated with the
given ULD by using power-input operating window, as shown in
Fig. 13. The particles represent the search points in the solution
space, which are expressed by controls u1 , u2 , . . . , u12 . More-
over, the initial velocities are also generated randomly within the
same space. Whenever the ULD is changed, the initial particles
and velocities are created in the solution space corresponding to
the given ULD. To find the PSO parameter values, experiments
are performed by trial and error, by testing the convergence
rate with many different parameter values of c1 , c2 , Wmax , and
Wmin . Fig. 17 shows the examples of evaluation for the con-
vergence rate by changing the parameter values. In order to
speed up the search for an optimal solution, c1 and c2 are set
to 2, wmax = 0.8, and wmin = 0.3. The number of particles is
40 and the number of iterations is 130. If the values of param-
eters for PSO are not properly given, the convergence occurs
too early and the PSO cannot provide the optimal solution. The
initial pbests are equal to the current search points and gbest is
found by comparing the pbests among the particles.
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Fig. 17. Evaluation of convergence rate with different values of parameters.

Evaluation: The evaluation of search point for each parti-
cle is performed using maximum deviation function (3) in the
PSO algorithm. During the search for the solution, one of the
MAS-ISSMs Ed = φ1 (u1 , u2 , . . . , u12) is utilized to evaluate
the load-tracking error. While searching for the optimal solution,
the maximum deviation is getting smaller through the iteration
of the control valve inputs u1 , u2 , . . . , u12 .

Modification: The modification of current search point is per-
formed by (4)–(6) in every iteration.

6) Calculation of Set Points: After finding the optimal so-
lution u∗

1 , u
∗
2 , . . . , u

∗
12 , using the PSO, the MAS-ISSMs are ap-

plied to map the optimal solution into demand power (Ed ),
steam pressure (Pd ), reheater temperature (RTd ), and super-
heater temperatures (STd ) using (1). The set-point scheduler
block (see Fig. 10) processes the task under the observation of
the set-point generation agent.

V. SIMULATION RESULTS

In the following, the results of the MAS-IRG will be shown
and the analysis of time response will be discussed. Simulations
deal with three different cases.

Case 1: Minimize J0(u) only.
Case 2: Minimize J0(u), J1(u), J2(u).
Case 3: Minimize J0(u), J1(u), J2(u), . . . , J12(u).
The objective functions are given in (2) and a vector of pref-

erence values is given by an operator. Fig. 18 shows a ULD that
resembles a typical load cycle. It has different rising and falling
slopes and different levels of constant powers. With the given
ULD, the solution space is obtained using the power-input op-
erating windows (see Fig. 13). Fig. 19 shows the solution space
(Ω1 ,Ω2 , . . . ,Ω12) for the given ULD. The gaps between up-
per and lower limits are the solution space for the optimization
process. Next step is to perform the PSO for the multiobjective
optimization with predefined objective functions and preference
values. Finally, the power, pressure, and temperature set points
are obtained by set-point scheduler (1) as shown in Figs. 20–22,
respectively. The demand power set point (Ed ) is almost the
same for all cases as the ULD (see Fig. 18). The demand pres-
sure (Pd ) and temperature set points (RTd , STd ) mapped for

Fig. 18. ULD.

Fig. 19. Solution space (Ω1 , Ω2 , . . . , Ω12 ) for the given ULD.

different number of objective functions are shown in Figs. 21
and 22. It is interesting to note that while the demand power
set-point profile is almost the same for all cases, the demand
pressure set-point profiles differ significantly from case to case.
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TABLE II
COMPARISON THE OBJECTIVE VALUES AMONG THE CASES

Fig. 20. Demand power set-point trajectories.

Fig. 21. Demand pressure set-point trajectories.

This is because the power–pressure operating window is quite
large and the same amount of power can be produced on a wide
range of pressure, as shown in Fig. 12. Moreover, the differ-
ent temperatures of reheater/superheater can produce the same
amount of power. As additional objective functions are added
in the optimization, the plant is operating more conservatively
in lower pressure and temperatures. The demand powers (Ed )
are almost the same as the ULD, as shown in Fig 18; however,
the conflicting requirements cause slight difference between the
demand power and the ULD. Thus, all simulation results show
that the MAS-IRG can perform well in the multiobjective opti-
mization problem and also in the online implementation since
the pressure and temperatures set points need to be updated only
when the ULD is changed during the load cycle. Moreover, dis-
tributed computing, which is the advantage of the MAS, reduces

Fig. 22. Demand reheater/superheater temperature set-point trajectories.

the computing time for online implementation. The goal of the
MAS-IRG is to design the optimal set points when there are
several conflicting objectives. The design is based on the sim-
ulation of the power plant model, which does not depend upon
data; hence, the usual problem of noise is not of concern. In
practical implementation, this design can be done offline and
the set points can be stored in a lookup table. In case when
the ULD is given in advance, which is usually the case, the set
points can also be computed in advance offline for real-time
application.

VI. CONCLUSION

A new concept of the IRG based on the MAS is presented for
multiobjective optimal power plant operation. In order to deal
with the difficulty of handling a large-scale system, architec-
ture of a single agent and an organization of MAS are designed
as basis for the IRG. The proposed MAS reduces the coupling
problems of subsystems by intelligent and asynchronous com-
putation. The optimal mappings between the varying ULD and
the power, steam pressure, and reheater/superheater tempera-
ture set points are realized in an online implementation with the
help of MAS. The MAS-IRG provides the optimal set points
for the feedforward and feedback control loops in coordinated
control system by the cooperation of MAS-ISSM. The MAS-
ISSM is continuously adapted to the current condition of the
power plant with the cooperation of agents. As one of algo-
rithm modules, PSO is well suited for finding optimal solution
in the multiobjective optimization problem under a diversity
of operating scenarios. Table II compares the average perfor-
mance of the PSO technique while increasing the number of
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objective functions. The case I minimizes only J0 that is indi-
cated with a highlight box. Similarly, the other highlight boxes
shows which objectives are considered for minimization in the
cases II and III. Due to the confliction of requirements, the per-
formance values of objective functions are changed while in-
creasing the objective functions. Therefore, the PSO and MAS
are efficient methodologies to design the IC system for a com-
plex large-scale power plant.
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