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Choice of FACTS Device Control Inputs
for Damping Interarea Oscillations

M. M. Farsangi, Y. H. Song, Senior Member, IEEE, and Kwang Y. Lee, Fellow, IEEE

Abstract—A method is proposed in this paper to select the input
signals for both single and multiple flexible ac transmission system
(FACTS) devices in small and large power systems. Different input-
output controllability analyses are used to assess the most appro-
priate input signals (stabilizing signal) for the static var compen-
sator (SVC), the static synchronous compensator (SSSC), and the
unified power-flow controller (UPFC) for achieving good damping
of interarea oscillations. The study presented in this paper is car-
ried out on one small system with one FACTS device at a time; and
one large system equipped with the SVC, the SSSC, and the UPFC.

Index Terms—FACTS devices, input-output controllability anal-
ysis, input signal selection, optimal location, power system oscilla-
tion, stabilizing signal.

I. INTRODUCTION

HE location and input signal play an important role in the

ability of control devices to stabilize the interarea oscilla-
tions. In a practical power system, allocation of the devices de-
pends on a comprehensive analysis of the steady-state stability,
the transient stability, the small-signal stability and the voltage
stability. Moreover, other practical factors, such as cost and in-
stallation conditions, also need to be considered.

The placing of many controllable power system devices, such
as the high voltage dc (HVDC) links and the flexible ac trans-
mission system (FACTS) devices, is based on the issues un-
related to the damping of oscillations in the system. For in-
stance, a static var compensator (SVC) improves transmission
system voltage, thereby enhancing the maximum power transfer
limit; the static synchronous compensator (SSSC) control re-
duces the transfer impedance of a long line, enhancing the max-
imum power transfer limit. An additional benefit of the FACTS
devices is the potential for improving system damping. The se-
lection of appropriate stabilizing signals and effective tuning of
such damping controls is an important consideration.

In recent years, numerous papers have been published to dis-
cuss and find ways to answer the question of which location
and feedback signal could result in the power system stabilizer
(PSS) and the FACTS devices having the maximum effect on
the system. For example, static interaction measures derived
from decentralized control theory such as the relative gain array
(RGA) and controllability and observability have been applied
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to investigate both, the problems of the best location and the se-
lection of the input signals for multiple FACTS devices [1]. Sev-
eral papers also exist dealing with the combined application of
controllability and observability using the singular value anal-
ysis for power system analysis [2], [3].

Reference [4] presented a detailed study on the use of a
SVC for damping system oscillations. Having considered
several factors including observability and controllability, it
was concluded that the most suitable auxiliary input signal for
the SVC for damping improvement is the locally measured
transmission line-current magnitude. This signal is also used in
the study carried out in [5], [6]. Other studies, however, select
locally measured active power [7], [8] or generator angular
speed [9]-[11] as a stabilizing signal.

Generally, two methodologies have been applied by most re-
searchers to simultaneously determine the location and input
signal for a single power system damping controller. Residue
analysis is derived from modal control theory of linear time-in-
variant system [7], [12] and damping torque analysis [8], [9],
[13]. As pointed out in [12], [14], residue analysis is equiva-
lent to damping torque analysis. There are other techniques that
do consider the effect of controls on other eigenvalues [15], but
such methods are limited to considering a selected number of
modes rather than determining the effect of the proposed con-
trol globally on the entire system. Once applied to a practical
power system, the designed power system damping controller
may cause other modes to become unstable because of the in-
teraction with other dynamic devices.

Reference [16] adopted a frequency domain method to coor-
dinate several SVCs in order to damp interarea oscillations in
the Mexican interconnected power system, as well as to mini-
mize the potential for adverse interaction between control loops.

Reference [17] proposed an approach to determine the
number and locations of the thyristor-controlled series com-
pensator (TCSC) in a multimachine power system. The index
of optimal allocation of the controllers is the power system sta-
bility. First, the steady-state stability is considered, and then the
transient stability is examined to find a robust allocation of the
TCSC controller. Both small-signal and transient stability were
studied in [17]. For small-signal stability system eigenvalues
were used, and for transient stability the H.,, norm was used
as a performance index. Simulation results on the test system
showed that one TCSC with proper controllers satisfied the
small-signal stability requirements for the system, while four
TCSCs were required to ensure transient stability.

Rather than on the selection of the optimal location for a
FACTS device, this paper focuses on the most suitable stabi-
lizing signal for supplementary damping control on a FACTS
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device for the purpose of system damping. Often the selection
of the most suitable stabilizing signal is based on an observ-
ability index. In this paper in addition to the observability, other
indicators are also used.

A new method is proposed in the paper to select the most
responsive input signals (stabilizing signals) to the modes of os-
cillation for supplementary control of both single and multiple
FACTS devices (or in general, for any power system damping
control). The method is applicable in damping out both a single
interarea oscillation mode in a small power system and multiple
interarea oscillation modes in an extensively interconnected
power system.

This method uses the minimum singular values (MSV),
the right-half plane zeros (RHP-zeros), the relative gain array
(RGA), and the Hankel singular values (HSV) as indicators
to find stabilizing signals in the single-input single-output
(SISO) and multi-input multi-output (MIMO) systems. In the
SISO system with one FACTS device, only the criterion of
RHP-zeros is used as the indicator for limiting the performance
of the closed-loop system and the HSV as the indicator for
controllability-observability. This is because the MSV and the
RGA are useful indicators to quantify the degree of direction-
ality [18] and the level of interaction in the MIMO systems.
In the MIMO system, using multiple FACTS devices, all four
indicators are utilized, which are explained in the next section.

II. SELECTION OF LOCATION AND INPUT SIGNALS
FOR FACTS DEVICES

A. Minimum Singular Value (MSV)

The minimum and maximum singular values can be used to
quantify the degree of directionality in the MIMO systems. Con-
sidering a MIMO system with transfer function G with n inputs
and m outputs, G’ can be decomposed with the singular value
decomposition as follows:

G=UxvH (1)
where ¥ = {%1 0] is a m X n matrix and X7 is defined as
o 0 -+ 0
0 oy -+~ 0
1= . . .
0 0 - o

in which the non-negative singular values 01 > g9 > ---0; >
---0 > 0 are placed diagonally in a descending order with
k = min{m,n} and o2 is an eigenvalue of G¥ G, where G is
the complex conjugate transpose of G.

In (1), the output singular vectors [u1 ug - -+ U] compose
the matrix Uy, x,, and the input singular vectors [v; vo - -+ Uy]
compose the matrix V;, x,,. The matrices U and V can be used as
indicators to evaluate the strength and weakness of input-output
directions.

The maximum singular value of G 7(G) = opmax(G) = o1
shows the largest gain for any input direction. The smallest sin-
gular value of G (@) = omin(G) = oy is a useful control-
lability measure showing the smallest gain for any input direc-
tion. The ratio between maximum and minimum singular values
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Fig. 1. Block diagram of a plant with feedback.

o1 /0y indicates the degree of directionality of the system. If this
ratio is big due to a small value of oy, it shows that the system is
ill-conditioned, which indicates a large sensitivity of the system
to uncertainty. To avoid the ill-conditioning, it is desired that the
minimum singular value be as large as possible when selecting
the input-output signal [18], [19].

B. Right-Half Plane Zeroes (RHP-Zeros)

By considering different inputs-outputs for any plant G dif-
ferent zeros will appear. Those inputs-outputs, which produce
the RHP zeros (especially within the closed-loop bandwidth) are
undesirable because of the limiting performance of the closed
loop.

Considering the negative feedback system shown in Fig. 1
with plant G = z/p and a constant gain controller K = k, the
closed-loop transfer function G.. is

G KG kx| zq
14+ KG p4+kz P

From the above closed-loop transfer function, it is obvious
that the locations of zeros are unchanged, while pole locations
are changed by the feedback. As the feedback gain decreases,
the closed-loop poles will be moved to open-loop poles and as
the feedback gain increases, the closed-loop poles will be moved
from open-loop poles to open-loop zeros, which may lead to
gain instability.

Thus, the selection of inputs-outputs should be carried out in
a way that the closed-loop plant has a minimum number of the

RHP-zeros, which are required not to lie within the closed-loop
bandwidth [18].

C. Relative Gain Array (RGA)

A measure of interactions caused by decentralized control can
be provided using a relative gain array (RGA). Assume u; and
y; are, respectively, an input and an output of a multivariable
plant G with m inputs and m outputs, and that y; is controlled
by u;. The RGA is a matrix of the relative gains, and a relative
gain is the ratio of two gains in two extreme cases defined as
follows.

First, all other loops are open. All other input changes are zero
and the gain is

= Gij =
j Auk:O,vk;éj

Second, all other loops are closed. All other output changes are
zero and the gain is

Ayi ) n 1
=9ij = tAT 3)
<A“j Ayj=0,Vk#i N (G T
where

[G]i; element of G on the ith row and jth column;
[G~1]glement of G~! on the jth row and ith column.

[Glij- 2
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The ratio of g;; and g;; is known as the 4jth relative gain,
which is defined as
9ij _
Xij = = = G516 i 4)
.q1]
All of the relative gains \;; compose the RGA, which can be
expressed as

A=Gx (G )

where X denotes an element by element multiplication known
as the Hadamard or the Schur product and T is the transpose
operation of a matrix.

The RGA possesses the following main properties.

* It is independent of input and output scaling.
* Each row and each column sum up to 1.0, ;" | A;; = 1.
* RGA;; is independent of how other loops are paired.

The third property makes the RGA particularly attractive in
making variable pairing decisions because all possible pairings
can be scanned simultaneously without a prior requirement for
a given pairing.

Clearly, it is desired to pair u; and y; so that \;; is close to 1,
because this means that the gain from u; to y; is unaffected by
closing other loops. On the other hand, a pairing corresponding
to A;; < 0 is undesirable, because it means that the steady-state
gain in a given loop changes sign when other loops are closed.
If a pairing of an output and an input corresponds to a negative
steady-state relative gain, then the closed-loop system has at
least one of the following properties.

* The overall closed-loop system is unstable.

* The loop with the negative relative gain is unstable by
itself.

* The closed-loop system is unstable if the loop with the
negative relative gain is opened.

Based on the above explanation, the RGA (5) gives useful
information to pairing inputs-outputs for a MIMO system. It
is designed to pair inputs and outputs such that the diagonal
elements of the RGA matrix are as close as possible to unity,
which shows less interaction. Also, it is not desirable for a plant
to have large RGA elements [18], [20].

The relative interaction in the decentralized control can be
presented by the matrix £ = (G — G)é’l [21], [22], where
matrix G = diag(G;;) denotes the matrix with the diagonal
elements of G. Then an important relationship for decentralized
control is given by

(I+GK)= (I+ET) (I+GK) (6)
——— —— ——
Overall interactions individual loops

where the complementary sensitivity function T =
GK(I + GK)~! is the closed-loop transfer function of
the diagonal system G.

Equivalently (6) can be written in terms of the sensitivity
function as follows:

S=S8(I+ET)™! (7

where S is the sensitivity function for the diagonal system G.
Note that the sensitivity functions and complementary sensi-
tivity functions for the individual loops are collected in the di-
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agonal matrices, that is S = diag(5;) = (I + GK)~! and
T = diag(i;) = GK(I + GK)™ L.

Equation (7) shows that S is not equal to the matrix of diag-
onal elements of S and it also depends on the interaction term
(I+ ET)~", indicating interactions between different loops. At
frequencies where the feedback is effective, T ~ I and it can

be shown that
(I+ET)'~GG'=T (8)

where I' = {v;;} is the performance relative gain array
(PRGA), known as an indicator for interaction [18], [22]. By
substituting (8) into (7), the following equation can be derived:

S~ ST. 9)

With this approximation, the output error e can be expressed as
follows (Fig. 1):

e=r—y= SI'r— STGqd. (10

Equations (9) and (10) show that I is important when evaluating
performance with decentralized control [18], [22]. The PRGA
elements larger than 1 imply there are interactions [22].

D. Hankel Singular Values (HSV)

Controllability and observability of a system play an impor-
tant role in selecting input-output signals. In order to specify
which combination of input-output contains more information
about the system internal states, one possible approach is to eval-
uate observability and controllability indexes of the system.

A linear time invariant system can be defined as

T = Az + Bu
G'{y:Cw—i—Du' (11)
Two possible ways to check that the above system is controllable
are
* (A, B) is controllable if and only if matrix ®, defined as
® = [B AB A%B --- A" 1 B] has full rank n, where n is
the number of states.
* (A, B) is controllable if and only if the controllability

Gramian matrix defined as
oo

P = / AtBBT A"t gt
0

12)

is positive definite, which has full rank n. Matrix P is the
solution to the following Lyapunov equation:

AP + PAT + BBT = 0.

Also, there are two possible ways to check the observability
of the above system (11):

13)

e (A, C) is observable if and only if matrix U, defined as
C

CA

U = has full rank n.

can-t
* (A, C) is observable if and only if the observability
Gramian matrix defined as

Q= / eAtoCT Mt (14)
0
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has full rank n and, thus, is positive definite. Matrix @
satisfies the following Lyapunov equation:

ATQ+QA+cCcTc =o. (15)

The Hankel Singular Values (HSV) o; is an observability-
controllability index, defined as

o = VAi(PQ),

which reflects the joint controllability and observability of the
states of a system where \;(PQ) is the i*" eigenvalue of PQ.

Thus, for choosing input and output signals, the HSV can
be calculated for each combination of inputs and outputs, the
candidate with the largest HSV shows better controllability and
observability properties. It means that this candidate can give
more information about system internal states [18].

(16)

1=1,...,n

III. PROCEDURE OF SELECTION OF STABILIZING SIGNAL(S)
FOR FACTS DEVICES

The procedure to select stabilizing signals for supplementary
controller of the FACTS devices using the MSV, the RHP-zeros,
the RGA-number, and the HSV can be described as follows.

In a SISO system, using only one FACTS device, the RHP-
zeros and the HSV are used as indicators to select the most re-
sponsive signal to a mode of the interarea oscillation. The pro-
cedure to carry out the selection of a proper stabilizing signal is
summarized in the following steps:

Step 1) After placing a FACTS device, choose the stabilizing
signal candidates for supplementary control.

For each candidate, calculate the RHP-zeros. If any
RHP-zeros is encountered in the frequency range of
0.1-2 Hz that is undesirable, then the corresponding
candidate should be discarded.

Check the observability and controllability of the
remaining candidates using the HSV. The candidate
with the largest HSV is more preferred, which shows
that the corresponding signal is more responsive to
the mode of oscillation and is the final choice.

For a MIMO system using multiple FACTS devices, in ad-
dition to using the HSV and the RHP-zeros, the MSV and the
RGA-number are also used to find the most responsive signals
to modes of the interarea oscillation. The procedure can be de-
scribed as follows:

Step 1) Place the FACTS devices in the system. Choose the
possible stabilizing signal candidate sets for supple-
mentary control.

Calculate the MSV for the candidate sets in step 1. In
the case of having a large number of candidate sets,
a range of candidate sets with larger values of the
MSYV should be selected for a more detailed input-
output controllability analysis.

Calculate the RHP-zeros for the selected candidate
sets considered in step 2. Those candidate sets,
which encounter the RHP-zeros, will be discarded.
Calculate the RGA-number for the remaining can-
didate sets from step 3. Candidate sets with smaller
RGA-number are preferred. Few candidate sets with

Step 2)

Step 3)

Step 2)

Step 3)

Step 4)
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Fig. 2. Single line diagram of a two-area study system.
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Fig. 3. Single line diagram of a five-area study system.

the RGA-number close to the achieved smallest
RGA-number will be selected for the next step.

The observability and controllability of the selected
candidate sets from step 4 will be checked using
the HSV. The candidate set with the largest HSV
is preferred and known as the final choice for the
stabilizing signals for the supplementary controllers.

Step 5)

IV. MOST EFFECTIVE STABILIZING SIGNAL(S)
FOR THE STUDY SYSTEMS

Two study systems, one small and one large are used in this
paper. A brief description of the systems is given as follows.

Study system 1: A 2-area-4-machine system: This test
system is illustrated in Fig. 2. The subtransient model for
the generators, the IEEE-type DC1 and DC2 excitation
system are used for machines 1 and 4, respectively, Models
IEEE-type ST3 compound source rectifier exciter models
is used for machine 2 and first-order simplified model for
the excitation systems is used for machine 3, PSS is placed
on machines 2 and 3 and the linear models for the loads are
used. The system data are adopted from [23]. A three-phase
fault is applied in one of the tie circuits at bus 101 between
bus 101 and bus 13. The circuit is tripped after 70 ms.

Study system 2: A S5-area-16-machine system: The
system shown in Fig. 3, consists of 16 machines and 68
buses. This is a reduced order model of the “old” New
England (NE) New York (NY) interconnected system
[24]. The system does not represent the current New
York-New England interconnected system. The first
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TABLE 1
ENCOUNTERED RHP-ZEROS FOR THE 4 STABILIZING SIGNAL CANDIDATES
. Stabilizing RHP-zeros RHP-zeros RHP-zeros
Candid- .
ate No signal of System of System of System
i candidate with SVC with SSSC with UPFC
1 1203 Yes Yes Yes
2 P2o.3 No No No
3 T120.13 Yes No No
4 P120-13 No No No
Hankel singular values
12
10f,
8 *+ +
6t -
*..
o+
4 oY
o
¥
2 .
0 B .

1 2 3 4 5 6 7 8 9 10
n-state number

Fig. 4. HSV of the candidates 2 and 4 for the system 1 equipped with SVC:
plus-dotted line: candidate 2; star-dotted line: candidate 4.

nine machines are the simple representation of the New
England system generation. Machines 10 to 13 represent
the New York power system. The last three machines are
the dynamic equivalents of the three large neighboring
areas interconnected to the New York power system.
The subtransient reactance model for the generators, the
first-order simplified model for the excitation systems,
and the linear models for the loads and ac network are
used. Also, the system data are adopted from [24]. A
three-phase fault is applied in bus 1 between bus 1 and
bus 2. The circuit is tripped after 70 ms.

A. Study System 1 Equipped With the SVC, SSSC, and UPFC

For this system, the SVC is to be located at bus 101, the
SSSC at line 101-13, and the UPFC at bus 101 and line 101-13.
Since only one FACTS device is to be located in this system at a
time, the most effective signal is chosen based on the RHP-zeros
and HSV. Once the FACTS devices are placed in the system,
the choices for the stabilizing signal could be as Izg_3; Pog_3;
Ii20-13; or P129_13 [25].

First, the RHP-zeros for the above candidates for the SVC,
the SSSC, and the UPFC are calculated. Table I shows whether
the candidates encountered the RHP-zeros or not. For the SVC
as shown in Table I, only the candidates 1 and 3 encountered
the RHP-zeros. This analysis leaves us with the candidates 2
and 4 for a further consideration by the HSV. As illustrated in
Fig. 4, statistically the HSV for the candidate 2 is larger than the
HSV for the candidate 4. In other words, candidate 2 contains
more information about the system internal states than output 4.
Therefore, candidate 2 is more preferable than candidate 4 and
is selected as the final choice.
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Hankel singular values
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n-state number

Fig. 5. HSV of the candidates 2 and 3 for the system 1 equipped with SVC:
plus-dotted line: candidate 3; star-dotted line: candidate 2.

Hankel singular values

1 2 3 4 5 6 7 8 9 10
n-state number

Fig. 6. HSV of candidates 2, 3, and 4 for the system 1 equipped with SSSC:
plus-dotted line: candidate 3; star-dotted line: candidates 2 and 4.

Before carrying on the signal selection procedure for the
SSSC and UPFC, an extra piece of analysis is carried out here
for the SVC to show that a decision made according to the ob-
servability alone is inadequate. To show this, the observabilities
of two candidates (candidates 2 and 3) are compared as shown
in Fig. 5. As illustrated in this figure, the HSV for candidate
3 is larger than the HSV of candidates 2; however, candidates
3 has been discarded because it produces RHP-zeros. This
analysis shows that the other factors of input-output controlla-
bility analysis must be taken into consideration before making
decision based on the observability.

For the SSSC and the UPFC, the same procedure is applied to
select stabilizing signals. As can be seen from Table I, only can-
didate 1 produces the RHP-zeros. The HSV for the remaining
candidates (2, 3, and 4) for the SSSC and the UPFC are per-
formed and the results are shown in Figs. 6 and 7, respectively.
As illustrated in these figures, the achieved HSV for the three
candidates are close to each other, which shows that any of them
can be selected as the final choice. Candidate 3 is selected as the
final choice for stabilizing signal for both the SSSC and UPFC.

B. Study System 2 Equipped With SVC, SSSC, and UPFC

For the study system, 2 UPFC is placed at bus 8 and line
8-9, and SSSC and SVC are placed at line 40-48 and bus 7,
respectively. While the FACTS devices are placed into the power
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Hankel singular values

14

1.2F

08}
06}
04}

0.2}

1 2 3 4 5 6 7 8 9 10
n-state number
Fig. 7. HSV of candidates 2, 3, and 4 for the system 1 equipped with UPFC:

plus-dotted line: candidate 3; star-dotted line: candidate 2; dot-dotted line:
candidate 4.

system, the choices of the candidates for the feedback signals
could be as follows:

the SVC, the possible candidates are
Te—7; Ir—g; To—36; lo—30; Pe—7; P7—s; Po_36; Po_30].

For

For the UPFC, the possible candidates are
[Is—s: To—36: To—30; P5_s; Po_36; Po_30].
For the SSSC, the possible candidates are

Ly 415 Lao-—a8; Pao—a1; Pao_as].

With the above choices of feedback signals, it is desired to
select one signal for the SVC, one signal for the SSSC, and
one signal for the UPFC. Thus, the numbers of possibilities are
8§ x 6 x4 =192.

The 192 candidate sets are analyzed with detailed
input-output controllability analysis using the MSYV, the
RHP-zeros, the RGA-number, and the HSV. At each step, some
of the candidates are eliminated.

The MSV for all 192 candidate sets are calculated. The
achieved largest MSV value is 2.5079 and the achieved
smallest one is 0.0007. Candidate sets with very small MSV
compared to the candidate set with maximum MSV (2.5079)
cause ill-conditioning, which should be eliminated. Candidate
sets with the MSV close to 2.5079 are more preferable. How-
ever, the candidate sets with the MSV value in a wider range
between 0.0630 and 2.5079 are selected (39 candidates) for the
next step.

At this step, the RHP-zeros for these 39 candidate sets are
calculated. Since it is required to control the plant between
0.1-2 Hz, the RHP-zeros close to these values cause problems
and, therefore, are avoided. Among the 39 candidate sets,
only 20 candidates do not encounter the RHP-zeros as listed
in Table II and the other 19 candidates are eliminated. This
analysis leaves us with the 20 selected candidate sets for further
consideration by the RGA-number.

The RGA for the candidate sets having the MSV larger than
0.15 (12 candidates as bolded in Table II) are checked for the
frequency of interest. The candidates with the smallest RGA are
the best. Among these 12 candidates, candidate sets 11-13 and
15 in Table I have smaller RGA as shown in Fig. 8. These four
candidates are chosen for the next step. The final decision is
made using the HSV analysis.

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 19, NO. 2, MAY 2004

TABLE 11
MSYV FOR THE CANDIDATE SETS OF THE STUDY SYSTEM 2
Set No. Candidates MSV
1 17-8,140-41, 19-30 0.0630
2 17-8,148-47,19-36 0.1228
3 17-8, P41-40, 19-36 0.1418
4 17-8, P41-40, 19-30 0.0690
5 17-8,147-48, 15-8 0.2009
6 17-8, P41-40, 15-8 0.1982
7 17-8,148-47, P9-36 0.2422
8 17-8, P41-40, P9-36 0.1973
9 16-7,148-47,19-36 0.1103
10 16-7, P41-40, 19-36 0.1247
11 16-7, 147-48, 15-8 2.5079
12 16-7, P40-41, 15-8 2.1999
13 16-7, P47-48, 15-8 0.2140
14 16-7,148-47, P9-36 0.1950
15 16-7, P41-40, P9-36 0.1589
16 16-7, P41-40, P5-8 1.9185
17 16-7, P47-48, P5-8 0.2079
18 P9-36, 147-48, 15-8 0.1437
19 P9-36, 140-41, I5-8 0.115
20 P6-7, 140-48, 15-8 0.1573
7
6 L

107" 10° 10’ 102
Frequency (rad/s)

Fig. 8. RGA plot of candidates 11, 12, 13, and 15 for the system 2: solid line:
candidate 15; dashed line: candidate 13; dotted line: candidate 12; dashed-dotted
line: candidate 11.

It is found that candidate set 15 has the largest HSV among
the candidate sets 11-13 as illustrated in Figs. 9-11. These fig-
ures indicate that the candidate set 15 has better state controlla-
bility and observability properties. Therefore, the candidate set
15 is more preferable for control purposes and hence is selected
as the final choice. These stabilizing signals are used to design
the controllers for the UPFC, the SSSC, and the SVC in the later
stage of this study.

C. Performance Evaluation in the Study System 1

The purpose of this and the following sections is to show that
the selected signals are effective in controlling the modes of
oscillation. For this, the study system 1 is equipped with a SVC.
A supplementary controller is designed for the SVC using the
H.. mixed-sensitivity method (the method is explained in [26]).

A three-phase fault is applied in one of the tie circuits at
bus 101. An eigenvalue analysis is carried out to evaluate the
damping ratios for prefault and postfault conditions. The entries
in Table III display the damping ratios and interarea modes of
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Hankel singular values
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Fig. 11. HSV of the candidate sets 13 and 15: plus-dotted line: candidate 15;
star-dotted line: candidate 13.

the system with and without the SVC and when the system is
equipped with the SVC and the supplementary controller.

Also, a nonlinear time-domain simulation has been carried
out for the study system 1 equipped with the SVC as shown in
Fig. 12.

Table III and Fig. 12 show that the location of SVC with the
selected signal for the supplementary controller is effective in
controlling the mode of oscillation.
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TABLE III
EFFECTS OF SVC ON EIGENVALUES AND DAMPING RATIOS OF
THE INTERAREA MODE

Pre-fault Pre-fault
System
Condition Inter-area ¢ Inter-area 4
Mode Mode
Without SVC -0.1804£3.504i | 0.051 -0.021+2.817i 0.007
With SVC -0.258+3.744i | 0.068 -0.086%2.90i 0.029
SVC with -0.315+£3.761i | 0.083 -0.286+3.751i 0.076
supplementary
Controller
5]
8
©
°
<
8
©
©
0
0 5 10 15 20 25 30
Time (S)
Fig. 12. Response of generators to a three-phase fault: dotted line: without

SVC; dashed line: with SVC; solid line: with SVC and the supplementary
controller.

D. Performance Evaluation in the Study System 2

In order to determine the interaction between loops 1 (SVC),
2 (S8SSC), and 3 (UPFC), the PRGA for the study system is
plotted as shown in Fig. 13.

PRGA elements larger than 1 imply that there are adverse
interactions [18] and this figure shows that there are interactions
from loop 1 into loop 2 (G1) and into loop 3 (G'3y).

A three-phase fault at bus 1 is assumed in the tie-lines be-
tween bus 1 and bus 2. An eigenvalue analysis is carried out
to evaluate the damping ratios for postfault conditions. The en-
tries in Table IV display the interarea mode and damping ratios
in the open loop for the study system 2. It can be seen from
this table that after clearing the fault, one eigenvalue will be
positive and the system is expected to become unstable through
growing oscillations.

By placing the FACTS devices, the unstable mode disap-
pears. By applying supplementary controllers, damping will
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PRGA

Magnitude

102 100 102 104

Frequency (rad/s)

Fig. 13. Elements of PRGA: Lines ended by square: dashed line: G'3»; solid
line: G'3;; Lines ended by circle: dashed line: G»3; solid line: G5y ; Lines
ended by arrow: dashed line: G13; solid line: G12.

TABLE IV
EFFECTS OF FACTS ON EIGENVALUES AND DAMPING RATIOS OF
THE INTERAREA MODES (STUDY SYSTEM 2)

Without FACTS Devices With FACTS Devices
Mod
e No.| Inter-area Mode 4 Inter-area Mode 4
1 0.0116+1.812i -0.006 -0.1043£1.909i 0.054
2 -0.0511£2.919i 0.017 -0.0584+3.026i1 0.019
3 -0.1427£3.1651 0.045 -0.1657£3.173i 0.052
4 -0.2446+4.9461 0.049 0.2489+4.938i 0.050
TABLE V
EFFECTS OF CLOSED-LOOP ON DAMPING RATIOS OF
THE INTERAREA MODES (STUDY SYSTEM 2)
Closed- Mode 1 Mode 2 Mode 3 Mode 4
loop
Pre-fault | 0.094004 0.085436 0.093633 0.07045
Post-fault 0.091890 0.095240 0.092090 0.07020

be improved further. Table V shows the damping ratio of the
closed-loop system with the supplementary controllers for the
study system 2. In Table V, the location of modes changed
slightly from prefault to postfault conditions.

To verify the performance of the controllers in the face of the
system nonlinearity, a nonlinear simulation is performed.

Tables IV and V and Fig. 14 show that the locations of the
FACTS devices with the selected signals for the supplementary
controller are responsive to the modes of oscillation.

V. CONCLUSION

In this paper, the importance of identifying effective stabi-
lizing signals for the FACTS devices in a power system is high-
lighted. It is concluded that the method of controllability and ob-
servability alone as an analytical tool is not adequate to identify
the most effective feedback signals. The final selection should
be carried out in a more detailed input-output controllability
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Fig. 14. Dynamic response of the system following a three-phase fault at
bus 1 in the study system 2: dotted line: without FACTS devices; dashed
line: FACTS devices without controllers; solid line: FACTS devices with
supplementary controllers.

analysis. In SISO systems, this task can be done using the RHP-
zeros and the HSV indicators. For MIMO systems, in addition
to the RHP-zeros and the HSV, other indicators, the MSV and
the RGA-number, are used.

With the chosen signals for SISO and MIMO systems, the
corresponding supplementary controllers are designed. The re-
sults show that the selected signals are responsive to interarea
modes.
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