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Abstract

A mathematical process model for an internal reforming molten carbonate fuel cell power plant is discussed in this paper. The
dominant thermal and chemical dynamic processes are modeled for the cell stack array and balance-of-plant, including cathode gas
preparation, heat recovery, and fuel processing. Physical data is obtained from a 2MW system design that was a precursor to a

demonstration plant operated at the City of Santa Clara, CA, USA. Steady state validation for several load points is provided for
the cell stack array and a load cycling control system is described and tested under ramping operation between load points. r 2002
Elsevier Science Ltd. All rights reserved.
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1. Introduction

Fuel cell-based power plants convert the chemical
energy in a fuel directly to electricity without the
requirement of conversion of energy into heat. This
results in high efficiency (50–60% before heat recovery).
In addition, NOx and SOx emissions are greatly reduced
in comparison with fossil fuel-based generation. Among
various types of fuel cell technologies, phosphoric acid
fuel cell systems are readily available in 250 kW size. The
more efficient next generation molten carbonate fuel cell
(MCFC) system has just reached commercial status,
with ongoing field b-testing of 250 kW natural gas units.
Evolution of the MCFC power plant from research and
development to a mature product has commenced with
the demonstration of MW-class power plant operation.
One of the largest of these demonstrations has been
California’s 2MW Santa Clara Demonstration Project
(SCDP) (Monn, 1995; Skok, Abueg, Shwartz, & Brodie,
1996). The SCDP is designed using sixteen 125 kW
stacks of fuel cells that are based on ‘‘direct fuel cell

technology’’ developed by FuelCell energy (FCE).
This type of fuel cell utilizes internal reforming of
natural gas, eliminating the need for a large external
reformer to produce hydrogen fuel, simplifying the plant
configuration.
Mathematical modeling of fuel cells has concentrated

on such issues as physical and transport properties,
kinetics, and static performance. Simple, dynamic
representations of fuel cells and balance-of-plant
(BOP) are instead preferred for use in control applica-
tions. To this end, there have been several reported
developments in the literature based on particular
assumptions. Cell geometry effects and complex mass
distributions have been included in a dynamic model for
external reforming MCFC (He, 1994, 1995). Alterna-
tively, a dynamic model for internal reforming MCFC
has been developed assuming chemical reactions at
equilibrium and negligible mass storage (Ernest, Ghezel-
Ayagh, & Kush, 1996). The lumped-parameter model
outlined in this paper is based on representation of both
fast and slow dynamics by considering reforming
reaction kinetics, mass storage, and cell polarization
losses (Lukas, Lee, & Ghezel-Ayagh, 1999).
Demonstration of the SCDP had focused on certain

project criteria: power quality, VAR compensation,
NOx and SOx emissions, efficiency, runtime hours,
availability, reliability, and BOP performance. Ramping
operation was somewhat conservative, though, being
restricted to at most 4%/min and under the assistance of
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an operator (Fuel Cell Engineering Corporation, 1997).
In this paper, a load cycling controller for the SCDP is
described and demonstrated for ramping operation of
15%/min between load points over the upper power
region.

2. Molten carbonate fuel cell

In FCE’s technology, natural gas is internally
reformed to hydrogen, partially in an internal reforming
unit and partially at the cells. The two-step approach,
shown in Fig. 1, is a combination of indirect internal
reforming (IIR) and direct internal reforming (DIR)
which provides for better thermal management (Far-
ooque, 1993). In the IIR step, a reforming unit (RU) is
placed between every 10 fuel cells in the stack,
converting about 50% of natural gas to hydrogen prior
to entry into the cell anode. Further reforming occurs in
the cell anodes (DIR step), which are also loaded with
reforming catalysts.
As a result of steam reforming, H2 is introduced at the

porous anode electrode. Oxidant (a mixture of O2 and
CO2) is introduced at the porous cathode electrode. At
the cathode electrode, the oxygen and carbon dioxide in
the oxidant stream undergo a reaction to form
carbonate ions CO2�

3 :

1
2O2þCO2þ2e� -

Cathode
CO2�

3 : ð1Þ

The carbonate ions then migrate to the anode electrode
through the molten salt electrolyte. The H2 is reacted
with carbonate ions producing H2O and CO2:

H2þCO¼
3 -
Anode

H2Oþ CO2þ2e�: ð2Þ

The following additional, independent reactions occur
in both the IIR and the DIR step:

CH4þH2O-COþ 3H2 Reforming; ð3Þ

COþH2O2CO2þH2 WGS; ð4Þ

where WGS refers to the water–gas shift reaction.
Actual performance (voltage and power) of the fuel cell
for a specified load current is determined by the
chemical reactants and products as well as cell
temperature.

2.1. Stack dynamics

Since each stack in principle operates under the same
conditions, the dynamic model considers a lumped
representation of all 16 stacks (equivalent stack).
Furthermore, the RU and anode compartments are
lumped togetherFsubsequently referred to as the anode.
The model therefore assumes two well-stirred compart-
ments, for each of anode and cathode, with interchange
of mass (ions) through the electrolyte matrix separating
the two sides. A common stack temperature is assumed
and supported by the observation that anode and
cathode temperatures are nearly equal. Each anode
and cathode compartment has a set of mole balances
(Lukas et al., 1999)

V *Ct
dxi
dt

¼ Ninðxini � xiÞ � xi
Xx
i¼1

Ri þ Ri; i ¼ 1;y; x;

ð5Þ

where V is the compartment volume (m3), *Ct the total
molar concentration (mol/m3), Nin the total molar flow
into volume V (mol/s), xini the inlet mole fraction1 of gas
species i; xi the mole fraction of gas species i; Ri the total
production rate of species i (mol/s), and x the number of
different gas species.
The term Ri represents rate of production of species i

due to chemical reaction and can be represented by

Ri ¼
Xm
j¼1

nijrj ; ð6Þ

where for a total of m independent reactions, nij are the
stoichiometric coefficients2 of species i in reaction j; and
rj the rate of reaction j: Exit stream concentrations in the
mole balance equations are replaced by pressures for
both the anode and cathode compartments using the
ideal gas law *Ct ¼ P=ðRTsÞ; where P (kg/m s2) is the
total gas pressure and R (J/molK) the universal gas
constant. Anode/cathode pressure dynamics (Lukas,
Lee, & Ghezel-Ayagh, 2000) are obtained from the
ideal gas law by differentiation with respect to time.

Fig. 1. IIR/DIR structure of MCFC stack.

1Mole fraction is defined as the ratio of moles of gas species i to total

moles.
2For example, H2 has a coefficient of 3 in reaction (3).
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Assuming that energy accumulates only in the large
metal mass, gas mixtures are ideal, and exit stream
temperatures are equal to the solid stack temperature,
an energy conservation is (Lukas et al., 1999)

MsCsp
dTs

dt
¼Nin

a

Xx
i¼1

xinaið %h
in

ai � %h
s

i Þ

" #

�
Xx
i¼1

%h
s

iRai þN
in
c

Xx
i¼1

xincið %h
in

ci � %h
s

i Þ

" #

�
Xx
i¼1

%h
s

iRci �Ql � Pdc; ð7Þ

where subscripts a and c refer to anode and cathode,
respectively, and Ms the stack solid mass ðkgÞ; Csp the
stack solid specific heat (J/kgK), Ts the stack solid
temperature ðKÞ; %h

in

i the inlet molar enthalpy of species i
(J/mol), %h

s

i the molar enthalpy at stack temperature, Ql
the heat loss ðWÞ; and Pdc the DC electrical power ðWÞ:
Ideal gas molar enthalpies for individual species are

given by

%hi ¼ %h
ref

i þ
Z T

Tref

cp; iðuÞ du; ð8Þ

where the first term represents energy at standard
reference temperature. Molar heat capacities cp; i (J/
molK) are polynomial functions of absolute tempera-
ture, obtained from standard tables. To account for
energy changes that occur during chemical reaction,
standard heats of formation are included within the
reference terms. An important characteristic of Eq. (7) is
that the large mass-specific heat (contributed from 16
stacks) results in a thermal time constant of about 6 h.
There are three major reactions in the MCFC: the

combined fuel cell reactions (1) and (2); the reforming
reaction (3); and the WGS reaction (4). As in Eq. (6), the
rate of reaction ð jÞ will be denoted rj : The overall fuel
cell reaction rate for the equivalent stack is determined
by Faraday’s law of electrolysis (Appleby & Foulkes,
1989)

r1 ¼ r2 ¼
�Arncellnstacki

2F
ðmol=sÞ; ð9Þ

where i is the fuel cell current density ðA=cm2Þ; ncell the
number of cells in stack, nstack the number of stacks, Ar
the fuel cell active area ðcm2Þ; and F the Faraday’s
constant ðJ=mol VÞ:
In practice, the WGS reaction rapidly approaches

near-equilibrium conditions (Xu & Froment, 1989). A
quasistatic, equilibrium relationship is therefore used to
describe the WGS reaction

xCO2
xH2

xCOxH2O
¼ expðE1 þ E2=T

sÞ; ð10Þ

where E1 and E2 are the Gibb’s free energy constants
(Sandler, 1989) for the WGS reaction. Reforming

reaction kinetics is commonly defined in terms of

CH4þ2H2O-CO2þ4H2 ð30Þ

which, along with the WGS reaction (4), describes an
independent set of reactions equivalent to the set of
reactions (3) and (4). The reaction rate of (30) is (Wolf &
Wilemski, 1983)

r30 ¼ kPCH4
½ð1�QÞ=KMeq� ðmol=sÞ; ð11Þ

where k is the reforming rate constant ðmol=sÞ; PCH4
the

methane partial pressure, Q the mass action expression,
and KMeq the reforming reaction equilibrium constant.
Mass action Q is a function of the partial pressures3 of

components in Eq. (5) and the equilibrium constant is
KMeq ¼ expðE3 þ E4=TsÞ; where E3 and E4 are the free
energy constants for reforming reaction.
Knowledge of the WGS reaction rate r4 is required in

order to evaluate Ri; however, this rate is undefined
according to the quasistatic assumption imposed on the
WGS reaction. The variable r4 can be eliminated,
though, resulting in an explicit set of equations (Lukas
et al., 2000).

2.2. Cell voltage representation

Electrical performance of the fuel cell in terms of
temperature and gas compositions is given by the Nernst
equation (Hirschenhofer, Stauffer, Engleman, & Klett,
1998)

V0 ¼ E0ðTÞ þ
RT

2F
ln
PH2; aP

1=2
O2; c

PCO2; c

PH2O; aPCO2; a
; ð12Þ

where V0 is the equilibrium cell potential ðVÞ; E0ðTÞ the
cell standard potential ðVÞ; and Pi the partial pressure of
gas species i:
Fuel cell irreversible losses are contributed by activa-

tion, concentration, and ohmic polarizations:

Vcell ¼ V0 � Zact � Zconc � iz; ð13Þ

where Vcell is the cell voltage under load ðVÞ; Zact the
activation polarization ðVÞ; Zconc the concentration
polarization ðVÞ; and z the cell ohmic impedance
ðO cm2Þ:
Polarization losses are generally dependent on gas

partial pressures, temperature, and current density, all
of which are spatially distributed in an actual cell.
Empirical relationships, correlated with cell average
quantities, are used to describe polarization losses and
cell standard potential. These are obtained from a three-
dimensional fuel cell performance model validated with
the experimental data (Ding, Patel, Farooque, & Maru,
1997).

3Partial pressure Pi 	 xiP=Patm; Patm is atmospheric pressure.
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2.3. Stack model experimental results

Parameters used in the dynamic model include:
anode/cathode volumes, stack solid mass and specific
heat, cell active area, and reforming catalyst area.
Standard constants are used for the WGS and reforming
reactions. All parameters represent a 16-stack equiva-
lent, corresponding to the SCDP. The SCDP uses 16
125 kW fuel cell stacks, each consisting of 258 cells. A
series connection of four stacks forms a string and the
system DC voltage is taken across a parallel combina-
tion of four strings ðVsys ¼ 4
258
VcellÞ: Table 1 gives a

steady state comparison of model and actual plant data
(Fuel Cell Engineering Corporation, 1997).
Fast transient responses are investigated by suddenly

removing, and then restoring, 50% of the rated load
current while anode/cathode inlet conditions are held
constant. Fig. 2 shows the system voltage (normalized to
rated value) for this transient. The shape of the voltage
profile is in excellent agreement with test data from an
MCFC laboratory unit subjected to a similar distur-
bance (Sasaki, Matsumoto, Tanaka, & Ohtsuki, 1988).

3. MCFC power plant

A simplified process flow diagram for the SCDP is
shown in Fig. 3. Major systems include:

1. fuel cell stack array,
2. cathode gas preparation (anode exhaust oxidizer and

booster blower),
3. heat recovery (steam and fuel preheating),
4. fuel processing (preconverter and hydrodesulfurizer).

3.1. Cathode gas preparation

The cathode gas preparation system includes the
catalytic anode exhaust oxidizer and variable speed-
driven booster blower. At the stack cathode, O2 is
supplied by air and CO2 is made available by recycling
the CO2 from the anode compartment. A small
percentage of additional CO2 is contributed by oxida-
tion of CO (also present at the anode) within the
oxidizer. The reactions taking place within the oxidizer
are

H2 þ 1
2O2-H2O; ð14Þ

COþ 1
2O2-CO2; ð15Þ

CH4þ2O2-CO2þ2H2O: ð16Þ
Fig. 2. System voltage response to sudden reduction and restoration of

system current.

Table 1

Steady state model validation

System current (A) System voltage (V)

Plant Model

Full power 3056 750 720

Rated power 2483 791 777

Part load 2101 816 812

Fig. 3. Simplified process flow diagram for the SCDP.
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Reaction (16) occurs primarily during startup operation
when supplementary CH4 is burnt to maintain system
temperature. The oxidation reactions are modeled as
complete and spontaneous and minimum theoretical air
(MTA) required for completion is always available
under all plant operating conditions. A set of mole
balances, analogous to those in the stack, is applied to
the resident gases within the oxidizer: CO2, H2O, N2,
and O2. Energy storage in the oxidizer is also similar to
the stack in that there is a significant solid component in
the combined catalyst bed and static mixer. Therefore, a
similar form for energy conservation is applied, with
appropriate modifications to the right-hand side of
Eq. (7). Air flow (supplied by a compressor) into the
oxidizer is used for stack temperature control and is
about seven times larger (on a mass basis) than the
MTA required for complete oxidation.
A variable speed-driven blower is used to control

differential pressure between anode and cathode. The
blower model is described by a polynomial (using
identified coefficients from performance data) relating
static pressure at rated speed SPR to actual cubic feet
per minute at rated speed ACFMR: Performance at off-
rated speed is (Cherkasski, 1980)

ACFM ¼ K � ACFMR;

SP ¼ K2SPR;

K ¼ N=NR; ð17Þ

where N is the actual blower speed in rpm, and NR the
rated blower speed in rpm.
Blower exhaust temperature is calculated from

performance curves of blower efficiency and brake
horsepower.

3.2. Heat recovery

The fuel cell stack cathode exhaust gas is a mixture of
CO2, H2O, N2, and O2 at a temperature of about 6771C.
This exhaust gas enters the heat recovery unit and
exchanges heat with the fuel superheater tube-side gas, a
mixture composed mainly of CH4, H2O, and H2, which
then enters the RU. Following the fuel superheater, in
order, are the steam superheater, steam boiler4 (not
shown in Fig. 3), and fuel preheater. Associated with the
fuel superheater is a bypass valve to control the
temperature of the steam/methane fuel mixture entering
the RU. Another valve is placed between the fuel
superheater and RU, used for regulating RU back-
pressure.
Each superheater is a shell-and-tube heat exchanger.

The largest of these, the fuel superheater, has tube-side
and shell-side gas volumes of about 0.15 and 1.8m3,
respectively. As a result, mass storage time constants are

at most 0.4 s for either side. The time constant for gas
energy storage on the shell-side is roughly the same.
When considering energy storage within the metal,
however, the time constant is about 4.5min on the tube-
side. This implies the following representation for a
superheater:

dHt

dt
¼
Q� wtðHt �Hin

t Þ
Me

; ð18Þ

Hs ¼ Hin
s �Q=ws; ð19Þ

where HtðHsÞ is the tube (shell)-side enthalpy ðJ=kgÞ;
Hin
t ðH

in
s Þ the tube (shell)-side inlet enthalpy ðJ=kgÞ; wt


ðwsÞ the tube (shell)-side mass flowrate ðkg=sÞ; Q the rate
of heat input ðJ=sÞ and Me the effective mass ðkgÞ:
The effective mass5 is a representation of lumped

metal and tube-side fluid mass (McDonald, Kwatny, &
Spare, 1971):

Me ¼ aMm
Cpm

Cpt
þ rtVt; ð20Þ

whereMm is the metal mass ðkgÞ; a the ratio of metal to
fluid temperature, Cpm the metal specific heat ðJ=kgKÞ;
Cpt the fluid specific heat ðJ=kg l KÞ; rt the fluid density
ðkg=m3Þ; and Vt the fluid volume ðm3Þ:
Defining effective temperature as the average of inlet

and exhaust temperature, Te ¼ ðT þ TinÞ=2; the rate of
heat input in Eqs. (18) and (19) is determined by
convection heat transfer (Nam, 1986):

Q ¼ ZwZns ðTse � TteÞ; ð21Þ

where Z is the identified coefficient ðJ=kg l KÞ; Zn the
identified coefficient, Tse the shell-side effective tempera-
ture ðKÞ; and Tte the tube-side effective temperature ðKÞ:
Finally, a relationship between specific enthalpy H

and molar enthalpy %hi;

HðTÞ ¼
Xx

i¼1
xi %hiðTÞ=

Xx

i¼1
xiMi; ð22Þ

is used to calculate inlet enthalpies in Eqs. (18) and (19),
where Miðkg=molÞ represents molecular weight of
species i: Conversely, Eq. (22) is used to solve for
temperature, given Ht or Hs:

3.3. Fuel processing

Referring to the process flow diagram of Fig. 3, the
fuel processing consists of both hydrodesulfurizer and
fuel preconverter. The hydrodesulfurizer removes odor-
ants and impurities from natural gas to the level
required for fuel cell operation. This reactor has
minimal effect on temperature and gas composition
because it is primarily used to remove trace amounts
(parts per million, ppm) of sulfur compounds. There-
fore, only a pressure drop is modeled. Desulfurization
occurs at a design inlet temperature of about 3701C,

4The boiler model description is omitted for brevity. 5Evaluated at steady state, nominal plant conditions.
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achieved by preheating the methane and using bypass
control (not shown in Fig. 3) for temperature regulation.
In practice, the reactor also requires at the inlet an
additional, small slipstream of H2, generated elsewhere
in the plant.
The preconverter removes higher hydrocarbons (e.g.,

ethane and propane) from natural gas to preclude the
formation of carbon from these hydrocarbons within
the stack during temperature transients. This is achieved
by steam reforming at lower temperature. At the
preconverter inlet is a mixture of steam and natural
gas and although natural gas temperature is regulated,
steam temperature is unregulated and slowly varying.
This is due to coupling with slow stack temperature via
heat transfer. Relative to slow inlet disturbances, the
reforming reaction kinetics is much faster. Temperature
dynamics are also fast due to a small catalyst bed.
Therefore, both the reforming reaction (3) and WGS
reaction (4) are modeled as quasistatic (i.e., at equili-
brium) and energy conservation is modeled at steady
state:

Xx
i¼1

%h
in

i N
in
i ¼

Xx
i¼1

%hiNi; ð23Þ

where Nin
i and Ni are species i inlet and exhaust molar

flows, respectively.

4. Simulated plant cycling control

Throughout this section the load demand profile of
Fig. 4 is assumed, where net AC power is defined as the
total stack DC power minus losses6 due to inverter
inefficiency and blower and air compressor power
consumption. The net AC load demand starts from
rated net AC (1809 kW), ramps down to part load
(1452 kW), then up to full load (2023 kW). The cycling
nature of this particular load demand was chosen to
simulate rapid load changes that might be encountered,
in say, peak-shaving operation.
There are a number of control loops involved in the

MCFC power plant. Among these include: (1) RU inlet
temperature; (2) natural gas temperature; (3) RU
backpressure; (4) boiler (drum water volume, drum
pressure); and (5) load tracking. The RU inlet tempera-
ture setpoint varies with load while natural gas
temperature, RU backpressure, and drum level and
pressure are regulated to fixed setpoints. Load tracking
is achieved by a combination of power conditioning
system (PCS) and PCS controller, where the PCS
includes a DC–AC inverter. The following will concen-

trate on the remaining control loops:

1. fuel utilization,
2. steam–carbon ratio,
3. stack temperature,
4. stack differential pressure.

A complete list of control loops for the SCDP is given
in Table 2. All controllers used in the simulation are
single-loop, PI-type. In order to observe both fast and
slow dynamics of certain controlled quantities, some of
the figures in this section employ a logarithmic time scale.

4.1. Fuel utilization and steam–carbon ratio

Fuel utilization is defined as the fraction of total fuel
introduced into the cell that reacts electrochemically
(Hirschenhofer et al., 1998)

Uf 	
H2; consumed

H2; in
; ð24Þ

where H2; consumed is the rate of consumption of
hydrogen in the electrochemical reaction and H2; in the
molar flowrate of hydrogen into the fuel cell. In the case
of an internal reforming MCFC this latter quantity is
defined to account for internal generation of hydrogen
as well. For the SCDP,

H2; in 	 Nin
ruðx

in
ru; H2

þ 4xinru; CH4
þ xinru; COÞ; ð25Þ

where Nin
ru is the RU inlet total molar flow and the terms

xinru; i represent RU inlet gas mole fractions. Eq. (25)
represents H2 generation from: (1) upstream reaction
(preconverter); (2) reforming reaction (RU and cell);
and (3) WGS reaction (RU and cell). The coefficients in
Eq. (25) follow from reactions (3) and (4). Moreover,
Faraday’s law (9) can be used to replace H2; consumed by
measurable system DC current Isys (plant load signal of
Fig. 3) in the expression for fuel utilization. Specific

Fig. 4. Net AC load demand profile.

6Losses are modeled using steady state correlations obtained from

plant data.
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application to the SCDP yields

Uf ¼
4 � 258Isys
2FH2; in

: ð26Þ

Steam–carbon ratio is simply defined as the molar ratio
of steam to methane:

s=c ratio 	
xH2O

xCH4

¼
NH2O

NCH4

: ð27Þ

Two control objectives under load cycling are:

1. 75% fuel utilization in upper load range,
2. RU inlet s/c ratio at least 2.0.

A fuel utilization of 75% is a design compromise
between high voltage and efficient use of available
hydrogen, while steam–carbon ratio is lower-bounded in
practice to avoid the formation of carbon within the
stacks. Both fuel utilization and steam–carbon ratio are
manipulated by appropriate combination of natural gas
and steam flows; however, neither fuel utilization nor
steam–carbon ratio is measured online, in practice.
Following the above control objectives, setpoints for
mass flowrates of natural gas and steam can be derived.
These follow from Eqs. (26) and (27), mass conserva-
tion, and the relationship between molar flow and mass
flow (Lukas, Lee, & Ghezel-Ayagh, 2001):

wsetnat gas ¼
K �MCH4

MprIsys=F

ðMCH4
þ 2MH2OÞðxpr; H2

þ 4xpr; CH4
þ xpr; COÞ

;

ð28Þ

wsetsteam ¼
2MH2O

MCH4

wmeasnat gas: ð29Þ

In Eqs. (28) and (29), MCH4
and MH2O are molecular

weights of methane and water, respectively, and K a
constant. In Eq. (28), Mpr is the average molecular
weight and xpr; i the species mole fractions, all corre-
sponding to preconverter exhaust. These latter quanti-
ties are immeasurable online but are replaced in Eq. (28)
by constant values, evaluated at nominal plant condi-
tions (Lukas et al., 2001). Consequently, offsets in

steam–carbon ratio and fuel utilization are expected
over a range of operation. Measurable quantities include
system current Isys in Eq. (28) and measured natural gas
flow wmeasnat gas in Eq. (29).
Under PCS control, system DC current is adjusted so

that net AC power follows the demand power. System
DC voltage is unregulated, however. Both of these are
shown in Fig. 5, subject to the load cycle of Fig. 4.
As a result of the calculations in Eqs. (28) and (29),

natural gas and steam flow setpoints, shown in Fig. 6,
take the shape of system current. Fuel utilization and
steam–carbon ratio are shown in Figs. 7 and 8,
respectively. Both of these are subject to steady state
offset as well as increased offset during ramping stages
due to the inability of PI controllers in tracking
polynomials with zero error. The axes in Fig. 7 are
chosen to highlight this effect. Both fuel utilization and
steam–carbon ratio depend on immeasurable variables
Mpr and xpr; i; which in turn depend on slow tempera-
ture. The axes in Fig. 8 are chosen to highlight this slow
response. Deviations in both fuel utilization and steam–
carbon ratio are very small. This is attributed largely to
the ability of both steam and natural gas flows in
tracking the rate-limited flow setpoints of Fig. 6, apart

Table 2

SCDP control loops

Control loop Controlled quantity Setpoint Actuation

1 Stack temperature 676.71C Flow valve

2 Stack differential pressure 0.001 bar Booster blower speed

3 Stack RU back pressure 1.38 bar Regulator valve

4 RU inlet temperature Load depend Bypass valve

5 Steam drum water volumea 0.31m3 Feedwater flow valve

6 Steam drum pressurea 3.45 bar Pressure relief valve

7 Natural gas temperaturea 3711C Bypass valve

8 Natural gas flow wsetnat gas Flow valve

9 Steam flow wsetsteam Flow valve

10 Net AC powera Load demand Inverter current

aNot shown in Fig. 3.

Fig. 5. System current and voltage under load cycling.
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from additional offsets as described above. Under
sudden load changes, however, the deviations are
potentially much greater (Lukas et al., 2001).

4.2. Stack temperature

Stack temperature is controlled to prevent the
formation of carbon within the stack during tempera-
ture transients. Control is achieved by adjusting the air
flow into the oxidizer. Due to the large (equivalent)
stack thermal time constant, feedback alone is not
adequate; feedforward control is additionally used.
Referring to Fig. 3, this is implemented with an extra
flow controller (PI-type) using stack power7 as the
measurable disturbance. The function f ðxÞ is a static
mapping relating steady state electrical power and
steady state air flow. This provides a flow setpoint
corresponding to any measurable stack power. The
advantage is that a rapid change in air flow is possible,

enabling a much tighter control of stack temperature
than with slow feedback alone. Stack temperature, shown
in Fig. 9, has a constant setpoint of about 676.71C and is
seen to settle within roughly 3 h. As a result of static
feedforward control, oxidizer air flow in Fig. 10 follows
the load profile in Fig. 4, initially, until feedback trim
control starts taking effect. This occurs when the error
between stack temperature and stack temperature
setpoint becomes significant as time gets larger.

4.3. Stack differential pressure

Neither anode pressure nor cathode pressure is
controlled but differential pressure between anode and
cathode is regulated to a fixed setpoint of about
0.001 bar. Peak differential pressure is limited in practice
to about 0.035 bar to avoid gas crossover from one
compartment to another. Varying the speed of the
booster blower controls differential pressure.
Rapid load changes are followed by rapid changes in

mass inventory within both stack anode and stack
cathode, causing pressure changes in each. There are

Fig. 6. Natural gas and steam flow setpoints.

Fig. 7. Fuel utilization.

Fig. 8. RU inlet steam–carbon ratio.

Fig. 9. Stack temperature.

7Stack power is Pdc in Eq. (7).
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two main contributions: (1) setpoint changes in steam/
methane flows to maintain fuel utilization and steam–
carbon ratio, and (2) changes in oxidizer flow resulting
from static feedforward control of stack temperature.
Anode and cathode pressures, though, each consist of
fast dynamics driven by changes in mass inventory and
slow dynamics due to coupling with slow stack
temperature (Lukas et al., 1999).
Fig. 11 shows stack anode/cathode pressures under

differential pressure control, subject to the load cycle of
Fig. 4. Although pressure difference deviates consider-
ably from its setpoint the peak deviation is still within its
limit. After the initial fast transients, anode and cathode
pressures are seen to respond slowly as a result of
temperature dependence. Fig. 12 shows booster blower
speed.

4.4. Anode and cathode gas compositions

It is instructive to examine the gas composition of
both anode and cathode under cycling control. Anode

gas composition is shown in Fig. 13 while Fig. 14 shows
cathode gas composition. In the former, gas mole
fractions are seen to be nearly invariantFa result of
fuel utilization control. Furthermore, methane

Fig. 11. Anode and cathode pressures.

Fig. 10. Oxidizer air flow. Fig. 12. Booster blower speed.

Fig. 13. Anode gas composition.

Fig. 14. Cathode gas composition.
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conversion to hydrogen is seen to be practically
complete8 as a result of the combined IIR/DIR process.
Gas composition at the cathode changes considerably
during load cycling and is influenced mainly by changes
in oxidizer air flow to maintain stack temperature.
Higher loads require proportionally more air flow,
causing a shift towards nitrogen and oxygen.

5. Conclusions

The modeling and control aspects of an internal
reforming MCFC power plant were described in this
paper. Simplifying assumptions led to dynamic models
for the equivalent stack and BOP subsystems: cathode
gas preparation, heat recovery, and fuel processing.
Design data and physical parameters were obtained
from a demonstration power plant. A steady state
validation for the fuel cell stack array at several load
points suggests a reasonable match between model and
plant.
The process model is utilized to demonstrate the plant

capability of load cycling at a rate of 15%/min, well
above typical utility specifications. An initial design for
load cycling control, based on single-loop PI controllers,
is demonstrated for an important set of control loops:
fuel utilization, steam–carbon ratio, stack temperature,
and stack differential pressure. Fuel utilization and
steam–carbon ratio, additionally, are not measured in
practice; this requires proper calculations for flow
setpoints.
In this paper, plant operation has been restricted to

the upper 30% power range to avoid some complexities
of actual plant operation: (1) fuel utilization at lower
power is not fixed at 75%, and (2) supplemental burning
of natural gas at lower power is necessary to maintain
system temperature. Future work points to the inclusion
of these features into the process model and controller in
order to increase the dynamic range for load cycling.
As a result of deeper load cycling the performance
objectives are expected to be challenged, and may not be
met with the existing control design. Regarding the
existing, practical control of fuel utilization and steam–
carbon ratio, an enhancement would be the use of a gas
composition estimator to avoid the open-loop nature of
these control loops.
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