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Abstract - Artificial Neural Network (ANN) Method is ap- 
plied to forecast the short-term load for a large power system. 
The load has two distinct patterns: weekday and weekend-day 
patterns. The weekend-day pattern include Saturday, Sunday, 
and Monday loads. A nonlinear load model is proposed and 
several structures of ANN for short-term load forecasting are 
tested. Inputs to the ANN are past loads and the output of 
the ANN is the load forecast for a given day. The network with 
one or two hidden layers are tested with various combination of 
neurons, and results are compared in terms of forecasting error. 
The neural network, when grouped into different load patterns, 
gives good load forecast. 

Kevwords - Neural network, load forecasting, backpropaga- 
tion algorithm 

1. INTRODUCTION 

In order to supply high quality electric energy to the cus- 
tomer in a secure and economic manner, an electric company 
faces many economical and technical problems in operation, 
planning, and control of an electric energy system. For the 
purpose of optimal planning and operation of this large scale 
systerh, modern system theory and optimization techniques are 
being applied with the expectation of considerable cost savings. 
In achieving this goal, the knowledge of future power system 
load is the first prerequisite; therefore, long- and short-term load 
predictions are very important subjects. 

The load prediction period may be month or year for the 
long- and the medium-term forecasts[ 11, and day or hour for the 
short-term forecast[2-71. The long- and the medium-term fore- 
casts are used to determine the capacity of generation, transmis- 
sion, or distribution system additions, and the type of facilities 
required in transmission expansion planning, annual hydrother- 
mal maintenance scheduling, etc. The short-term forecast is. 
needed for control and scheduling of power system, and also as 
inputs to load flow study or contingency analysis. 

There are several classes of load forecasting models reported 
in literature(81. Some load models which use no weather infor- 
mation have been represented by time sequencesl2-41. The other 
load models have included the effects of weather variables on the 
power system load[5-7]. The former is based on the extrapola- 
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tion and the load behavior is represented by Fourier series or 
trend curves in terms of time functions[2]. More recently, state 
variable models[31 and autoregressive-moving average(ARMA) 
models(41 have also been developed to describe the load be- 
havior. For the models including weather variables, the total 
load is decomposed into the weather sensitive load and the non- 
weather sensitive load[5-71. The weather sensitive load is mostly 
predicted using the correlation techniques and the non-weather 
sensitive load is modeled by the method mentioned above. Each 
load component is predicted separately and the sum gives the 
forecast of the total load. 

There is another approach that doesn’t assume specific load 
model but try to find the rule between the historical load data 
and dry-bulb temperature from the expert system point of view 
191. The objective of this approach is to use the knowledge, 
experience and analogical thinking of experienced system oper- 
ators. Recently authors developed a new method of adaptively 
identifying the load model which reflects the stochastic behav- 
ior without the aid of weather variables [lo]. They decomposed 
the load model into three components: the nominal load, the 
residual load, and the type load. The parameters of the model 
are adapted to the load variations. 

Forecasting has been mentioned as one of the most promis- 
ing application areas of artificial neural network (ANN). Several 
authors have attempted to apply the backpropagation learning 
algorithm [11] to train ANNs for forecasting time series. Ap- 
plication of this idea to the real world problem can be found 
in Werbos’s work [12], where he applied the backpropagation 
algorithm to the recurrent gas market model. There was also 
a negative opinion [13] that the forecasting ability of the back- 
propagation algorithm was inferior to simple linear regression. 
Recently, however, the National Science Foundation organized 
a workshop to address the importance of ANNs in power sys- 
tem engineering, and authors demonstrated that ANN can be 
successfully used in short-term load forecasting with accepted 
accuracy [ 141. 

In this paper the backpropagation algorithm is proposed as 
a methodology for electric load forecasting. A nonlinear load 
model is suggested and the parameters of the nonlinear load 
model are estimated using the backpropagation algorithm. Test 
result shows a satisfactory use of the ANN, and the percentage 
forecasting error was about 2 %. 

2. CLASSIFICATION AND CHARACTERISTICS OF LOADS 

Fig. 1 illustrates the hourly load curves for February 8- 
21, 1987. The figure shows daily and weekly load variations; 
the load behavior for weekdays (Tuesday through Friday) has 
a same pattern but small random variations from varying in- 
dustrial activities, weather conditions, etc. The weekday load 
pattern is different from Saturday, Sunday, and Monday load 
patterns. Comparing weekday loads with Saturday loads, the 
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level of Saturday loads is relatively low during p.m.. The level 
of Monday loads during a.m. influenced by Sunday is very low. 
Also the 1st and the 3rd Sunday loads are lower than the 2nd 
and the 4th Sunday loads due to reduction in industrial or com- 
mercial activities observed in Korea [IO]. These phenomena 
equally affects Monday loads during a.m.. Therefore daily load 
curves are classified as weekday and weekend-day patterns. The 
weekend-day patterns are grouped into five different type loads 
d = (1 ,2, . . . ,5) :  Saturdays (d = l), the 1st and the 3rd Sun- 
days (d = 2) ,  the 2nd, the 4th and the 5th Sundays (d = 3), the 
1st and the 3rd Mondays (d = 4), the 2nd, the 4th and the 5th 
Mondays (d = 5) , except special holidays. 
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Fig. 1 Hourly load curve over two weeks 

3. ARTIFICIAL NEURAL NETWORK 

An artificial neural network (ANN) as a computing sys- 
tem is made up of a number of simple, and highly intercon- 
nected processing elements, which processes information by its 
dynamic state response to external inputs. In recent times the 
study of the ANN models is gaining rapid and increasing im- 
portance because of their potential to offer solutions to some of 
the problems which have hitherto been intractable by standard 
serial computers in the areas of computer science and artificial 
intelligence. Neural networks are better suited for achieving 
human-like performance in the fields such as speech processing, 
image recognition, machine vision, robotic control, etc. 

QUtpUtS 
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hidden 
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Fig. 2 shows a schematic of a generic feedforward network 
which is the most commonly used ANN model. Processing el- 
ements in an ANN are also known as neurons. These neurons 
are interconnected by means of information channels called in- 
terconnections. Each neuron can have multiple inputs, while 
there can be only one output (Fig. 3 a). Inputs to a neuron 
could be from external stimuli or could be from output of the 
other neurons. Copies of the single output that comes from a 
neuron could be input to many other neurons in the network. 
It is also possible that one of the copies of the neuron's output 
could be input to itself as a feedback. There is a connection 
strength, synapses, or weight associated with each connection. 
When the weighted sum of the inputs to the neuron exceeds a 
certain threshold, the neuron is fired and an output signal is 
produced. The network can recognize input patterns once the 
weights are adjusted or tuned via some kind of learning process. 

The backpropagation learning algorithm is the most fre- 
quently used method in training the networks, and proposed 
as an electrical load forecasting methodology in this paper. For 
the completeness of the paper, the backpropagation algorithm 
will be introduced briefly. 

The backpropagation learning algorithm is a generaliza- 
tion of the Widrow-Hoff error correction rule [15]. The origi- 
nal Widrow-Hoff technique formed an error signal, which is the 
difference between what the output is and what it was suppose 
to be, i.e., the reference or target output. Synaptic strengths, 
or weights, were changed in proportion to the error times the 
input signal, which diminishes the error in the direction of the 
gradient. 

In a multilayer network (Fig. 2) containing hidden units, 
that is, units that are neither input nor output units, the prob- 
lem is much more difficult. The error signal can be formed as 
before, but many synapses can give rise to the error, not just the 
ones at  the output units. Since we usually do not know what 
the target outputs of the hidden units are, we cannot directly 
compute the error signal for hidden units. 

inputs  weights output 

(a) Mathematical model of neuron 

(b) Sigmoid function 
inputs 

Fig. 2 Schematic of feedforward neural network Fig. 3 Schematic of an artificial neuron 
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The “generalized delta rule” is suggested by Rumelhart, et 
al. and gives a recipe for adjusting the weights on internal units 

.based on the error at  the output [Ill. To be more specific, let 

be the measure of error on pattern p and let E = E, be the 
overall measure of the error, where tpj is the target output for 
j-th component of the output pattern for pattern p and opj is 
the j-th component of the actual output pattern produced by 
the network representation with input pattern p. 

The network is specified as 

(3) 
k 

where f, is a differentiable and nondecreasing function and W j k  

is a weight to be idjusted. The function f3 is normally a sigmoid 
type function as shown in Fig. 3 b. 

To obtain a rule for adjusting weights, the gradient of Ep 
with respect to wj; is used and it is represented as follows : 

where SPj is defined in two ways. If a unit is an output unit. it 
is given by 

bpj = (tpj - Opj)fi(netpj)! 

and for a unit in an arbitrary hidden layer 

initialize weights E3 
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+i, 
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(5) 

bpj = fj(netpj) 2 bpkwkjr 
k 

where fi is the derivative of fj. 

and given as 
The rule of adjusting weights can be derived using eq. (4), 

where 7 is the learning rate parameter and a is the momentum 
constant to determine the effect of past weight changes. The 
flowchart for the backpropagation learning algorithm following 
eqs. (1)-(7) is shown in Fig. 4. 

4. LOAD FORECASTING USING 
BACKPROPAGATION ALGORITHM 

In this section two different methods of application of ANN 
are presented in the short-term load forecasting. Method 1 is a 
static approach which forecast the 24-hour load simultaneously, 
while Method 2 is a dynamic approach in the sense that the 
24-hour load is forecasted sequentially using the previous-time 
forecasts. 

Method 1 

The load data were analyzed and the load patterns were 
classified. The current load is affected by the past loads and 
the pattern in which the current load is included. For example, 
Monday loads are affected by Sunday and Saturday loads and 
their patterns are similar. Therefore the following nonlinear load 
model is proposed for one-day ahead forecasting: 

y(i) = F(W;,Y(i  - l)), (8) 

where 
y(i) = {y(i, t )  : t = 1,2, + .. ,24} : the actual load vector at 

y( i , t )  : the actual load at  day i, time t 

k : index for data length 
W; : the weight vector 
F(.,  .) : nonlinear vector function representing ANN. 

day i 

Y ( i  - 1) = [y(i - l ) , y ( i  - 2 ) , - .  . , y ( i  - k)]= 

In contrast to the conventional approaches, the nonlinear 
function is used with the weight vector to represent the load 
model. The weight vector W, can be thought of as the storage 
that contains a certain load pattern, and F ( . , - )  is the general 
nonlinear function that can comprise all the load patterns. 

The load patterns were classified into weekday pattern and 
weekend-day patterns. In order to forecast the load y(i) the 
weight vector W, should be estimated using previous load data 
for each pattern. 

Weekdays 

weekdays are used to adjust the weight as follows: 
To estimate the weekday load pattern for day i, three latest 

y ( i  - 1) = F(i@i,Y(i  - 2)) ,  (9) 

where the output data y( i  - 1) is the latest weekday load, the 
input data Y ( i  - 2) = [y ( i  - 2) ,y ( i  - 3)]* is the next two latest 
weekday loads and i@t is the estimated weight vector using these 
input and output data. 

Fig. 4 Flowchart for the backpropagatin algorithm 
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Weekend-days 
To estimate the weekend-day load pattern, the weekend-day 

load patterns are grouped into five different type loads, and the 
following scheme is proposed: 

where id represents the previous type d day. For example, j1 
represents the previous Saturday when day i is a Saturday; yz 
for the previous 1st or 3rd Sunday; j 3  for the previous 2nd, 4th 
or 5th Sunday, etc. 

The weight vector is adjusted using eqs. (9) or (10) accord- 
ing to the pattern in which the load to be forecasted is included. 
The error backpropagation algorithm is used to decrease the 
error, for example, in the case of weekdays 

is minimized following the rule, eq. ( 7 ) ,  until the error decreases 
to a predetermined tolerance. 

Once the weight vector for day i is estimated, the load is 
forecasted using the following equation: 

$(i) = F(*i, Y(i - 1)). (12) 
where c(z) indicates the load forecast for day i. 

The above scheme was simulated and errors in forecasting 
were analyzed. The result was fairly good except day time hours. 
Therefore the above scheme is used for three parts, namely 1-9, 
10-19 and 20-24 hour forecastings, and the resulting three model 
constitute the daily load forecasting as follows: 

F(I@),Y(i- I ) ) ,  t E Ti = {1,.. . ,9} 
F ( f : , Y ( i  - I)) ,  t E Tz = {10,.*.,19} (13) 
F ( W : , Y ( i  - l ) ) ,  t E T3 = {20,...,24}, 

where @! corresponds to the estimated weight vector for time 
band Tj. Here the input data Y (i - 1) is common and contains 
the previous 48 hour data, but the output c(z) depends on the 
time band and contains 9, 10, or 5 hour data. 

0 Method 2 

Another important characteristic of load is shown in Fig. 
5 which gives the autocorrelation function of hourly load over 
four weeks. The function shows peaks at the multiples of 24 
hour lags, which indicates that the loads at the same hours have 
very strong correlation with each other independent of the day 
of the week including weekend-days. Thus the following load 
model is proposed: 

y( i , t )  = F(W(i , t ) ,  y(i,t - 1), y(i, t - 2), . . . , y(2, t - m) ,  
y(2 - l , t ) ,y ( i  - l , t  - l ) , . . .  ,y( i  - l , t  - m), 

y(2 - n, t ) ,  y(i - R ,  t - 1) , . . . , y (i - 72, t - m)) ,  
(14) 

where n and m indicate the data length. 

The load patterns were classified into weekday pattern and 
weekend-day pattern. The weight vector W ( i ,  t )  is estimated at 
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Fig. 5 Autocorrelation of hourly load 

each time using previous load data for each pattern in a similar ' 
way as eqs. (9) and (10). 

After the weight vector at day i, time t is estimated, the 
load is forecasted with the load data of previous days as well as 
the forecasted load data for the same day at  previous time steps 
as follows: 

y(2 - n, t ) ,y( i  - n,t - l ) , . . .  ,y( i  -n,t  - m)),  
(15) 

where $(2, t )  indicates the load forecast at day i, time t .  
Note that Method 2 has only one output while Method 1 

has 24 outputs. This means there are less number of weights 
in Method 2. Since eq. (15) is for each time, total number 
of weights for 24-hour is about the same. However, Method 2 
requires much less number of inputs for comparable accuracy, 
and, consequently, the total number of weights is much less. 
This will be demonstrated numerically in the following section. 

5. DISCUSSION 

Case studies for the proposed method were carried out for 
a one-day ahead forecasting of hourly electric loads using a his- 
torical utility data of Korea Electric Power Company [lo]. The 
results were obtained for four representative months in four sea- 
sons. These months are February, May, July, and October for 
Winter, Spring, Summer and Fall, respectively, and the results 
were analyzed by the following indices: 

(i) Standard deviation 

(ii) Percent relative error 
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l N  
E = - Iy(2, t )  - C(i,t)l . lOO/y(i, t ) .  

I= 1 
N 

Several structures of ANN with the backpropagation learn- 
ing algorithm were tested. The learning rate 11 and the mo- 
mentum constant a in eq. (7) were fixed to 0.75 and 0.1, re- 
spectively. In the case of Method 1, the tolerance of adjusting 
the weight vector was 0.005. As described in section 4, the ANN 
was trained using the data for three latest available days for each 
load model. For example, in the case of the weekday model, the 
latest 24 hour data is used for output and the next two latest 
day loads of 48 hours for input data. After the training is done, 
then the model advances by one day to predict the future 24 
hour loads using the latest 48 hour load data. The number of 
neurons in the input layer was 48 always for 48 hour data and 
the number of neurons for output layer were 9, 10, and 5 for 
time band TI, Tz, and 2'3, respectively. Since i t  is known that 
the three layer neural network with 21+  1 neurons in the hidden 
layer is sufficient to represent a nonlinear function [16], only one 
hidden layer with 97 neurons was used initially. In this case the 
weight vector oscillated and the predetermined tolerance was 
not achieved. Thus, two hidden layers were used with various 
numbers of neurons in the first hidden layer and 24 neurons in 
the second hidden layer. In all cases the weight vector converged 
within a predetermined tolerance. The results were presented in 
Table 1. 

season 
no. of neurons 
std. dev.[MW] 

Table 1 Comparison of forecasting results 
for various neurons 

Winter Summer 
4 8  I 7 0  I 9 0  I 1 2 0  4 8  I 7 0  I 9 0  1120 
1 8 7  1176 1176 ( 1 8 6  2 7 0  1250 1250 1269 

I per. error $%I ~ 1 . 8 4 ~ 1 . 6 7 ~ 1 . 6 7 ~ 1 . 8 4 ~ 2 . 3 7 ~ 2 . 1 8 ~ 2 . 1 8 ~ 2 . 3 6 ~  

The weight vector that minimizes the error is not unique 
and it gives different errors in forecasting although they were 
small. The better or similar results were obtained as the number 
of neurons in the first hidden layer increases to 90 neurons. But 
when the 120 neurons were used, the result was worse than those 
cases with 70 and 90 neurons. 

Therefore the test was conducted with 70 neurons in the 
first hidden layer for all four seasons. The results were analyzed 
in detail on an hourly base and presented in Table 2. The results 
in Table 2 shows the successful application of the neural network 
for the short-term load forecasting. The percent relative error 
and the standard deviation for each season are in the bottom line 
of Table 2. The minimum values of the percent relative error 
and the standard deviation were found in Winter, which are 
176.25 [MW] and 1.674%, respectively, and the maximum values 
were found in Summer, which are 249.61 [MW] and 2.184%, 
respectively. 

In the case of Method 2, the tolerance of adjusting the 
weight vector was reduced to 0.0005 and the data lengths n 
and m were fixed to  2. Thus inputs are load for time t ,  t - 1, 
and t - 2 of two previous days and forecasted load for time 
t - 1 and t - 2 of the same day, totalling 8 inputs. The neural 
network with one hidden layer was simulated and 8, 17 and 1 
neurons were used in the input, hidden, and output layers, re- 
spectively. The forecasting results were almost same as those of 
Method 1, but it results in the reduction of network size consid- 
erably. The minimum values of the percent relative error and 
the standard deviation were found in Winter, which are 173.06 
[MW] and 1.676%, respectively, and the maximum values were 
found in Summer, which are 248.62 [MW] and 2.200%, respec- 
tively. Comparison between the forecasted load and the actual 
load data for two weeks as well as for one month in Winter are 
shown in Figs. 6 and 7, respectively. 

Both Methods 1 and 2 were also carried out for a one-day- 
ahead load forecasting during six months from February to July. 
Test results are shown in Table 3 and compared with the results 
of authors' analytical method [ 101 which adaptively identifies the 
load model. The forecasting results of the Method 2 during six 
months were better than that of Method 1 mainly in day-time. 
Since the peak load occurs in day-time, the Method 2 gives more 
useful information for the short-term scheduling of power sys- 
tem. The average percent relative errors are 1.885% and 1.834% 
for Methods 1 and 2, respectively. These are compared with the 
error of 1.40% for the adaptive analytical method [lo]. Since 
the adaptive analytical method gave a very accurate forecast- 
ing results compared to other existing conventional approaches, 
the ANN approach did not yield better results. However, the 
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Fig. 6 Comparison of actual load and forecasted load 
for two weeks in Winter 

Fig. 7 .Comparison of actual load and forecasted load 
for one month in Winter 



relative error of less than 2% is still considered to be good and 
shows a promise for future applications. 

The backpropagation algorithm was very robust in estimat- 
ing the weights in nonlinear load model. The computation time 
of Methods 1 and 2 for 24-hour ahead load forecasting were 14.64 
and 6.64 seconds, respectively, on the VAX 8550 computer. 

Note that the weather variables were not used in the weight 
adjustment and forecasting. Addition of weather variables, past 
and forecast, will undoubtedly improve the forecasting,accuracy. 
Nevertheless, the above results show comparable accuracy to 
conventional analytical approaches. Further improvement can 
also be achieved if additional parameters are introduced in defin- 
ing the sigmoid function, e.g., slope and threshold of the func- 
tion. 

6. CONCLUSION 

Artificial neural network method is applied to the short- 
term load forecasting of one-day ahead hourly electric loads in 
two different ways. A nonlinear load model is proposed and the 
weights are estimated using a backpropagation learning algo- 
rithm. The backpropagation algorithm is robust in estimating 
the weights in nonlinear equation. In all cases the backpropa- 
gation algorithm can find the weights within a predetermined 
tolerance. 

The load patterns are classified into several patterns and a 
one-day ahead load forecasting is separated into three parts to 
increase the forecasting accuracy for day time hours in Method 
1 and 24 parts in Method 2, which results in the reduction of 
network size with the same accuracy. The dynamic approach 
(Method 2) performs better than the static approach (Method 
1) in the sense that it uses much less number of neurons and 
weights, trains faster, and gives better results, especially for the 
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peaks. The proposed methods are tested using a historical utility 
load data. The forecasting error is about 2 % for the percent 
relative error and thus shows a promise for the use of artificial 
neural network method in load forecasting. 

Table 3 Comparison of forecasting results 

Table 2 Statistics of forecasting results 
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Discussion 

M. S. Kurzyn, (Victoria College Clayton, Vic., Australia): The authors 
should be commended for coming up with an unorthodox solution to the 
problem of short-term load forecasting in power systems. There are three 
areas of the presented research that seem to require further clarification: 

1. The authors have developed a specific neural network which uses the 
backpropagation learning algorithm for error correction. However, it 
should be noted that several other neural networks are available, e.g., 
the Kohonen network, the avalanche network, the ART network. What 
were the reasons, if any, behind choosing the authors’ ANN? 

2. The recent study [ l ]  indicates that higher forecasting error can be 
expected during start-up days, i.e., Mondays, and during variant days, 
i.e., holiday seasons. Could the authors show their forecasting results 
for such days? 

3. What were the training times and the run times for trained ANNs in the 
case studies presented? 

The authors’ response addressing the above points would be highly 
appreciated. 

Reference 

[ l ]  D. C. Park et a/ ,  “Electrical Load Forecasting using an Artificial 
Neural Network,” IEEE PES Summer Meeting, Minneapolis, MN, 
July 1990, paper no 90 SM 377-2 PWRS. 

Doug C. Park and Osama A. Mohammed (Florida International Univer- 
sity, Miami, Florida): This paper proposes an application of an Artificial 
Neural Network (ANN) to short-term load forecasting. However, this 
technique was thoroughly studied in a previous paper [ l ]  which is not 
included in the list of references. The paper by D. C. Park et a/ describes 
how to apply the ANN to forecast 1) the peak load of the day, 2) the total 
load of the day, and 3) hourly load. For the case of hourly load 
forecasting, the lead time varies 1-24 hours in the paper. The paper [ l ]  
also utilizes weather information in addition to the past load profiles. 

These discussers think that this paper is a subset of the previous paper 
111, in the sense that it discusses only hourly load forecasting with lead 
time of 24 hour and the network utilizes only past load information. The 
differences between the two papers include: I )  weekend forecasting, 2) 
two more hourly loads of previous days, and 3) three different models for 
different hours of a day. 

Regardless of the above, these discussers have the following questions 
and would like to have the author’s clarification: First, the paper includes 
weekend load forecasting. The weekend load forecasting, however, is not 
much different from weekdays’ forecasting in terms of technical effort. 
Furthermore, utility companies have little interest in weekend load fore- 
casting since the load demand of weekend is much smaller than that of 
weekdays. 

Second, the paper includes more input variables of previous load data. 
In our experience, more input neurons often do not give better perfor- 
mance with given number of training data. More input neurons make the 
performance of the neural network worse in many circumstances unless 
the extra input neurons are essential and enough training data are pro- 
vided. 

Finally, the authors use three different models for different hours of a 
day (one for hour 1-9, one for hour 10-19, and one for hour 20-24) 
instead of using an input neuron which describes the hour of a day. We, 
however, believe that this really makes the performance of the neural 
network bad since this assumes the training data have the same characteris- 
tic in the same block of hours. Each individual hour should have different 
system characteristic. Also by making three different models it creates the 
problem of edge eflect. This affects the results shown in Tables 2 and 3 of 
the paper. The networks are experiencing higher error ratio at most of the 
hours in the border of the blocks (hours 1, 9,  IO ,  20, and 24) comparing 
to the errors at the rest of hours. 

Reference 

[ I ]  D. C. Park, M. El-Sharkawi, R. Marks 11, L. Atlas, and M. 

K. Y. Lee, Y. T. Cha, and J. H. Park: The authors thank the discussers 
for their genuine interests in the paper and their comments. 

The authors appreciate the discussers for bringing up the fine paper by 
D. C .  Park, et al. which was presented at the IEEE/PES 1990 Summer 
Meeting, July 15-19, 1990. Unfortunately, the authors were not aware of 
the referenced paper while they were working on their paper. As one may 
notice, this paper was in fact submitted to the IEEE/PES on June 25, 
1990, which is before the date of the Summer Meeting. 

Professors Park and Mohammed kindly pointed out differences between 
the two papers. Two papers are obviously different because their objec- 
tives are different. The use of the load forecasting model for the KEPCO 
includes the unit committment and economic dispatch. Therefore, the 
weekend load forecasting is as important as the weekday’s. In fact, the 
weekend forecasting is more important to KEPCO because it is a much 
more difficult problem due to the changing work schedule observed in 
Korea during weekends. That is why five different types of loads are 
considered for weekends. 

Many utilities in U.S. trade energy with neighboring ones, and thus the 
forecasting of peak load is very important. However, the KEPCO is the 
only utility in Korea, and thus the peak load forecasting is not considered 
to be as important as in the U.S.A. 

Professors Park and Mohammed correctly pointed out that this paper 
uses more input variables of previous load data. Method 1 uses 48-hour 
data as input, but it gives in turn 24-hour load forecasting as output. This 
means that the input/out ratio is only 2. In an analytic forecasting model 
the use of 2 days worth data for the 1 day forecasting is considered to be 
very fair (see ref. [IO] in the paper). The authors agree with the dis- 
cussers’ comments that more neurons make the performance of the 
network worse unless the extra input neurons are essential. If one wants 
the 24-hour load forecasting done at once, the cyclical load pattern 
contained in the 1 to 2 days maybe viewed as minimal. Nevertheless, the 
difficulty of handling a large number of neurons was experienced, and 
Table I in the paper summarizes this experience. 

Method 2 was developed in the spirit of the discussers, and reduced the 
number of input variables to 8. It uses 3 load data points per day for 2 
previous days and 2 load data forecasted for the previous 2 hours in the 
same day. This method is comparable to the case 3 of the paper by D. C. 
Park, et al . ,  where 6 input variables are used. However, an important 
distinction of this paper is that it does not use temperature data. In spite of 
this, it gives comparable accuracy as it is compared with an analytic 
method in Table 3 of the paper. Temperature data is obviously a very 
important factor affecting the load. However, its value is often limited to 
the confidence level on weather forecasting. Therefore, unless the weather 
forecasting is very accurate, much care should be made on the use of 
temperature data. 

The discussers very well pointed out the edge efecf of using three 
different models for Method 1. This is another reason why Method 2 was 
developed and preferred over Method 1 .  The use of the hour of a day as 
an additional input, suggested by the discussers, is also a very good idea. 

Dr. Kurzyn addressed an important issue on the choice of a suitable 
network. The feedforward network is first selected because of its simplic- 
ity of the architecture and the training algorithm. Another important 
improvement that we later made is Method 3, where the feedforward 
network in Method 2 is replaced by the recurrent neural network [ I ] .  It 
allows us to use much less number of neuron for comparable accuracy. 

Dr. Kurzyn well pointed out that higher forecasting error can be 
expected during start-up days, such as Mondays. This is another reason 
why the weekend forecasting problem was handled more carefully than 
weekdays in this paper. The weekends, which include Mondays in the 
paper (type d = 5), are shown in Figures 6 and 7 in the paper. 

As discussed in the paper in Section 5, the computation time, including 
the training time and the run times. for Methods I and 2 for 24-hour ahead 
load forecasting were 14.64 and 6.64 seconds, respectively. 

Finally, the authors would like to point out that Professors Park and 
Mohammed mistakenly interpret that the paper discusses only hourly load 
forecasting with lead time of 24 hour. This interpretation is true for 
Method I .  However, in Method 2 the lead time varies from 1 to 24 hours 
since the forecasting is done on an hourly basis starting from the hour I .  
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Again, the authors appreciate the comments of discussers and their 
interests. 

Reference 

Networks for Short-Term Load Forecasting,” Proceedings of the 
First International Forum on Applications of Neural Networks 
to Power Systems, pp. 26-30, Seattle, Washington, July 23-26, 
1991. 
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