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Abstract - This paper presents a method for an optimal operation of large-scale power systems similar to the one utilized by the Houston Lighting and Power Company. The main objective is to minimize the system fuel costs, and maintain an acceptable system performance in terms of limits on generator real and reactive power outputs, transformer tap settings, and bus voltage levels. Minimizing the fuel costs of such large-scale systems enhances the performance of optimal real power generation and of the power flow that results in an economic dispatch.

To handle the large-scale systems of this nature, the idea of decomposing the problem into the real power optimization problem and the reactive power optimization problem is introduced. The control variables are generator real power outputs for the real power optimization problem and generator reactive power outputs, compensating capacitors and transformer tap settings for the reactive power optimization.

The gradient projection method (GPM) is utilized to solve the optimization problems. It is an iterative numerical procedure for finding an extremum of a function of several variables that are required to satisfy various constraining relations without using penalty functions or Lagrange multipliers among other advantages. Mathematical models are developed to represent the sensitivity relationships between dependent and control variables for both real- and reactive-power optimization procedures; and thus eliminate the use of B-coefficients. Data provided by the Houston Lighting and Power Company are used to demonstrate the effectiveness of the proposed procedures.

1. INTRODUCTION

The problem of economic operation in power systems had its start from the time that two or more units were committed to take on load on a power system whose total capacities exceeded the generation required [1]. Economic dispatch then is used in real time control to allocate the total generation among the units available to take on load in interchange costing and billing.

Due to the need of large-scale power systems, the idea of optimal power operation was first introduced by Dommel and Tinney [2] and many articles have appeared in the literature on this subject [1,3,4].

The optimal power operation is equivalent to the optimal real and reactive power flow problem. An optimal power flow, is a power flow in which the fuel costs are minimized, with the ordinary load flow constraints around all buses; and the system losses are also minimized while maintaining an acceptable system performance in terms of limits on generator real and reactive power outputs, transformer tap settings, and bus voltage levels. Minimizing the fuel costs of such a system will enhance the performance of optimal real power generation and of the power flow that results in an economic dispatch.

To handle large-scale systems like the one utilized by the Houston Lighting and Power (HLP) Company, the idea of decomposing the problem into the real power optimization problem (P-problem) and the reactive power optimization problem (Q-problem) is introduced [5]. The P-problem is defined as minimizing the production cost while maintaining the system voltage constraint, and the Q-problem is defined as minimizing the production cost while maintaining the system real power generation constraint.

Dopazo et al. [6] presented a method of minimizing the production cost by coordinating real and reactive power allocations in the system. The procedure uses the Lagrangian multipliers to determine the real power dispatch. Another approach to solve this nonlinear problem is to augment the constraints into objective function by using the Lagrangian multipliers and/or penalty functions, and to minimize the augmented objective function by using one of the optimization schemes, such as the simplest descent algorithm, or the sequential unconstrained minimization technique (SUMT) [19]. Other approaches are the use of linear programming approximation to the objective function in order to apply the quadratic programming technique [19]. Due to the size of the problem as well as the large number of functional inequality constraints, improvement on computational efficiency has been the thrust of most works.

The method presented in this paper is based upon the following procedures: the P-optimization procedure, which is equivalent to the conventional economic load dispatch, optimally allocates the real power generation among generators; the Q-optimization procedure, optimally determines the reactive power output of generators and other var sources as well as transformer tap setting; and the load-flow procedure, which is used to make fine adjustments on the results of P- and Q-optimization procedures.

II. GENERAL FORMULATION

The optimal power flow problem is defined by choosing a cost function $f(u)$, and then minimizing $f(u)$ with respect to control variables, $u$, subject to equality constraints of the form

$$g(x,u) = 0$$

(1)
and the inequality constraints on the control variables, \( u \), of the form
\[
y \leq u \leq b
\]
and the inequality constraints on the state (dependent) variables of the form
\[
x \leq x \leq b
\]
Equation (2) represents the constraints on real and reactive power generations, on transformer tap settings, and on compensating capacitors; while Eq. (3) represents the limitations on bus voltage magnitudes and on reactive power line flows. The equality constraint of Eq. (1) represents the power flow balance between generation of the state and control variables.

III. OPTIMAL REAL AND REACTIVE POWER OPERATION
The optimal real and reactive power operation is defined as
Minimize
\[
C = f(P_{eq}, Q_{eq}, n)
\]
subject to the equality constraint
\[
g(P_{eq}, Q_{eq}, n) = 0
\]
and the inequality constraints on the upper and lower limits, respectively
\[
P_{eq} \leq P_{eq} \leq P_{eq}^U
\]
\[
Q_{eq} \leq Q_{eq} \leq Q_{eq}^U
\]
where
\[
P_{eq} = \text{Vector of real power generators, } g, \text{ including the swing bus, } s
\]
\[
Q_{eq} = \text{Vector of reactive power of generators, } g, \text{ including the swing bus generator, } s, \text{ and other reactive power compensating devices, } c, \text{ such as compensating capacitors and reactors}
\]
\[
n = \text{Vector of off-nominal tap settings of tap-changing transformers (LTC)}
\]
\[
V = \text{Vector of bus voltage magnitudes}
\]
\[
g(\cdot) = \text{Real and reactive power supply and demand balance equation}
\]
\[
h(\cdot) = \text{Vector of transmission line flows}
\]
\[
\delta = \text{Vector of bus voltage angles}
\]
\[
\overline{\text{\( \Delta \)}} = \text{Upper and lower limits, respectively}
\]

The function \( f(P_{eq}, Q_{eq}, n) \) is the total summation of generator fuel costs. The vector \( V \) is a dependent variable depends on the control variables \( P_{eq}, Q_{eq}, \) and \( n \). It should be noted here that the consideration of line flow constraints is optional to avoid unnecessary increase in computational time. The optimization problem of this nature can be decompose into the following two procedures:

1. **P - optimization Procedure**
   Minimize
   \[
   C_p = f_P(P_{eq})
   \]
   subject to the equality constraint
   \[
g(P_{eq}) = 0
   \]
   and to the inequality constraints
   \[
P_{eq} \leq P_{eq} \leq P_{eq}^U
   \]
   \[
h(V, \delta) \leq h
   \]
   where \( f_P(P_{eq}) \) is the total summation of generator fuel costs expressed as a function of \( P_{eq} \).

2. **Q - optimization Procedure**
   Minimize
   \[
   C_Q = f_Q(Q_{eq}, n)
   \]
   subject to the following inequality constraints:
   \[
   Q_{eq} \leq Q_{eq} \leq Q_{eq}^U
   \]
   \[
   h(V) \leq h
   \]
   \[
   V \leq V(Q_{eq}, n) \leq V
   \]
   where \( f_Q(Q_{eq}, n) \) is the total summation of generator fuel costs expressed as a function of \( Q_{eq} \) and \( n \).

It is important to note that the cost functions \( f_P(P_{eq}) \) and \( f_Q(Q_{eq}, n) \) are derived from the same cost function. Therefore, both optimization procedures are using the total fuel cost as the objective function. It is obvious that the adoption of \( f_Q(Q_{eq}, n) \) as the objective function, in the Q-optimization procedure, would be more realistic than the use of transmission losses as in other conventional approaches [8,10,11]. Minimization of power production cost is more economical than minimization of system losses where the fuel costs required to produce the same quantity of power are different among generator units [6].

The gradient projection method is used to solve these optimization procedures. This method assumes the approximated linearized constraints so that its optimum value is not exact. Therefore, it is necessary to use a Load-Flow calculation procedure in order to make fine adjustments on the optimum values of both P- and Q-optimization procedures. This iteration is repeated until optimum values are obtained as shown in Figure 1. 

**Cost Function**

The cost function is given by the total summation of generator fuel costs which is normally expressed as the quadratic function [1] of generating power \( P_k \) for all \( k \in G \):
\[
C(P_{eq}) = \sum_{k \in G} (a_k + b_k P_k + c_k P_k^2)
\]
where \( G \) is a set of indices of generator buses including the swing bus. The cost function of Eq. (12) is approximated in the 2nd order Taylor series expansion as
\[
C(P_{eq} + \Delta P_{eq}) = \sum_{k \in G} [(a_k + b_k P_k + c_k P_k^2) + (b_k + 2c_k P_k) \Delta P_k + c_k \Delta P_k^2]
\]
Subtracting Eq. (12) from Eq. (13), one can get an incremental cost as
\[
\Delta C(\Delta P_{eq}) = \sum_{k \in G} [(b_k + 2c_k P_k) \Delta P_k + c_k \Delta P_k^2]
\]
or, in matrix form
\[
\Delta C(\Delta P_{eq}) = \beta_P \Delta P_{eq} + \Delta P_{eq}^T \gamma_P \Delta P_{eq}
\]
where
\[ \beta_P = [b_1 + 2c_1 P_1, b_2 + 2c_2 P_2, \ldots, b_m + 2c_m P_m] \]
\[ \gamma_P = \begin{bmatrix} c_1 & 0 & 0 & \cdots & 0 \\ 0 & c_2 & 0 & \cdots & 0 \\ 0 & 0 & c_3 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & c_m \end{bmatrix} \]

and
\[ m = \text{Total number of generator buses} \]
\[ \Delta P_{sg} = \text{Vector of changes in real power generations } P_{sg} \]

It is important to note that Eq. (15) can be used directly in the P-optimization procedure since \( \Delta P_{sg} \) itself is the decision variable. In the Q-optimization procedure, however, \( \Delta P_{sg} \) should be expressed as a function of the Q-optimization control variables \( \Delta Q_{sc} \) and \( \Delta n \).

**IV. P- OPTIMIZATION PROCEDURE**

The sensitivity relationships between the changes in real and reactive powers and the changes of bus voltages and angles are defined as
\[ \begin{bmatrix} \Delta P \\ \Delta Q \end{bmatrix} = J \begin{bmatrix} \Delta \delta \\ \Delta V \end{bmatrix} \]

where the Jacobian \( J \) is partitioned as
\[ \begin{bmatrix} \Delta P_s \\ \Delta P_{l'} \\ \Delta P_i \\ \Delta Q_s \\ \Delta Q_{l'} \\ \Delta Q_i \end{bmatrix} = \begin{bmatrix} \ldots & J_{11} & \cdots \\ \ldots & \cdots & \cdots \\ \ldots & J_{13} & \cdots \\ \ldots & \cdots & \cdots \\ \ldots & J_{19} & \cdots \\ \ldots & \cdots & \cdots \end{bmatrix} \begin{bmatrix} \Delta \delta_s \\ \Delta \delta_l' \\ \Delta \delta_i \\ \Delta V_s \\ \Delta V_{l'} \\ \Delta V_i \end{bmatrix} \]

where
\[ s, g, c = \text{indices for swing bus, other generator buses, and reactive power compensating device buses, respectively.} \]
\[ l, l' = \text{indices for all load buses, and the load buses which do not have reactive power compensating devices, respectively.} \]

Exact decomposition can be realized by setting
\[ \Delta P_i = \Delta V = \Delta \delta = \Delta Q_V = 0 \] (17)
The condition \( \Delta Q_V \) destroys the sparsity property of Jacobian matrices. For that reason and considering the fact that the calculated values of \( \Delta Q_V \) in the P-optimization procedure are close to zero, the condition \( \Delta Q_V = 0 \) is relaxed.

Using the conditions \( \Delta V = \Delta \delta = 0 \) of Eq. (17), the real powers in Eq. (16) can be expressed in terms of power angles as
\[ \Delta P_s \triangleq J_A \Delta P_g \] (18)

where \( J_A \) is defined in Appendix A.

Consequently, the P-optimization procedure can be summarized as follows:

Minimize
\[ \Delta C_p = \beta_P \Delta P_{sg} + \Delta P_{sg}^T \gamma_P \Delta P_{sg} \] (19)

subject to
\[ \begin{bmatrix} 1 & -J_A \end{bmatrix} \begin{bmatrix} \Delta P_{sg} \end{bmatrix} = 0 \] (20)

and
\[ \Delta P_{sg} \leq \Delta P_{sg} \leq \Delta P_{sg} \]

where
\[ \begin{bmatrix} \Delta P_{sg} \end{bmatrix} \triangleq \begin{bmatrix} P_{sg} - P_{sg} \end{bmatrix} \] (21a)

and
\[ \begin{bmatrix} \Delta P_{sg} \end{bmatrix} \triangleq \begin{bmatrix} P_{sg} - P_{sg} \end{bmatrix} \] (21b)

The dependent variables \( \Delta Q_{sc} \) for the P-optimization procedure can be derived as
\[ \Delta Q_{sc} \triangleq J_B \Delta P_g \] (22)

where \( J_B \) is defined in Appendix A.

The optimization problem defined in Eq. (19) is used for incremental variables. Therefore, after applying the P-optimization procedure, both the real and reactive powers are updated from \( P_g \) and \( Q_{sc} \) to \( P_g + \Delta P_g \) and \( Q_{sc} + \Delta Q_{sc} \), respectively.

**V. THE Q- OPTIMIZATION PROCEDURE**

In this procedure, the Jacobian matrix \( J \) is augmented to include the sensitivity coefficients representing the changes in real and reactive power with respect to the changes in off-nominal tap settings of the LTC as
\[ \begin{bmatrix} \Delta P \\ \Delta Q \end{bmatrix} = J \begin{bmatrix} \Delta \delta \\ \Delta V \end{bmatrix} \]

where
\[ J = \begin{bmatrix} 1 : & -J_n \end{bmatrix} \]

The sensitivity matrix with respect to off-nominal tap settings, \( J_n \), can be obtained by differentiating the nodal power equations with respect to the off-nominal tap setting values, \( n \).

The matrix \( J \) is partitioned so that the formulation of the Q-optimization procedure can be obtained as
\[ \begin{bmatrix} \Delta P_s \\ \Delta P_g \\ \Delta Q_s \\ \Delta Q_{l'} \\ \Delta Q_i \end{bmatrix} = \begin{bmatrix} \ldots & J_{21} & \ldots \\ \ldots & \ldots & \ldots \\ \ldots & J_{23} & \ldots \\ \ldots & \ldots & \ldots \\ \ldots & \ldots & \ldots \end{bmatrix} \begin{bmatrix} \Delta \delta_s \\ \Delta \delta_l' \\ \Delta \delta_i \\ \Delta V_s \\ \Delta V_{l'} \end{bmatrix} \]

(24)

Although more exact decomposition can be realized by setting
\[ \Delta Q_V = \Delta \delta = \Delta \delta_l = \Delta \delta_i \text{ or } \Delta P_i = 0 \] (25)

the condition \( \Delta \delta = 0 \text{ or } \Delta P_i = 0 \) is relaxed in order to preserve the sparsity property of the Jacobian matrices. Therefore, we can solve Eq. (24) for the dependent variables of the Q-optimization procedure, \( \Delta P_g \), \( \Delta P_g \), and \( \Delta V \), in terms of the control variables \( \Delta Q_{sc} \) and \( \Delta n \) as shown in the following equations:
\[ \Delta V = J_D \left[ \begin{array}{c} \Delta Q_{apc} \\ \Delta n \end{array} \right] \] (26)

The substitution of Eq. (32) into Eq. (30) yields to

\[ \Delta P_{apc} = J_C \left[ \begin{array}{c} \Delta Q_{apc} \\ \Delta n \end{array} \right] \] (27)

where \( J_C \) and \( J_D \) are defined in Appendix A.

Consequently, the Q-optimization procedure in Eqs. (2.49) and (2.50) can be summarized as Minimize

\[ \Delta C_Q = \beta_Q \left[ \begin{array}{c} \Delta Q_{apc} \\ \Delta n \end{array} \right] + \left[ \begin{array}{c} \Delta Q_{apc} \\ \Delta n \end{array} \right] \gamma_Q \left[ \begin{array}{c} \Delta Q_{apc} \\ \Delta n \end{array} \right] \] (28)

subject to

\[ \Delta Q_{apc} \leq \Delta Q_{apc} \leq \Delta Q_{apc} \] (29a)

\[ \Delta n \leq \Delta n \leq \Delta n \] (29b)

\[ \Delta V \leq J_D \left[ \begin{array}{c} \Delta Q_{apc} \\ \Delta n \end{array} \right] \leq \Delta V \] (29c)

where

\[ \beta_Q = \beta_{PJC} \] (29d)

\[ \gamma_Q = J^T \gamma_{JC} \] (29e)

The optimization problem, defined by Eqs. (28) and (29), is for the incremental variables. Therefore, we need to update the real and reactive powers and the tap settings from \( P_J \), \( Q_{apc} \), and \( n \) to \( P_J + \Delta P_J \), \( Q_{apc} + \Delta Q_{apc} \), and \( n + \Delta n \), respectively. It is important to know that the reactive power of the swing bus, \( Q_{apc} \), is not updated since the Load-Flow procedure, that immediately follows, provides the exact updated value. It is also important to note the benefit of the Q-optimization procedure that computes the real power adjustment \( \Delta P_{apc} \) using Eq. (27).

VI. LOAD - FLOW PROCEDURE

The P- and Q-optimization procedures are solved using the gradient projection method that satisfies the approximated linearized constraints as given in Eqs. (2.59), (2.60), and (2.72). Therefore, it is necessary to use a load-flow procedure in order to make fine adjustments on the optimum values obtained from the P- and Q-optimization procedures.

In this procedure, P-Q values are assigned to the generator buses except for the swing bus in which the bus voltage and angles are assigned. The Newton-Raphson method is used to solve the load-flow, where all the bus equations are included with the exception of the swing bus.

VI. APPLICATIONS

The algorithm was tested using the 6-bus model of Figure 2 [19], the modified IEEE 30-bus system [19], and the large-scale system currently utilised by the Houston Lighting and Power Company.

1. Efficiency test of small - scale systems

The efficiency test was performed in the previous paper [5] with the 6-bus system to show the flexibility and convenience of the new algorithm, and how it compares with other conventional methods. It was concluded that the further reduction in fuel cost was achieved due to the unique use of one cost function for both P- and Q-optimization procedures. Computationally, it took 0.173 sec. of C.P.U time per iteration and the solution converged at the 5th iteration with the A5/9000N computer system at the University of Houston, which is comparable to IBM 370.

The efficiency test was also performed in the previous paper [5] with the IEEE 30-bus system. The system consists of 41 lines, 6 generators, 4 tap-changing transformers, and shunt capacitor banks located at 9 buses.

Two different studies were performed. In the first study the system is optimized using the P- and Q-optimization algorithms developed. The resulting cost and power loss are presented in Table 1. To compare these results with conventional methods, the system is optimised in the second study using the same P-optimization procedure, but using a Q-optimization with the line loss objective function instead of Eq. (28).

The results obtained show that the method presented in this paper using the same generation cost objective function for both P- and Q-optimization procedures gives much better results than the other method. The difference in generation cost between these two studies (804.853 $/hr compared to 823.629 $/hr) clearly shows the advantage of this method. Also, it is important to point out that with this method and the use of the gradient projection method, the real and reactive power dispatch problem has considerably faster convergence compared with conventional methods.

The time per single iteration for this system was approximately 2.162 seconds, and it converged in 2 iterations.

| Table 1. Efficiency Test for The 6-bus system. |
|-----------------|-----------------|-----------------|-----------------|
| Variable        | Limit | Initial | Fluid State | Fuel State |
| \( P_J \) (MW)  |  0.0  |  6.0   |  0.0         |  0.0         |
| \( Q_{apc} \) (MVAR) |  0.0  |  6.0   |  0.0         |  0.0         |
| \( \Delta n \) |  0.0  |  6.0   |  0.0         |  0.0         |
| \( \Delta V \) |  0.0  |  6.0   |  0.0         |  0.0         |
| \( \Delta P_{apc} \) (MW) |  0.0  |  6.0   |  0.0         |  0.0         |

| Generation Cost ($/hr) |  901.918  |  804.853  |  823.629  |  866.854  |
| Real Power Loss (MW) |  1.813   |  10.468   |  10.164   |  10.164   |

The security constraints are also checked for voltage magnitudes and angles. The voltage magnitudes are from the minimum of 0.926 p.u. to maximum of 1.10 p.u., and the angles are from the minimum of $-14.61^\circ$ to the maximum of $0.0^\circ$. No load bus was at the lower limit of 0.9 p.u. Table 1 also shows that power factor corrections are made all but at one location (bus 21). Finally, it should be pointed out that the first study shows a slightly higher transmission loss but much lower generation cost compared to the second study. This fact illustrates that the choice of fuel cost as the cost function for the Q-optimization further reduces the operation cost compared to the conventional loss minimization approach.
The optimal operation of large-scale power systems is tested using the system utilized by the H&L&P Company. An equivalent system consists of the following items: 147 power buses, 369 transmission lines, 53 power generators, 90 compensating capacitance cost coefficients for those 18 generators. The performance in the form of the units input-output curve. The coefficients A, B, and D are derived such that the Y variable has units of $MBTU/\text{hr}$, and the X variable has units of Mwatts (MW). The equivalent generators that are used by the H&L&P Company are those obtained by combining these generating units.

Since our cost function is in the form

$$f(x) = A + BX + CX^2$$

therefore, it is necessary to find the coefficients A, B, and C using the total thermal fuel flow input Y for each generator. A Least Squares Approximation is performed on the combined generating units in order to find the equivalent cost coefficients A, B, and C for each generator. The bus numbers of those generators and their corresponding cost coefficients are shown in Table 2.

The cost coefficients $a_k, b_k$, and $c_k$ in Eqs. (19) and (28) are set to those shown in Table 2.

<table>
<thead>
<tr>
<th>Generator Bus</th>
<th>Cost Coefficients A</th>
<th>Cost Coefficients B</th>
<th>Cost Coefficients C</th>
</tr>
</thead>
<tbody>
<tr>
<td>546</td>
<td>1420.69</td>
<td>7.63</td>
<td>0.03505E-02</td>
</tr>
<tr>
<td>53</td>
<td>435.57</td>
<td>7.42</td>
<td>0.03706E-02</td>
</tr>
<tr>
<td>55</td>
<td>559.74</td>
<td>7.60</td>
<td>0.03134E-02</td>
</tr>
<tr>
<td>111</td>
<td>1722.34</td>
<td>6.97</td>
<td>0.11900E-02</td>
</tr>
<tr>
<td>112</td>
<td>658.33</td>
<td>7.55</td>
<td>0.18160E-02</td>
</tr>
<tr>
<td>176</td>
<td>142.19</td>
<td>6.69</td>
<td>0.65462E-02</td>
</tr>
<tr>
<td>274</td>
<td>230.15</td>
<td>9.95</td>
<td>0.29205E-02</td>
</tr>
<tr>
<td>275</td>
<td>219.40</td>
<td>9.00</td>
<td>0.74294E-02</td>
</tr>
<tr>
<td>276</td>
<td>649.08</td>
<td>12.10</td>
<td>0.45847E-02</td>
</tr>
<tr>
<td>487</td>
<td>421.39</td>
<td>6.87</td>
<td>0.49440E-02</td>
</tr>
<tr>
<td>488</td>
<td>2314.17</td>
<td>6.44</td>
<td>0.11345E-02</td>
</tr>
<tr>
<td>547</td>
<td>1511.49</td>
<td>5.36</td>
<td>0.29055E-02</td>
</tr>
<tr>
<td>725</td>
<td>377.70</td>
<td>6.50</td>
<td>0.13925E-01</td>
</tr>
<tr>
<td>726</td>
<td>447.73</td>
<td>7.82</td>
<td>0.23394E-02</td>
</tr>
<tr>
<td>735</td>
<td>76.56</td>
<td>9.66</td>
<td>0.15130E-02</td>
</tr>
<tr>
<td>736</td>
<td>1038.41</td>
<td>7.09</td>
<td>0.41084E-02</td>
</tr>
</tbody>
</table>

Four different examples were performed using the large-scale system utilized by the H&L&P Company. In each example, the security constraints of Eqs. (20)-(21a), of the P-optimization procedure, and Eqs. (29a)-(29c), of the Q-optimization procedure, are checked for optimal real powers, reactive powers, active compensations, transformer tap settings, and for voltage magnitudes and angles.

In the first example, the nominal real and reactive power load are used. It is important to note that both the generation cost and the transmission loss are decreased from 112,663.62 $/\text{hr}$ and 969.53 MW, obtained from the initial load flow, to 108,703.31 $/\text{hr}$ and 726.42 MW after optimization, respectively. The computer results for all system variables for this example are summarized in Table 3.
In the second example, half the nominal load are used. The results obtained from this example show a decrease in both the generation cost and the transmission loss from 63,773.90 $/hr and 590.75 MW to 62,587.17 $/hr and 565.47 MW, respectively. Also, it should be noted that the reactive power compensation of the capacitor banks are lower than those obtained for the nominal load due to the low load power demand.

In the third example, the nominal load as well as the real and reactive power generation are increased by 20%. The initial cost and transmission loss (138,863.17 $/hr and 1,403.02 MW) are higher than those obtained in the nominal load due to the higher load. However, the cost and transmission loss are also decreased to 128,770.21 $/hr and 1,016.50 MW, respectively. Here, we observe that the generator voltages and the reactive power compensation are higher than those obtained for the nominal load example. The higher values of those reactive power compensation are necessary to compensate for the high load demand.

The fourth example consists of adding two more generators, bus numbers 715 and 755, and increasing the load in Dallas, bus number 1032, by 25%. Bus 715 represents a remote lime stone unit, and bus 755 represents the cogeneration at Dow chemical in Freeport. Since the new generators provide real powers of 2,020 MW with no load, the higher transmission loss of 2,738.7 MW was expected. However, after optimization the transmission loss is decreased to 2,072.6 MW. It is important to note that the angles of the generator voltages are increased due to the increase of real powers of those new generators. Also, the reactive power compensation of the capacitor banks are higher than those obtained for the nominal load to compensate for the higher load in bus 1032.

It is important to indicate the advantage of using Eq. (27) that redistribute the real power generation resulting in reduction of both the transmission line loss and the generation cost.

VII. CONCLUSIONS

An optimal operation of large-scale power systems is developed for the following objectives: minimise the system fuel costs, minimize the system losses, and maintain an acceptable system performance in terms of limits on generator real and reactive power outputs, transformer tap settings, and bus voltage levels.

Unlike the conventional power optimization, the method presented here utilizes the same fuel costs for both P- and Q-optimization procedures. This approach unifies the two procedures into one reference frame work and avoids the switching of objective functions from one to another as in other methods. Moreover, it is known fact that minimizing the power production cost is more economical than minimizing system loss if the fuel costs required to produce the same quantity of power are different.

It is important to note that the Q-optimization procedure presented here optimally reallocate all generator real power because of the performance measure being defined as the total fuel cost. Also, the swing bus is optimally determined, along with any other bus voltages, rather than being fixed as in the conventional algorithm.

Another important advantage is in the computational aspect. The Load-flow procedure uses an optimally ordered triangular factorisation technique which allows for handling of matrices on large-scale systems with faster computation. Also, the Gradient Projection Method, used to solve the optimisation procedures, provides faster convergence in the optimal power of large-scale systems than other conventional methods. The GPM generally converged in only few iterations [17].
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APPENDIX A

P-optimization Procedure

Using the conditions $\Delta V = \Delta \phi_3 = 0$ of Eq. (17), the real powers in Eq. (16) can be expressed in terms of power angles as

\[
\Delta P_3 = J_{11} \begin{bmatrix} \Delta \phi_2 \\ \Delta \phi_1 \end{bmatrix} \tag{A1}
\]

\[
\Delta P_6 = J_{12} \begin{bmatrix} \Delta \phi_2 \\ \Delta \phi_1 \end{bmatrix} \tag{A2}
\]

From Eqs. (A1) and (A2), $\Delta P_3$ can be obtained as

\[
\Delta P_3 = \begin{bmatrix} J_{11} & J_{12} \end{bmatrix} \begin{bmatrix} \Delta P_2 \\ \Delta P_1 \end{bmatrix} \triangleq J_A \Delta P_3 \tag{A3}
\]

or

\[
\begin{bmatrix} 1 & -J_A \end{bmatrix} \begin{bmatrix} \Delta P_2 \\ \Delta P_1 \end{bmatrix} = 0 \tag{A4}
\]

where $J_A$ is the vector of the first $(m - l)$ elements of the matrix product in Eq. (A3).

The dependent variable $\Delta Q_{agc}$ for the P-optimization procedure can be derived as

\[
\Delta Q_{agc} = \begin{bmatrix} \Delta Q_{agc}^* \\ \Delta Q_{agc}^t \end{bmatrix} = \begin{bmatrix} J_{13} & J_{13}^T \end{bmatrix} \begin{bmatrix} \Delta P_2 \\ \Delta P_1 \end{bmatrix} \triangleq J_B \Delta P_3 \tag{A5}
\]

where $J_B$ is the vector of first $(m - l)$ elements of the matrix product in Eq. (A5).

Q-optimization Procedure

Using the conditions $\Delta \phi_2 = \Delta \phi_3 = \Delta \phi_4 = 0$ of Eq. (25), the real and reactive power generations in Eq. (24) can be expressed as

\[
\begin{bmatrix} \Delta P_{eq} \\ \Delta Q_{eq} \end{bmatrix} = \begin{bmatrix} J_{21} & J_{22} \end{bmatrix} \begin{bmatrix} \Delta V \\ \Delta \phi_4 \end{bmatrix} = J_{23} \Delta \phi_4 \tag{A7}
\]

\[
\begin{bmatrix} \Delta Q_{eq} \\ \Delta V \end{bmatrix} = J_{23} \Delta \phi_4 + J_{24} \Delta n \tag{A8}
\]

Accordingly, the dependent variable for the Q-optimization procedure, $\Delta V$, can be expressed in terms of the control variables $\Delta Q_{eq}$ and $\Delta n$ as

\[
\Delta V = J_{23}^{-1} \begin{bmatrix} \Delta Q_{eq} \\ \Delta \phi_4 \end{bmatrix} - J_{23}^{-1} J_{24} \Delta n \tag{A9}
\]

or

\[
\Delta V = J_E \Delta Q_{eq} - J_{23}^{-1} J_{24} \Delta n \tag{A10}
\]

where $J_E$ is the matrix of the first $(m + l - l')$ columns of $J_{23}$. Rearranging Eq. (A10) yields the following:

\[
\Delta V = \begin{bmatrix} J_{23} & J_{23} \Delta \phi_4 \end{bmatrix} \begin{bmatrix} \Delta Q_{eq} \\ \Delta \phi_4 \end{bmatrix} = J_D \begin{bmatrix} \Delta Q_{eq} \\ \Delta \phi_4 \end{bmatrix} \tag{A11}
\]

The substitution of Eq. (A10) into Eq. (A7) yields to

\[
\begin{bmatrix} \Delta P_{eq} \\ \Delta Q_{eq} \end{bmatrix} = J_{21} J_E \Delta Q_{eq} + J_{22} - J_{21} J_{23}^{-1} J_{24} \Delta n
\]

\[
= \begin{bmatrix} J_{21} J_E & J_{22} - J_{21} J_{23}^{-1} J_{24} \end{bmatrix} \begin{bmatrix} \Delta Q_{eq} \\ \Delta \phi_4 \end{bmatrix} \tag{A12}
\]

Discussion

Norton Savage (US Department of Energy, Washington, DC): One comment I have on this paper relates to the statement on page 5, that 'The HLAP Company controls only 18 of the 53 power generators.' Are the other 35 generators controlled by other utilities, or by cogenerating entities? Is the power output of these units negligible with respect to the power output of the generators controlled by HLAP, such that the application of the method of the paper can be applied to the 18 generators only, and the side-effects of the other 35 units can be disregarded?

Another comment relates to the reason for introduction of the polynomial $y = A + Bx + Cx^2$ and the switch to the second-degree form of input-output function $f(y) = A + Bx + Cx^2$. I do not see where the cubic is used in the development and use of the method described. Could the authors enlighten me? Another point I do not understand is the statement that a least squares approximation is performed "on the combined generating units" to find the $A$, $B$, and $C$ for each generator. It is my understanding that an input-output curve is individual to a generator, under specified conditions, so the reference to "combined generating units" puzzles me. Could this point be reviewed?

A third comment relates to interconnections with other systems. How does the operational method described take account of power inputs from other utilities? Instead of speculating on how this might be done, I think it would be more useful for the authors to provide their views.
In passing, I note that a statement on p. 5 puts the coefficients of the input-output equation in (19) and (28). The $B$ and the $C$ of the cost function do appear in the $\beta_p$ and $\gamma_p$ of eq. (19), evidently. Do they appear in the same form in the $\beta_Q$ and $\gamma_Q$ of eq. (28)? Where does the $A$ coefficient appear? These comments are those of the author and do not necessarily represent the official views of the Department of Energy.
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K. Y. Lee, M. A. Mohtadi, J. L. Ortiz, and Y. M. Park: We would like to thank the discusser for his interest in the paper and his thorough review. The discusser's comments are well founded and we hope that the following statements will clarify some of the comments.

1) As the discusser pointed out, only 18 of the 53 generators are controlled by the HL & P Company and the other 35 units belong to other neighboring utilities in the Texas Interconnected System (TIS). Consequently, the effect of these 35 units cannot be neglected. Since the HL & P has no control over these units, they are treated as loads (negative loads represented by $\Delta P$, in eqs. (16) and (24)) and the optimal economic dispatch is sought among the 18 generators controlled by the HL & P.

2) The cost function used in our development is the usual quadratic function as seen in (12). However, the HL & P Company historically has been using the cubic function in its economic dispatch algorithm (see Ref. [13]). Therefore a new set of $A$, $B$, and $C$ coefficients for the quadratic cost function had to be estimated from the data given for the cubic function.

3) In reality, there are several units connected to a generator bus and these units need to be grouped into one equivalent generator. When the individual units are not identical, their cost functions (the cubic ones) can be used to generate a net cost curve following the concept of equal incremental costs. From this net cost curve, the cost coefficients for the quadratic form are estimated using the least squares method.

4) As stated above, the 147-bus system contains 53 generator buses, of which 35 units belong to other utilities in the TIS. Since the HL & P has no control over these units, they are treated as loads. Each time the economic real and reactive power dispatch is made, the procedure will be repeated with the same assumption that the generation of these units is known.

5) The cost coefficients $B$ and $C$ do appear in the incremental cost (15) or (19) in the form of $\beta_p$ and $\gamma_p$ for the $p$-optimization problem. Similarly, they also appear in the incremental cost (28) in the form of $\beta_Q$ and $\gamma_Q$ because of (28d) and (28e). Since the economic dispatch is based on the concept of incremental cost, the $A$ coefficients do not appear in the cost functions for $p$- and $Q$-optimization problems.
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