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6
POWER FLOWS

Successful power system operation under normal balanced three-phase
steady-state conditions requires the following:

1. Generation supplies the demand (load) plus losses.

2. Bus voltage magnitudes remain close to rated values.

3. Generators operate within specified real and reactive power limits.

4. Transmission lines and transformers are not overloaded.

The power-flow computer program (sometimes called load flow) is the
basic tool for investigating these requirements. This program computes the
voltage magnitude and angle at each bus in a power system under balanced
three-phase steady-state conditions. It also computes real and reactive power
flows for all equipment interconnecting the buses, as well as equipment losses.
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Both existing power systems and proposed changes including new generation
and transmission to meet projected load growth are of interest.

Conventional nodal or loop analysis is not suitable for power-flow
studies because the input data for loads are normally given in terms of power,
not impedance. Also, generators are considered as power sources, not voltage
or current sources. The power-flow problem is therefore formulated as a set
of nonlinear algebraic equations suitable for computer solution.

In Sections 6.1–6.3 we review some basic methods, including direct and
iterative techniques for solving algebraic equations. Then in Sections 6.4–6.6
we formulate the power-flow problem, specify computer input data, and
present two solution methods, Gauss–Seidel and Newton–Raphson. Means
for controlling power flows are discussed in Section 6.7. Sections 6.8 and 6.9
introduce sparsity techniques and a fast decoupled power-flow method, while
Section 6.10 discusses the dc power flow, and Section 6.11 considers the
power-flow representation of wind turbine generators.

Since balanced three-phase steady-state conditions are assumed, we use
only positive-sequence networks in this chapter. Also, all power-flow equa-
tions and input/output data are given in per-unit.

C A S E S T U DY Power-flow programs are used to analyze large transmission grids and the complex
interaction between transmission grids and the power markets. Historically, these
transmission grids were designed primarily by local utilities to meet the needs of their
own customers. But increasingly there is a need for coordinated transmission system
planning to create coordinated, continent-spanning grids. The following article details
some of the issues associated with such large-scale system planning.

Future Vision: The Challenge of
Effective Transmission Planning

BY DONALD J. MORROW

AND RICHARD E. BROWN

Exceptional forces are changing the use of the transmis-

sion infrastructure in the United States. There are high

expectations that the transmission system will support

and enable national-level economic, renewable energy,

and other emerging policy issues.

The U. S. transmission system was developed in a piece-

meal fashion. Originally, transmission systems connected

large generation facilities in remote areas to users of the

electricity they produced. Shortly thereafter, utilities started

to interconnect their systems in order to realize the bene-

fits of improved reliability that larger systems offer and to

get access to lower cost energy in other systems. Subse-

quent transmission lines were typically added incrementally

to the network, primarily driven by the needs of the local

utility and without wide-area planning considerations.

Opportunistic usage of the transmission system be-

yond its design occurred early in the U. S. electric system.

The need for coordinated transmission planning among

utilities soon followed. As early as 1925, small power

pools formed to take advantage of the economies of de-

veloping larger, more cost-effective power plants that

were made possible by the expanding transmission net-

work. By today’s standards, these power pools were
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rather simple affairs made up of localized pockets of util-

ities that shared the expenses of fuel and operation and

maintenance of shared units.

Today, the transmission system is increasingly being

called upon to serve as the platform to enable sophisti-

cated and complex energy and financial transactions. New

market systems have been developed that allow trans-

actions interconnection-wide. Today, a utility can pur-

chase power without knowing the seller. These same

market systems have the ability to enable transactions to

be interconnection-wide and will soon accommodate the

ability of load-serving entities to bid in their loads.

As the barriers to participate in electricity markets start

to disappear, the U. S. electric system starts to look small

from the perspective of market participants. In his book

The World is Flat, author Thomas Friedman states, ‘‘The

world is flat.’’ That is, the location of producers and con-

sumers no longer matters in the world. It is the expectation

of wholesale electricity market participants that they can

soon claim, ‘‘The transmission system is flat.’’ That is, the

transmission system is such that the location of power

producers and power purchasers does not matter in terms

of participation in national electricity markets.

Unfortunately, the vast majority of transmission infra-

structure was not designed for this purpose. The existing

transmission infrastructure is aging, and new transmission

investment hasn’t kept pace with other development. This

article discusses these challenges and then presents a

vision for the future where effective planning can address

the transmission expectations of today.

BENEFITS OF TRANSMISSION

The primary function of transmission is to transport bulk

power from sources of desirable generation to bulk

power delivery points. Benefits have traditionally included

lower electricity costs, access to renewable energy such

as wind and hydro, locating power plants away from large

population centers, and access to alternative generation

sources when primary sources are not available.

Historically, transmission planning has been done by

individual utilities with a focus on local benefits. However,

proponents of nationwide transmission policies now view

the transmission system as an ‘‘enabler’’ of energy policy

objectives at even the national level. This is an under-

standable expectation since a well-planned transmission

grid has the potential to enable the following:

. Efficient bulk power markets. Bulk power pur-

chasers should almost always be able to purchase

from the lowest cost generation. Today, purchasers

are often forced to buy higher-cost electricity to

avoid violating transmission loading constraints. The

difference between the actual price of electricity at

the point of consumption and the lowest price on the

grid is called the ‘‘congestion’’ cost.
. Hedge against generation outages. The trans-

mission system should typically allow access to al-

ternative economic energy sources to replace lost

resources. This is especially critical when long-term,

unplanned outages of large generation units occur.
. Hedge against fuel price changes. The trans-

mission system should allow purchasers to eco-

nomically access generation from diversified fuel

resources as a hedge against fuel disruptions that

may occur from strikes, natural disasters, rail inter-

ruptions, or natural fuel price variation.
. Low-cost access to renewable energy. Many

areas suitable for producing electricity from renew-

able resources are not near transmission with spare

capacity. The transmission system should usually

allow developers to build renewable sources of

energy without the need for expensive transmission

upgrades (Figure 1).
. Operational flexibility. The transmission system

should allow for the economic scheduling of main-

tenance outages and for the economic reconfigura-

tion of the grid when unforeseen events occur.

Many of these benefits are available on a local level,

since transmission systems have been planned by the local

utility with these objectives in mind. However, these

benefits are not fully realized on a regional or national

level, since planning has traditionally been focused on

providing these benefits at the local level.

AGING TRANSMISSION SYSTEM

Even at a local level, transmission benefits are in jeopardy.

For the past 20 years, the growth of electricity demand

has far outpaced the growth of transmission capacity.

With limited new transmission capacity available, the

loading of existing transmission lines has dramatically in-

creased (Figure 2). North American Reliability Corpora-

tion (NERC) reliability criteria have still been maintained

for the most part, but the transmission system is far more

vulnerable to multiple contingencies and cascading events.

A large percentage of transmission equipment was in-

stalled in the postwar period between the mid-1950s and
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the mid-1970s, with limited construction in the

past 20 years. The equipment installed in the

postwar period is now between 30 and 50

years old and is at the end of its expected life

(Figure 3). Having a large amount of old and

aging equipment typically results in higher

probabilities of failure, higher maintenance

costs, and higher replacement costs. Aging

equipment will eventually have to be replaced,

and this replacement should be planned and

coordinated with capacity additions.

According to Fitch Ratings, 70% of trans-

mission lines and power transformers in the

United States are 25 years old or older. Their

report also states that 60% of high-voltage

circuit breakers are 30 years old or older. It is

this aging infrastructure that is being asked to

bear the burden of increased market activity

and to support policy developments such as

massive wind farm deployment.
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Figure 2
Transmission capacity normalized over MW demand (E. Hurst, U.S.
Transmission Capacity: Present Status and Future Prospects, prepared for
EEI and DOE, Aug. 2004)

Figure 1
Potential sources of renewable energy concentrations (U.S. Department of Energy, National Electric
Transmission Congestion Study, 2006)



Today, the industry is beginning to spend more money

on new transmission lines and on upgrading existing

transmission lines. It is critical that this new transmission

construction be planned well, so that the existing grid can

be systematically transformed into a desired future state

rather than becoming a patchwork of incremental deci-

sions and uncoordinated projects.

PLANNING CHALLENGES

As the transmission system becomes flatter, the pro-

cesses to analyze and achieve objectives on a regional or

interconnection-wide basis have lagged. Current planning

processes simply do not have the perspective necessary

to keep pace with the scope of the economic and policy

objectives being faced today. While the planners of

transmission owners often recognize these needs, ad-

dressing these needs exceeds the scope of their position.

Regional transmission organizations exist today, but these

organizations do not have the ability to effectively plan for

interconnect-wide objectives.

PLANNING BEFORE OPEN ACCESS

Before access to the electric system was required by the

Federal Energy Regulatory Commission (FERC) in 1996, a

vertically integrated utility would plan for generation and

transmission needs within its franchise territory. This allowed

for a high degree of certainty because the decisions regarding

the timing and location of new generation and transmission

were controlled by the utility. These projects were devel-

oped to satisfy the utility’s reliability and economic needs.

Transmission interconnections to neighbor-

ing utilities for the purposes of importing and

exporting bulk power and the development of

transmission projects that spanned multiple

utilities were also the responsibility of the ver-

tically integrated utility. They were negotiated

projects that often took years of effort to en-

sure that ownership shares and cost allocations

were acceptable to each party and that no un-

due burden was placed on the affected systems.

Planning coordination eventually emerged,

facilitated through the regional reliability

councils (RRCs). Committees were formed

that performed aggregate steady-state and

dynamic analysis on the total set of transmis-

sion owner (TO) plans. These studies were

performed under the direction of committee

members, facilitated by RRC staff, to ensure

that NERC planning policies (the predecessor

to today’s NERC standards) and regional planning guide-

lines were satisfied. Insights from these studies were used

by planners to adjust their projects if necessary. Some

regions still follow this process for their coordinated

planning activities.

PLANNING AFTER OPEN ACCESS

The Open Access Tariff of 1996 (created through FERC

Order 888) requires functional separation of generation

and transmission within a vertically integrated utility. A

generation queue process is now required to ensure that

generation interconnection requests are processed in a

nondiscriminatory fashion and in a first-come, first-served

order. FERC Order 889, the companion to Order 888,

establishes the OASIS (Open Access Same-time Informa-

tion System) process that requires transmission service

requests, both external and internal, to be publicly posted

and processed in the order in which they arc entered.

Order 889 requires each utility to ensure nonpreferential

treatment of its own generation plan. Effectively, genera-

tion and transmission planning, even within the same

utility, are not allowed to be coordinated and integrated.

This has been done to protect nondiscriminatory, open

access to the electric system for all parties.

These landmark orders have removed barriers to

market participation by entities such as independent

power producers (IPPs) and power marketers. They

force utilities to follow standardized protocols to address

their needs and allow, for the most part, market forces to

drive the addition of new generation capacity.
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These orders also complicated the planning process,

since information flow within planning departments be-

comes one-directional. Transmission planners know all the

details of proposed generation planners through the queue

process, but not vice versa. A good transmission plan is now

supposed to address the economic objectives of all users of

the transmission grid by designing plans to accommodate

generation entered into the generation queue and to ensure

the viability of long-term firm transmission service requests

entered through OASIS. However, utility transmission plan-

ners continue to design their transmission systems largely to

satisfy their own company’s reliability objectives.

These planning processes designed the electric system

in the Eastern United States and Canada that existed on

13 August 2003. The blackout that occurred that day

which interrupted more the 50 million customers made it

clear what planners were beginning to suspect-that the

margins within the system were becoming dangerously

small. The comprehensive report performed by the

U. S.—Canada Power System Outage Task Force sum-

marizes the situation as follows:

A smaller transmission margin for reliability makes

the preservation of system reliability a harder job

than it used to be. The system is being operated

closer to the edge of reliability than it was just a few

years ago.

PLANNING IN THE ERA OF THE RTO

Well before the 2003 blackout, FERC realized that better

coordination among transmission owners is required for

efficient national electricity markets. FERC Order 2000

issued in December 1999 established the concept of the

regional transmission operator (RTO) and requires

transmission operators to make provisions to form and

participate in these organizations.

In this order, FERC establishes the authority of an

RTO to perform regional planning and gives it the ulti-

mate responsibility for planning within its region. Order

2000 allowed a 3-year phase-in to allow the RTO to de-

velop the processes and capabilities to perform this

function. For the first time in its history, the U. S. electric

system has the potential for a coordinated, comprehen-

sive regional planning process (Figure 4 shows the exist-

ing RTOs in the United States and Canada).

Despite the advance of developing planning organ-

izations that aligned with the scope of the reliability and
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economic needs of a region, a significant gap was in-

troduced between planning a system and implementing

the plan. Order 2000 recognizes this gap with the fol-

lowing statement:

We also note that the RTO’s implementation of

this general standard requires addressing many

specific design questions, including who decides

which projects should be built and how the costs

and benefits of the project should be allocated.

Determining who decides which project should be

built is a difficult problem. Does the RTO decide which

projects are to be built since it has planned the system?

Does the TO decide which projects are to be built since

it bears the project development risks such as permitting,

regulatory approval, right-of-way acquisition financing,

treatment of allowance for funds used during construc-

tion (AFUDC), construction, cost escalation, and

prudency reviews?

If the issue of project approval is not properly ad-

dressed, it is easy to envision a situation where planners

spend significant efforts and costs to design a grid that

satisfies critical economic and policy objectives. This plan

ultimately languishes on the table because no TO wants

to build it, no TO has the ability to build it, or no state

regulator will approve it. To their credit, RTOs and their

member transmission owners recognize this gap and have

begun to take steps to resolve it.

TECHNICAL CHALLENGES

The main technical criteria that should drive transmission

planning are reliability and congestion. Reliability relates

to unexpected transmission contingencies (such as faults)

and the ability of the system to respond to these con-

tingencies without interrupting load. Congestion occurs

when transmission reliability limitations result in the need

to use higher-cost generation than would be the case

without any reliability constraints. Both reliability and

congestion are of critical importance and present difficult

technical challenges.

Transmission reliability is tracked and managed by

NERC, which as of 20 July 2006 now serves as the federal

electric reliability organization (ERO) under the jurisdic-

tion of FERC. For decades, the primary reliability consid-

eration used by NERC for transmission planning has been

‘‘N-l.’’ For a system consisting of N major components,

the N-1 criterion is satisfied if the system can perform

properly with only N-1 components in service. An N-1

analysis consists of a steady-state and a dynamic component.

The steady-state analysis checks to see if the transmission

system can withstand the loss of any single major piece of

equipment (such as a transmission line or a transformer)

without violating voltage or equipment loading limits. The

dynamic analysis checks to see if the system can retain

synchronism after all potential faults.

N-1 has served the industry well but has several chal-

lenges when applied to transmission planning today. The

first is its deterministic nature; all contingencies are

treated equal regardless of how likely they are to occur

or the severity of consequences. The second, and more

insidious, is the inability of N-1 (and N-2) to account for

the increased risk associated with a more heavily inter-

connected system and a more heavily loaded system.

When a system is able to withstand any single major

contingency, it is termed ‘‘N-l secure.’’ For a moderately

loaded N-l secure system, most single contingencies can

be handled even if the system response to the contin-

gency is not perfect. When many components of a trans-

mission system are operated close to their thermal or

stability limits, a single contingency can significantly stress

the system and can lead to problems unless all protection

systems and remedial actions operate perfectly. In this

sense, moderately loaded systems are ‘‘resilient’’ and can

often absorb multiple contingencies and/or cascading

events. Heavily loaded systems are brittle and run the risk

of widespread outages if an initiating event is followed by

a protection system failure or a mistake in remedial ac-

tions. Since blackouts invariably involve multiple con-

tingencies and/or cascading events, N-1 and N-2 are not

able to effectively plan for wide-area events.

N-1 secure systems are, by design, not able to

withstand certain multiple contingencies. When equipment

failure rates are low, this is a minor problem. When equip-

ment failure rates increase due to aging and higher loading,

this problem becomes salient. Consider the likelihood of

two pieces of equipment experiencing outages that overlap.

If the outages are independent, the probability of overlap

increases with the square of outage rate. Similarly, the

probability of three outages overlapping (exceeding

N-2) increases with the cube of outage rate. Blackouts typ-

ically result from three or more simultaneous con-

tingencies. If transmission failure rates double due to aging

and higher loading, the likelihood of a third-order event in-

creases by a factor of eight or more. Today’s transmission

systems may remain N-1 or N-2 secure, but the risk of

wide-area events is much higher than a decade ago.

Computationally it is difficult to plan for wide-area

events. This is due to large system models, a high number

of potential contingencies, and convergence difficulties.
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Consider the eastern interconnected system, which would

require over 150,000 major components in a power flow

model. This size exceeds the useful capabilities of present

planning software, even when exploring only a few cases.

To plan for all triple contingencies, more than 3 sextillion

(thousand trillion) cases must be considered. Even if only

one out of every million of cases is considered, more than

3 billion simulations must be performed. Each simulation is

also at risk for nonconvergence, since a system under mul-

tiple contingencies will often have a solution very different

from the base case.

In addition to reliability planning, it is becoming in-

creasingly important to plan for congestion (the 2006

Department of Energy congestion study reports that two

constraints alone in PJM Interconnection resulted in con-

gestion costs totaling US$1. 2 billion in 2005). Basic con-

gestion planning tools work as follows. First, hourly loads

for an entire year are assigned to each bulk power deliv-

ery point. Second, a load flow is performed for each hour

(accounting for scheduled generation and transmission

maintenance). If transmission reliability criteria are vio-

lated, remedial actions such as generation re-dispatch is

performed until the constraints are relieved. The addi-

tional energy costs resulting from these remedial actions

is assigned to congestion cost (sophisticated tools will

also incorporate generation bidding strategies and cus-

tomer demand curves). Each case examined in a conges-

tion study is computationally intensive.

There are many ways to address existing congestion

problems, but it difficult from a technical perspective to

combine congestion planning with reliability planning.

Imagine a tool with the capability to compute both the

reliability and congestion characteristics of a system. A

congestion simulation is still required, but unplanned

contingencies must now be considered. To do this, each

transmission component is checked in each hour of the

simulation to see if a random failure occurs. If so, this

component is removed from the system until it is re-

paired, potentially resulting in increased congestion costs.

Since each simulated year will only consider a few ran-

dom transmission failures, many years must be simulated

(typically 1,000 or more) for each case under consider-

ation. These types of tools are useful when only the

existing transmission system is of interest, such as for

energy traders or for dealing with existing congestion

problems. For transmission planners that need to con-

sider many scenarios and many project alternatives, these

types of tools are insufficient at this time.

The last major technical challenge facing transmission

planning is the application of new technologies such as

phasor measurements units, real-time conductor ratings,

and power electronic devices. Proper application of these

devices to address a specific problem already requires a

specialist familiar with the technology. Considering each

new technology as part of an overall proactive planning

process would require new tools, new processes, and

transmission planners familiar with the application of all

new technologies.

Perhaps the biggest technical challenge to transmission

planning is overcoming the traditional mindset of plan-

ners. Traditionally a utility transmission planner was pri-

marily concerned with the transport of bulk generation

to load centers without violation of local constraints.

In today’s environment, effective transmission planning

requires a wide-area perspective, aging infrastructure

awareness, a willingness to coordination extensively, an

economic mindset, and an ability to effectively integrate

new technologies with traditional approaches.

INFRASTRUCTURE DEVELOPMENT

CHALLENGES

Developing transmission projects has been a daunting

affair in recent years, and significant roadblocks still exist.

A partial list of these roadblocks includes:

. NIMBY mentality (Not In My Back Yard)

. organized public opposition

. environmental concerns

. lack of institutional knowledge

. regulatory risk

. uncontrolled cost increases

. political pressures

. financing risks.

Perhaps the biggest impediment to transmission infra-

structure development is the risk of cost recovery.

AFUDC rate treatment is the present norm for trans-

mission project financing. This allows the accrued cost of

financing for development of a utility project to be in-

cluded in rates for cost recovery. Recovery is typically

only allowed after a project is completed and after state

regulatory prudency review on the project. The effect is a

substantial risk of cost nonrecovery that discourages

transmission investment. If a project fails during develop-

ment or is judged to be imprudent, AFUDC recovery

may not be allowed and the shareholders then bear the

financial risk. Without assurances for cost recovery, it will

be very difficult to build substantial amounts of new

transmission. Minimizing development risks becomes of
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paramount importance when developing the types of

projects necessary for regional and national purposes.

VISION FOR THE FUTURE

The challenges facing effective transmission planning are

daunting, but pragmatic steps can be taken today to help

the industry move toward a future vision capable of

meeting these challenges. The following are suggestions

that address the emerging economic and policy issues of

today and can help to plan for a flexible transmission sys-

tem that can effectively serve a variety of different future

scenarios.

DEVELOP AN ALIGNED

PLANNING PROCESS

Effective planning requires processes and methodologies

that align well with the specific objectives being ad-

dressed. A good process should ‘‘de-clutter’’ a planning

problem and align planning activity with the geographic

scope of the goals. The process should push down the

planning problem to the lowest possible level to reduce

analytical requirements and organizational burden to a

manageable size.

If the planning goal is to satisfy the reliability needs for

communities in a tight geographic area, planning efforts

should be led by the associated TO. This type of planning

can be considered ‘‘bottom up’’ planning since it starts

with the specific needs of specific customers. If the plan-

ning goal is to address regional market issues, planning

efforts should be led by the associated RTO. This type of

planning can be considered ‘‘top down’’ since it addresses

the general requirements of the transmission system itself

(in this case the ability to be an efficient market maker).

Typically, RTOs have drawn a demarcation line at an

arbitrary voltage level (100 kV is typical). Below this line,

TOs are responsible for the transmission plan. Above the

line, RTOs are responsible for the transmission plan. This

criterion can run counter to the ‘‘de-cluttering’’ principle.

Very often, local planning requires solutions that go above

100 kV, and regional solutions may require the need to

reach below 100 kV.

TOs and RTOs can effectively address planning issues

corresponding to local and regional areas, respectively,

but what about issues of national scope? Consider the

current issue of renewable energy. For example, many

states in the Northeast are beginning to set renewable

energy portfolio targets that will require access to re-

newable energy concentrations in other parts of the

country. Access to these resources will require crossing

multiple RTO boundaries and/or transmission systems

currently without RTO oversight.

Individual RTOs and TOs do not have the geographic

perspective necessary to effectively address these types

of broader issues. Who then should play this national

role? RTOs working together could potentially be ef-

fective if the process is perceived as fair and equitable

for all regions. However, if it is perceived that one

region’s objectives are beginning to take precedence

over others, then a new national organization may be

required.

If such a national step were taken, the role of the RTO

must shift toward integrating member TO plans neces-

sary to meet local load serving needs, integrating the EHV

plan to address the national policy, and creating the re-

gional plan that necessarily results to accommodate the

regional objectives. The role would implement the stra-

tegic national plan and enables the tactical at the regional

and local levels.

ADDRESSING THE REGULATORY NEED

The gap between planning a system and getting it devel-

oped needs to be closed. Planners should recognize that

regulators are the ultimate decision makers. They decide

whether or not a project is developed, not the planner.

Therefore, planners must perform their work in a way

that maximizes the probability of regulatory approval for

their projects.

The regulatory oversight role is to ensure that trans-

mission investment is prudent. It also ensures that public

impacts are minimized. Planners need to recognize these

roles and address these concerns early in and throughout

the planning processes.

To address the prudency question, transmission

planning processes should be open to stakeholder partic-

ipation and permit stakeholders to have influence on a

project. This ensures that a broadly vetted set of goals

and objectives are being addressed by the process.

The objectives of an open planning process are:

. Transparency: the ability of affected stakeholders to

observe and influence the planning processes and

decisions
. Traceable: the ability for all parties to track the flow

of planning effort throughout the life cycle of a

project or overall plan
. Defendable: the appropriateness and completeness

of the process from the perspective of key decision
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makers such as RTO management, TOs, and

regulators
. Dynamic: the ability to adjust the process for good

reasons.

For planning at the regional or national levels, regu-

lators expect that plans balance the benefits across the

footprint and that stakeholder needs are addressed in an

unbiased way. By design, RTOs do not own the facilities

they plan and operate. By de-coupling the financial benefit

of the transmission plan from the RTO, FERC hoped to

ensure that plans were forwarded only driven by the

needs of the stakeholders and designed in such a way as

to minimize the overall cost regardless of the ownership

boundaries. This independence is used by regulators to

help make the prudency assessment since a project will,

at least theoretically, only be approved for the ‘‘right’’

reasons.

To address the impacts on the public, planning pro-

cesses need to encourage public involvement preferably

early on in the process. Use of techniques such as press

releases, community meetings, public planning meetings,

open houses, and interactions with community devel-

opment groups, economic development commissions,

and regional planning commissions are extremely effec-

tive in addressing the public concerns in a meaningful

way.

The effect is significant. First, the feedback provided

can significantly aid in route selection and allow the plan-

ner and ultimate developer to better predict the costs of

a project. Second, and equally important, if the public

feels it has been heard and has had a meaningful chance to

influence the results, the opposition is significantly muted.

If not, the opposition is empowered and is able to recruit

support from a much wider audience. The public tends to

fear the unknown more than the known.

Many TOs know that these efforts are critical to the

success of their projects, and some have successfully in-

corporated this outreach into their planning and infra-

structure development efforts.

However, RTOs seem less aware of the importance

of the public outreach step. A search of RTO Web sites

shows significant efforts expended to bring certain

stakeholders into their processes (highly commendable

and necessary) but little efforts to bring in the public.

There is a need for the public to be appropriately

involved in the process. If regional and national trans-

mission projects are to be planned in a way that max-

imizes the likelihood of approval, then the public input

must be meaningfully provided. While difficult, creative

thought needs to be applied to determine how to

meaningfully bring the public into the regional and na-

tional forums.

ADDRESSING THE NEEDS

OF THE DEVELOPER

At the RTO level, the regulatory need for an indepen-

dent plan makes it more difficult to incorporate the

needs of developers. The perception of independence

needs to be protected to ensure the RTO appropriately

plays its FERC-appointed role.

However, by bringing the stakeholders and the public

into the planning process, developers have greater assur-

ance that a project will be approved, that costs have been

more accurately estimated, and that opposition has been

minimized. Meaningfully addressing these issues in the

RTO process are significant steps in encouraging devel-

opers to come forward.

ENHANCED PROJECT JUSTIFICATION

The advent of electricity markets illustrates the need for

a richer understanding of the economic benefits of

transmission projects. New facilities can have significant

energy price impacts and, therefore, affect the underlying

value of financial transmission rights. The evolving elec-

tricity markets are creating new winners and losers. As a

result, it has become more critical to understand the

economic benefits of transmission projects, especially at

regional and national levels.

Project justification during the planning process needs

to incorporate the pricing information available from

these developing markets. Energy price history is now

available to calibrate the analysis (Figure 5). Analysis tools

that merge production cost analysis with transmission

system constraints now exist to aid the planning in getting

insights into the economic value of projects. As discussed

above, these tools are difficult to use when considering

myriads of alternative projects. However, they can be ex-

tremely effective in selecting between a narrowed-down

set of alternatives.

For planning on a regional or national level, proba-

bilistic methods show promise in managing the scope

of studies necessary to perform N-2 or higher contin-

gency analysis. At the regional or national level, de-

cluttering still results in a network of significant scope.

At the national level, the dynamics of an interconnect-

wide system are poorly understood by any one plan-

ning entity.
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Two things are certain; the United States needs to

build more transmission capacity and it needs to begin to

deal with aging transmission infrastructure. There are

many challenges, but better transmission planning is

needed to effectively address these issues in an integrated

and cost-effective manner.
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Figure 5
Examples of locational marginal price (LMP) information
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PASUPULATI, N. SAMAAN, S. SAYLORS, T.

SIEBERT, T. SMITH, M. STARKE, R. WALLING

Abstract—This paper presents a summary of the most

important characteristics of wind turbine generators ap-

plied in modern wind power plants. Various wind turbine

generator designs, based on classification by machine type

and speed control capabilities, are discussed along with

their operational characteristics, voltage, reactive power,

or power factor control capabilities, voltage ride-through

characteristics, behavior during short circuits, and reac-

tive power capabilities.

Index Terms—Wind turbine generator, voltage ride-

through, wind power plants.

I. INTRODUCTION

Modern wind power plants (WPPs), comprised of a large

number of wind turbine generators (WTGs), a collector

system, collector and/or interconnect substation utilize

machines that are designed to optimize the generation of

power using the energy in the wind. WTGs have devel-

oped from small machines with output power ratings on

the order of kilowatts to several megawatts, and from

machines with limited speed control and other capa-

bilities to machines with variable speed control capa-

bilities over a wide speed range and sophisticated control

capabilities using modern power electronics [1].

The application of WTGs in modern WPPs requires

an understanding of a number of different aspects related

to the design and capabilities of the machines involved.

This paper, authored by members of the Wind Plant

Collector Design Working Group of the IEEE, is intended

to provide insight into the various wind turbine generator

designs, based on classification by machine type and speed

control capabilities, along with their operational charac-

teristics, voltage, reactive power, or power factor control

capabilities, voltage ride-through characteristics, behavior

during short circuits, and reactive power capabilities.

II. TURBINE CHARACTERISTICS

The principle of wind turbine operation is based on two

well-known processes. The first one involves the conver-

sion of kinetic energy of moving air into mechanical en-

ergy. This is accomplished by using aerodynamic rotor

blades and a variety of methodologies for mechanical

power control. The second process is the electro-

mechanical energy conversion through a generator that is

transmitted to the electrical grid.

Wind turbines can be classified by their mechanical

power control, and further divided by their speed con-

trol. All turbine blades convert the motion of air across

the air foils to torque, and then regulate that torque in an

attempt to capture as much energy as possible, yet pre-

vent damage. At the top level turbines can be classified as

either stall regulated (with active stall as an improvement)

or pitch regulated.

Stall regulation is achieved by shaping the turbine blades

such that the airfoil generates less aerodynamic force at

high wind speed, eventually stalling, thus reducing the tur-

bine’s torque-this is a simple, inexpensive and robust me-

chanical system. Pitch regulation, on the other hand, is

achieved through the use of pitching devices in the turbine

hub, which twist the blades around their own axes. As the

wind speed changes, the blade quickly pitches to the opti-

mum angle to control torque in order to capture the max-

imum energy or self-protect, as needed. Some turbines

now are able to pitch each blade independently to achieve

more balanced torques on the rotor shaft given wind speed

differences at the top and bottom of the blade arcs.
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Beyond mechanical power regulation, turbines are

further divided into fixed speed (Type 1), limited variable

speed (Type 2), or variable speed with either partial

(Type 3) or full (Type 4) power electronic conversion.

The different speed control types are implemented via

different rotating ac machines and the use of power elec-

tronics. There is one other machine type that will be re-

ferred to as Type 5 in which a mechanical torque con-

verter between the rotor’s low-speed shaft and the

generator’s high-speed shaft controls the generator speed

to the electrical synchronous speed. This type of machine

then uses a synchronous machine directly connected to

the medium voltage grid.

The Type 1 WTG is implemented with a squirrel-cage

induction generator (SCIG) and is connected to the step-

up transformer directly. See Figure 1. The turbine speed is

fixed (or nearly fixed) to the electrical grid’s frequency, and

generates real power (P) when the turbine shaft rotates

faster than the electrical grid frequency creating a negative

slip (positive slip and power is motoring convention).

Figure 2 shows the power flow at the SCIG terminals.

While there is a bit of variability in output with the slip of

the machine, Type 1 turbines typically operate at or very

close to a rated speed. A major drawback of the induction

machine is the reactive power that it consumes for its ex-

citation field and the large currents the machine can draw

when started ‘‘across-the-line.’’ To ameliorate these effects

the turbine typically employs a soft starter and discrete

steps of capacitor banks within the turbine.

In Type 2 turbines, wound rotor induction generators

arc connected directly to the WTG step-up transformer in

a fashion similar to Type 1 with regards to the machines

stator circuit, but also include a variable resistor in the ro-

tor circuit. See Figure 3. This can be accomplished with a

set of resistors and power electronics external to the ro-

tor with currents flowing between the resistors and rotor

via slip rings. Alternately, the resistors and electronics can

be mounted on the rotor, eliminating the slip rings—this is

the Weier design. The variable resistors are connected

into the rotor circuit softly and can control the rotor cur-

rents quite rapidly so as to keep constant power even

during gusting conditions, and can influence the machine’s

dynamic response during grid disturbances.

By adding resistance to the rotor circuit, the real

power curve, which was shown in Figure 2, can be

‘‘stretched’’ to the higher slip and higher speed ranges.

See Figure 4. That is to say that the turbine would have
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Figure 1
Typical Configuration of a Type 1 WTG

Figure 2
Variation of Real and Reactive Power for SCIG

Figure 3
Typical Configuration of a Type 2 WTG

Figure 4
Variation of Real and Reactive Power with External
Rotor Resitor in a Type 2 WTG
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to spin faster to create the same output power, for an

added rotor resistance. This allows some ability to control

the speed, with the blades’ pitching mechanisms and move

the turbines operation to a tip speed ratio (ration of tip

speed to the ambient wind speed) to achieve the best en-

ergy capture. It is typical that speed variations of up to 10%

are possible, allowing for some degree of freedom in en-

ergy capture and self protective torque control.

The Type 3 turbine, known commonly as the Doubly

Fed Induction Generator (DFIG) or Doubly Fed Asyn-

chronous Generator (DFAG), takes the Type 2 design to

the next level, by adding variable frequency ac excitation

(instead of simply resistance) to the rotor circuit. The

additional rotor excitation is supplied via slip rings by a

current regulated, voltage-source converter, which can

adjust the rotor currents’ magnitude and phase nearly

instantaneously. This rotor-side converter is connected

back-to-back with a grid side converter, which exchanges

power directly with the grid. See Figure 5.

A small amount power injected into the rotor circuit

can effect a large control of power in the stator circuit.

This is a major advantage of the DFIG—a great deal of

control of the output is available with the presence of a

set of converters that typically are only 30% of the rating

of the machine. In addition to the real power that is de-

livered to the grid from the generator’s stator circuit,

power is delivered to the grid through the grid-connected

inverter when the generator is moving faster than syn-

chronous speed. When the generator is moving slower

than synchronous speed, real power flows from the grid,

through both converters, and from rotor to stator. These

two modes, made possible by the four-quadrant nature of

the two converters, allows a much wider speed range,

both above and below synchronous speed by up to 50%,

although narrower ranges are more common.

The greatest advantage of the DFIG, is that it offers

the benefits of separate real and reactive power control,

much like a traditional synchronous generator, while

being able to run asynchronously. The field of industrial

drives has produced and matured the concepts of vector

or field oriented control of induction machines. Using

these control schemes, the torque producing compo-

nents of the rotor flux can be made to respond fast

enough that the machine remains under relative control,

even during significant grid disturbances. Indeed, while

more expensive than the Type 1 or 2 machines, the Type 3

is becoming popular due to its advantages.

The Type 4 turbine (Figure 6) offers a great deal of

flexibility in design and operation as the output of the

rotating machine is sent to the grid through a full-scale

back-to-back frequency converter. The turbine is allowed

to rotate at its optimal aerodynamic speed, resulting in a

‘‘wild’’ ac output from the machine. In addition, the

gearbox may be eliminated, such that the machine spins

at the slow turbine speed and generates an electrical

frequency well below that of the grid. This is no problem

for a Type 4 turbine, as the inverters convert the power,

and offer the possibility of reactive power supply to the

grid, much like a STATCOM. The rotating machines of

this type have been constructed as wound rotor syn-

chronous machines, similar to conventional generators

found in hydroelectric plants with control of the field

current and high pole numbers, as permanent magnet

synchronous machines, or as squirrel cage induction ma-

chines. However, based upon the ability of the machine

side inverter to control real and reactive power flow, any

type of machine could be used. Advances in power elec-

tronic devices and controls in the last decade have made

the converters both responsive and efficient. It does bear

mentioning, however, that the power electronic con-

verters have to be sized to pass the full rating of the ro-

tating machine, plus any capacity to be used for reactive

compensation.

Type 5 turbines (Figure 7) consist of a typical WTG

variable-speed drive train connected to a torque/

speed converter coupled with a synchronous genera-

tor. The torque/speed converter changes the variable

speed of the rotor shaft to a constant output shaft

speed. The closely coupled synchronous generator,
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Figure 5
Typical Configuration of a Type 3 WTG

Figure 6
Typical Configuration of a Type 4 WTG



operating at a fixed speed (corresponding to grid fre-

quency), can then be directly connected to the grid

through a synchronizing circuit breaker. The synchro-

nous generator can be designed appropriately for any

desired speed (typically 6 pole or 4 pole) and voltage

(typically medium voltage for higher capacities). This

approach requires speed and torque control of the

torque/speed converter along with the typical voltage

regulator (AVR), synchronizing system, and generator

protection system inherent with a grid-connected

synchronous generator.

III. VOLTAGE, REACTIVE POWER,

AND POWER FACTOR CONTROL

CAPABILITIES

The voltage control capabilities of a WTG depend on the

wind turbine type. Type 1 and Type 2 WTGs can typically

not control voltage. Instead, these WTGs typically use

power factor correction capacitors (PFCCs) to maintain

the power factor or reactive power output on the low-

voltage terminals of the machine to a setpoint. Types 3

through 5 WTGs can control voltage. These WTGs are

capable of varying the reactive power at a given active

power and terminal voltage, which enables voltage control

[2]. In a Type 3 WTG voltage is controlled by changing the

direct component of the rotor current (this is the com-

ponent of the current that is in-line with the stator flux). In

a Type 4 WTG voltage control is achieved by varying the

quadrature (reactive) component of current at the grid-

side converter. To allow voltage control capability, the grid-

side converter must be rated above the rated MW of the

machine. Since a synchronous generator is used in a Type 5

WTG, an automatic voltage regulator (AVR) is typically

needed. Modern AVRs can be programmed to control re-

active power, power factor and voltage.

The voltage control capabilities of individual WTGs

are typically used to control the voltage at the collector

bus or on the high side of the main power transformer.

Usually a centralized wind farm controller will manage the

control of the voltage through communication with the

individual WTGs. A future companion Working Group

paper is planned to discuss the WPP SCADA and control

capabilities.

IV. REACTIVE POWER CAPABILITIES

The reactive power capabilities of modern WTGs are

significant as most grid codes require the WPP to have

reactive power capability at the point of interconnect

over a specified power factor range, for example 0.95

leading (inductive) to 0.95 lagging (capacitive). Typical in-

terconnect requirements related to total WPP reactive

power capabilities are discussed in [3].

As stated earlier, Type 1 and Type 2 WTGs typically

use PFCCs to maintain the power factor or reactive

power of the machine to a specified setpoint. The

PFCCs may be sized to maintain a slightly leading (in-

ductive) power factor of around 0.98 at rated power

output. This is often referred to as no-load compensa-

tion. With full-load compensation, the PFCCs are sized

to maintain unity power factor or, in some cases, a

slightly lagging (capacitive) power factor at the machine’s

rated power output. The PFCCs typically consists of

multiple stages of capacitors switched with a low-voltage

ac contactor.

Type 3 (DFIG) WTGs typically have a reactive power

capability corresponding to a power factor of 0.95 lagging

(capacitive) to 0.90 leading (inductive) at the terminals of

the machines. Options for these machines include an ex-

panded reactive power capability of 0.90 lagging to 0.90

leading. Some Type 3 WTGs can deliver reactive power

even when the turbine is not operating mechanically,

while no real power is generated.

As previously stated, Type 4 WTGs can vary the grid-

side converter current, allowing control of the effective

power factor of the machines over a wide range. Reac-

tive power limit curves for different terminal voltage

levels are typically provided. Some Type 4 WTGs

can deliver reactive power even when the turbine is

not operating mechanically, while no real power is

generated.

The synchronous generator in a Type 5 WTG has in-

herent dynamic reactive power capabilities similar to that

of Type 3 and 4 machines. See Figure 8. Depending on the

design of the generator, operating power factor ranges at

rated output can vary from 0.8 leading to 0.8 lagging.
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A range of 0.9 leading and lagging is more typical. At

power outputs below rated power, the reactive power

output is only limited by rotor or stator heating, stability

concerns, and local voltage conditions and it is unlikely

that PFCCs would be required. As with some Type 3 and

4 WTGs, it is also possible to operate the machine as a

synchronous condenser, requiring minimal active power

output with adjustable reactive power output levels.

V. VOLTAGE RIDE-THROUOH

The voltage ride-through (VRT) capabilities of WTGs vary

widely and have evolved based on requirements in various

grid codes. In the United States, low voltage ride-through

(LVRT) requirements specified in FERC Order 661-A [5]

calls for wind power plants to ride-through a three-phase

fault on the high side of the substation transformer for up

to 9 cycles, depending on the primary fault clearing time

of the fault interrupting circuit breakers at the location.

There is no high voltage ride-through (HVRT) require-

ment in FERC order 661-A, but NERC and some ISO/

RTOs are in the process of imposing such requirement. In

many European countries WPP are required not to trip

for a high voltage level up to 110% of the nominal voltage

at the POI [4].

Some of the Type 1 WTGs have limited VRT capability

and may require a central reactive power compensation

system [4] to meet wind power plant VRT capability.

Many of the Types 2, 3, and 4 WTGs have VRT capabilities

that may meet the requirements of FERC Order 661,

which was issued before FERC Order 661-A (i.e., with-

stand a three-phase fault for 9 cycles at a voltage as low as

0.15 p.u measured on the high side of the substation

transformer). Most WTGs are expected to ultimately

meet the FERC 661-A requirements.

The VRT of a Type 5 WTG is very similar to that of

standard grid-connected synchronous generators, which

are well understood. The capabilities of the excitation

system (AVR) and physical design of the generator (ma-

chine constants, time constants) will determine the basic

performance of a synchronous generator during tran-

sient conditions. In order to meet utility VRT require-

ments, the settings and operation of the turbine control

system, excitation system and protection systems must

be generally coordinated and then fine-tuned for a spe-

cific site.

VI. WTG BEHAVIOR DURING

GRID SHORT CIRCUITS

The response of WTGs to short circuits on the grid de-

pends largely on the type of WTG. While the response of

Type 1 and Type 2 WTGs are essentially similar to that of

large induction machines used in industrial applications,

the response of Type 3, 4, and 5 WTGs is dictated by the

WTG controls. In short circuit calculations, a Type 1

WTG can be represented as a voltage source in series

with the direct axis sub-transient inductance X
00

d . This

practice is used to consider the maximum short-circuit

contribution from the induction generator as it de-

termines the symmetrical current magnitude during the

first few cycles after the fault. A Type 1 WTG can

contribute short circuit current up to the value of its

locked rotor current which is usually on the order of 5 to

6 p.u [6].

Type 2 WTGs employing limited speed control via

controlled external rotor resistance are fundamentally

induction generators. If, during the fault, the external re-

sistance control were to result in short-circuiting of the

generator rotor, the short-circuit behavior would be

similar to Type 1. On the other hand, if the control action

at or shortly after fault inception were to result in inser-

tion of the full external resistance, the equivalent voltage

source-behind-Thevenin impedance representation for

the WTG should be modified to include this significant

resistance value in series with the equivalent turbine

inductance.

Other wind turbine topologies employ some type of

power electronic control. Consequently, the behavior

during short-circuit conditions cannot be ascertained di-

rectly from the physical structure of the electrical gener-

ator. Algorithms which control the power electronic
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switches can have significant influence on the short-circuit

currents contributed by the turbine, and the details of

these controllers are generally held closely by the turbine

manufacturers.

For Type 3 WTGs (DFIG), if during the fault, the

rotor power controller remains active, the machine

stator currents would be limited between 1.1 to

2.5 p.u. of the machine rated current. Under conditions

where protective functions act to ‘‘crowbar’’ the rotor

circuit, the short-circuit behavior defaults to 5 to 6 p.u.

in the case of a fault applied directly to the WTG

terminals. [7]

In turbines employing full-rated power converters as

the interface to the grid (Type 4), currents during net-

work faults will be limited to slightly above rated current.

This limitation is affected by the power converter control,

and is generally necessary to protect the power semi-

conductor switches.

Type 5 WTGs exhibit typical synchronous generator

behavior during grid short circuits. Generator contribu-

tion to grid faults can be calculated from the machine

constants, obtainable from the generator manufacturer.

Fault current contribution for line to ground faults will

depend on the type of generator grounding used. Typical

generator fault current contribution can range from 4 to

more times rated current for close-in bolted three-phase

faults. Fault current contribution for single-line to ground

faults can range from near zero amps (ungrounded neu-

tral) to more than the three-phase bolted level (de-

pending on the zero sequence impedance of solidly

grounded generators.)

A joint Working Group sponsored by the Power

Systems Relaying Committee (PSRC) and the T&D Com-

mittee on short-circuit contributions from WTGs is

currently discussing this topic. It is expected that more

specific guidelines on considerations in determining

short-circuit contributions from different types of WTGs

will be forthcoming.
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6.1

DIRECT SOLUTIONS TO LINEAR ALGEBRAIC

EQUATIONS: GAUSS ELIMINATION

Consider the following set of linear algebraic equations in matrix format:2
66664

A11 A12 � � � A1N

A21 A22 � � � A2N

..

. ..
.

AN1 AN2 � � � ANN

3
77775

2
66664

x1

x2

..

.

xN

3
77775¼

2
66664

y1

y2

..

.

yN

3
77775 ð6:1:1Þ

or

Ax ¼ y ð6:1:2Þ

where x and y are N vectors and A is an N �N square matrix. The compo-
nents of x, y, and A may be real or complex. Given A and y, we want
to solve for x. We assume the detðAÞ is nonzero, so a unique solution to
(6.1.1) exists.

The solution x can easily be obtained when A is an upper triangular
matrix with nonzero diagonal elements. Then (6.1.1) has the form

A11 A12 . . . A1N

0 A22 . . . A2N

..

.

0 0 . . . AN�1;N�1 AN�1;N

0 0 . . . 0 ANN

2
6666664

3
7777775

x1

x2

..

.

xN�1

xN

2
6666664

3
7777775¼

y1

y2

..

.

yN�1

yN

2
6666664

3
7777775 ð6:1:3Þ

Since the last equation in (6.1.3) involves only xN ,

xN ¼
yN

ANN

ð6:1:4Þ

After xN is computed, the next-to-last equation can be solved:

xN�1 ¼
yN�1 �AN�1;NxN

AN�1;N�1
ð6:1:5Þ

In general, with xN ; xN�1; . . . ; xkþ1 already computed, the kth equation can
be solved

xk ¼
yk �

PN
n¼kþ1

Aknxn

Akk

k ¼ N;N � 1; . . . ; 1 ð6:1:6Þ

This procedure for solving (6.1.3) is called back substitution.
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If A is not upper triangular, (6.1.1) can be transformed to an equivalent
equation with an upper triangular matrix. The transformation, called Gauss

elimination, is described by the following ðN � 1Þ steps. During Step 1, we
use the first equation in (6.1.1) to eliminate x1 from the remaining equations.
That is, Equation 1 is multiplied by An1=A11 and then subtracted from equa-
tion n, for n ¼ 2; 3; . . . ;N. After completing Step 1, we have

A11 A12 � � � A1N

0 A22 �
A21

A11
A12

� �
� � � A2N �

A21

A11
A1N

� �

0 A32 �
A31

A11
A12

� �
� � � A3N �

A31

A11
A1N

� �
..
. ..

. ..
.

0 AN2 �
AN1

A11
A12

� �
� � � ANN �

AN1

A11
A1N

� �

2
66666666666664

3
77777777777775

x1

x2

x3

..

.

xN

2
666666664

3
777777775

¼

y1

y2 �
A21

A11
y1

y3 �
A31

A11
y1

..

.

yN �
AN1

A11
y1

2
6666666666664

3
7777777777775

ð6:1:7Þ

Equation (6.1.7) has the following form:

A
ð1Þ
11 A

ð1Þ
12 � � � A

ð1Þ
1N

0 A
ð1Þ
22 � � � A

ð1Þ
2N

0 A
ð1Þ
32 � � � A

ð1Þ
3N

..

. ..
. ..

.

0 A
ð1Þ
N2 � � � A

ð1Þ
NN

2
6666666664

3
7777777775

x1

x2

x3

..

.

xN

2
6666664

3
7777775¼

y
ð1Þ
1

y
ð1Þ
2

y
ð1Þ
3

..

.

y
ð1Þ
N

2
6666666664

3
7777777775

ð6:1:8Þ

where the superscript (1) denotes Step 1 of Gauss elimination.
During Step 2 we use the second equation in (6.1.8) to eliminate x2 from

the remaining (third, fourth, fifth, and so on) equations. That is, Equation 2 is
multiplied by A

ð1Þ
n2=A

ð1Þ
22 and subtracted from equation n, for n ¼ 3; 4; . . . ;N.
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After Step 2, we have2
6666666666664

A
ð2Þ
11 A

ð2Þ
12 A

ð2Þ
13 � � � A

ð2Þ
1N

0 A
ð2Þ
22 A

ð2Þ
23 � � � A

ð2Þ
2N

0 0 A
ð2Þ
33 � � � A

ð2Þ
3N

0 0 A
ð2Þ
43 � � � A

ð2Þ
4N

..

. ..
. ..

. ..
.

0 0 A
ð2Þ
N3 � � � A

ð2Þ
NN

3
7777777777775

x1

x2

x3

x4

..

.

xN

2
666666664

3
777777775
¼

2
666666666664

y
ð2Þ
1

y
ð2Þ
2

y
ð2Þ
3

y
ð2Þ
4

..

.

y
ð2Þ
N

3
777777777775

ð6:1:9Þ

During step k, we start with Aðk�1Þx ¼ yðk�1Þ. The first k of these equa-
tions, already triangularized, are left unchanged. Also, equation k is multi-
plied by A

ðk�1Þ
nk =A

ðk�1Þ
kk and then subtracted from equation n, for n ¼ k þ 1,

k þ 2; . . . ;N.
After ðN � 1Þ steps, we arrive at the equivalent equation AðN�1Þx ¼

yðN�1Þ, where AðN�1Þ is upper triangular.

EXAMPLE 6.1 Gauss elimination and back substitution: direct solution to linear

algebraic equations

Solve

10 5

2 9

" #
x1

x2

" #
¼

6

3

" #

using Gauss elimination and back substitution.

SOLUTION Since N ¼ 2 for this example, there is ðN � 1Þ ¼ 1 Gauss elimi-
nation step. Multiplying the first equation by A21=A11 ¼ 2=10 and then sub-
tracting from the second,

10 5

0 9� 2

10
ð5Þ

2
64

3
75 x1

x2

3
75¼ 6

3� 2

10
ð6Þ

2
64

3
75

2
64

or

10 5

0 8

" #
x1

x2

" #
¼

6

1:8

" #

which has the form Að1Þx ¼ yð1Þ, where Að1Þ is upper triangular. Now, using
back substitution, (6.1.6) gives, for k ¼ 2:

x2 ¼
y
ð1Þ
2

A
ð1Þ
22

¼ 1:8

8
¼ 0:225
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and, for k ¼ 1,

x1 ¼
y
ð1Þ
1 �A

ð1Þ
12x2

A
ð1Þ
11

¼ 6� ð5Þð0:225Þ
10

¼ 0:4875 9

EXAMPLE 6.2 Gauss elimination: triangularizing a matrix

Use Gauss elimination to triangularize

2 3 �1

�4 6 8

10 12 14

2
64

3
75 x1

x2

x3

2
64

3
75¼ 5

7

9

2
64
3
75

SOLUTION There are ðN � 1Þ ¼ 2 Gauss elimination steps. During Step 1,
we subtract A21=A11 ¼ �4=2 ¼ �2 times Equation 1 from Equation 2, and
we subtract A31=A11 ¼ 10=2 ¼ 5 times Equation 1 from Equation 3, to give

2 3 �1

0 6� ð�2Þð3Þ 8� ð�2Þð�1Þ

0 12� ð5Þð3Þ 14� ð5Þð�1Þ

2
664

3
775

x1

x2

x3

2
664

3
775¼

5

7� ð�2Þð5Þ

9� ð5Þð5Þ

2
664

3
775

or

2 3 �1

0 12 6

0 �3 19

2
64

3
75 x1

x2

x3

2
64

3
75¼ 5

17

�16

2
64

3
75

which is Að1Þx ¼ yð1Þ. During Step 2, we subtract A
ð1Þ
32=A

ð1Þ
22 ¼ �3=12 ¼ �0:25

times Equation 2 from Equation 3, to give

2 3 �1

0 12 6

0 0 19� ð�:25Þð6Þ

2
664

3
775

x1

x2

x3

2
664

3
775¼

5

17

�16� ð�:25Þð17Þ

2
664

3
775

or

2 3 �1

0 12 6

0 0 20:5

2
64

3
75 x1

x2

x3

2
64

3
75¼ 5

17

�11:75

2
64

3
75

which is triangularized. The solution x can now be easily obtained via back
substitution. 9
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Computer storage requirements for Gauss elimination and back substi-
tution include N 2 memory locations for A and N locations for y. If there is
no further need to retain A and y, then AðkÞ can be stored in the location of
A, and yðkÞ, as well as the solution x, can be stored in the location of y.
Additional memory is also required for iterative loops, arithmetic state-
ments, and working space.

Computer time requirements can be evaluated by determining the
number of arithmetic operations required for Gauss elimination and back
substitution. One can show that Gauss elimination requires ðN 3 �NÞ=3
multiplications, ðNÞðN � 1Þ=2 divisions, and ðN 3 �NÞ=3 subtractions. Also,
back substitution requires ðNÞðN � 1Þ=2 multiplications, N divisions, and
ðNÞðN � 1Þ=2 subtractions. Therefore, for very large N, the approximate
computer time for solving (6.1.1) by Gauss elimination and back substitution
is the time required to perform N 3=3 multiplications and N 3=3 subtractions.

For example, consider a digital computer with a 2� 10�9 s multipli-
cation time and 1� 10�9 s addition or subtraction time. Solving N ¼ 10;000
equations would require approximately

1
3 N 3ð2� 10�9Þ þ 1

3 N 3ð1� 10�9Þ ¼ 1
3 ð10;000Þ3ð3� 10�9Þ ¼ 1000 s

plus some additional bookkeeping time for indexing and managing loops.
Since the power-flow problem often involves solving power systems

with tens of thousands of equations, by itself Gauss elimination would not
be a good solution. However, for matrixes that have relatively few nonzero
elements, known as sparse matrices, special techniques can be employed to
significantly reduce computer storage and time requirements. Since all large
power systems can be modeled using sparse matrices, these techniques are
briefly introduced in Section 6.8.

6.2

ITERATIVE SOLUTIONS TO LINEAR ALGEBRAIC
EQUATIONS: JACOBI AND GAUSS–SEIDEL

A general iterative solution to (6.1.1) proceeds as follows. First select an ini-
tial guess xð0Þ. Then use

xði þ 1Þ ¼ g½xðiÞ� i ¼ 0; 1; 2; . . . ð6:2:1Þ

where xðiÞ is the ith guess and g is an N vector of functions that specify the
iteration method. Continue the procedure until the following stopping condi-
tion is satisfied:

xkði þ 1Þ � xkðiÞ
xkðiÞ

����
���� < e for all k ¼ 1; 2; . . . ;N ð6:2:2Þ

where xkðiÞ is the kth component of xðiÞ and e is a specified tolerance level.
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The following questions are pertinent:

1. Will the iteration procedure converge to the unique solution?

2. What is the convergence rate (how many iterations are required)?

3. When using a digital computer, what are the computer storage and
time requirements?

These questions are addressed for two specific iteration methods: Jacobi and
Gauss–Seidel.* The Jacobi method is obtained by considering the kth equa-
tion of (6.1.1), as follows:

yk ¼ Ak1x1 þAk2x2 þ � � � þAkkxk þ � � � þAkNxN ð6:2:3Þ
Solving for xk,

xk ¼
1

Akk

½yk � ðAk1x1þ � � � þAk;k�1xk�1þAk;kþ1xkþ1þ � � � þAkNxNÞ�

¼ 1

Akk

yk �
Xk�1

n¼1

Aknxn �
XN

n¼kþ1

Aknxn

" #
ð6:2:4Þ

The Jacobi method uses the ‘‘old’’ values of xðiÞ at iteration i on the right
side of (6.2.4) to generate the ‘‘new’’ value xkði þ 1Þ on the left side of (6.2.4).
That is,

xkði þ 1Þ ¼ 1

Akk

yk �
Xk�1

n¼1

AknxnðiÞ �
XN

n¼kþ1

AknxnðiÞ
" #

k ¼ 1; 2; . . . ;N

ð6:2:5Þ
The Jacobi method given by (6.2.5) can also be written in the following
matrix format:

xði þ 1Þ ¼MxðiÞ þD�1y ð6:2:6Þ

where

M ¼ D�1ðD� AÞ ð6:2:7Þ

and

D ¼

A11 0 0 � � � 0

0 A22 0 � � � 0

0 ..
. ..

. ..
.

..

.
0

0 0 0 � � � ANN

2
6666664

3
7777775 ð6:2:8Þ

For Jacobi, D consists of the diagonal elements of the A matrix.

* The Jacobi method is also called the Gauss method.
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EXAMPLE 6.3 Jacobi method: iterative solution to linear algebraic equations

Solve Example 6.1 using the Jacobi method. Start with x1ð0Þ ¼ x2ð0Þ ¼ 0 and
continue until (6.2.2) is satisfied for e ¼ 10�4.

SOLUTION From (6.2.5) with N ¼ 2,

k ¼ 1 x1ði þ 1Þ ¼ 1

A11
½y1 �A12x2ðiÞ� ¼

1

10
½6� 5x2ðiÞ�

k ¼ 2 x2ði þ 1Þ ¼ 1

A22
½y2 �A21x1ðiÞ� ¼

1

9
½3� 2x1ðiÞ�

Alternatively, in matrix format using (6.2.6)–(6.2.8),

D�1 ¼
10 0

0 9

" #�1

¼

1

10
0

0
1

9

2
6664

3
7775

M ¼

1

10
0

0
1

9

2
6664

3
7775 0 �5

�2 0

" #
¼

0 � 5

10

� 2

9
0

2
6664

3
7775

2
664

x1ði þ 1Þ

x2ði þ 1Þ

3
775¼

0 � 5

10

� 2

9
0

2
6664

3
7775
2
664

x1ðiÞ

x2ðiÞ

3
775þ

1

10
0

0
1

9

2
6664

3
7775
2
664

6

3

3
775

The above two formulations are identical. Starting with x1ð0Þ ¼ x2ð0Þ ¼ 0,
the iterative solution is given in the following table:

JACOBI i 0 1 2 3 4 5 6 7 8 9 10

x1ðiÞ 0 0.60000 0.43334 0.50000 0.48148 0.48889 0.48683 0.48766 0.48743 0.48752 0.48749

x2ðiÞ 0 0.33333 0.20000 0.23704 0.22222 0.22634 0.22469 0.22515 0.22496 0.22502 0.22500

As shown, the Jacobi method converges to the unique solution obtained in
Example 6.1. The convergence criterion is satisfied at the 10th iteration, since

x1ð10Þ � x1ð9Þ
x1ð9Þ

����
���� ¼ 0:48749� 0:48752

0:48749

����
���� ¼ 6:2� 10�5 < e

and

x2ð10Þ � x2ð9Þ
x2ð9Þ

����
���� ¼ 0:22500� 0:22502

0:22502

����
���� ¼ 8:9� 10�5 < e 9
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The Gauss–Seidel method is given by

xkði þ 1Þ ¼ 1

Akk

yk �
Xk�1

n¼1

Aknxnði þ 1Þ �
XN

n¼kþ1

AknxnðiÞ
" #

ð6:2:9Þ

Comparing (6.2.9) with (6.2.5), note that Gauss–Seidel is similar to Jacobi
except that during each iteration, the ‘‘new’’ values, xnði þ 1Þ, for n < k are
used on the right side of (6.2.9) to generate the ‘‘new’’ value xkði þ 1Þ on the
left side.

The Gauss–Seidel method of (6.2.9) can also be written in the matrix
format of (6.2.6) and (6.2.7), where

D ¼

A11 0 0 � � � 0

A21 A22 0 � � � 0

..

. ..
. ..

.

AN1 AN2 � � � ANN

2
6664

3
7775 ð6:2:10Þ

For Gauss–Seidel, D in (6.2.10) is the lower triangular portion of A, whereas
for Jacobi, D in (6.2.8) is the diagonal portion of A.

EXAMPLE 6.4 Gauss–Seidel method: iterative solution to linear algebraic equations

Rework Example 6.3 using the Gauss–Seidel method.

SOLUTION From (6.2.9),

k ¼ 1 x1ði þ 1Þ ¼ 1

A11
½y1 �A12x2ðiÞ� ¼

1

10
½6� 5x2ðiÞ�

k ¼ 2 x2ði þ 1Þ ¼ 1

A22
½y2 �A21x1ði þ 1Þ� ¼ 1

9
½3� 2x1ði þ 1Þ�

�!

Using this equation for x1ði þ 1Þ, x2ði þ 1Þ can also be written as

x2ði þ 1Þ ¼ 1

9
3� 2

10
½6� 5x2ðiÞ�

� �

Alternatively, in matrix format, using (6.2.10), (6.2.6), and (6.2.7):

D�1 ¼
10 0

2 9

" #�1

¼

1

10
0

� 2

90

1

9

2
6664

3
7775
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M ¼

1

10
0

� 2

90

1

9

2
6664

3
7775 0 �5

0 0

" #
¼

0 � 1

2

0
1

9

2
6664

3
7775

2
664

x1ði þ 1Þ

x2ði þ 1Þ

3
775¼

0 � 1

2

0
1

9

2
6664

3
7775
2
664

x1ðiÞ

x2ðiÞ

3
775þ

1

10
0

� 2

90

1

9

2
6664

3
7775
2
664

6

3

3
775

These two formulations are identical. Starting with x1ð0Þ ¼ x2ð0Þ ¼ 0, the
solution is given in the following table:

GAUSS–SEIDEL i 0 1 2 3 4 5 6

x1ðiÞ 0 0.60000 0.50000 0.48889 0.48765 0.48752 0.48750

x2ðiÞ 0 0.20000 0.22222 0.22469 0.22497 0.22500 0.22500

For this example, Gauss–Seidel converges in 6 iterations, compared to 10
iterations with Jacobi. 9

The convergence rate is faster with Gauss–Seidel for some A matrices,
but faster with Jacobi for other A matrices. In some cases, one method
diverges while the other converges. In other cases both methods diverge, as
illustrated by the next example.

EXAMPLE 6.5 Divergence of Gauss–Seidel method

Using the Gauss–Seidel method with x1ð0Þ ¼ x2ð0Þ ¼ 0, solve

5 10

9 2

" #
x1

x2

" #
¼

6

3

" #

SOLUTION Note that these equations are the same as those in Example 6.1,
except that x1 and x2 are interchanged. Using (6.2.9),

k ¼ 1 x1ði þ 1Þ ¼ 1

A11
½y1 �A12x2ðiÞ� ¼

1

5
½6� 10x2ðiÞ�

k ¼ 2 x2ði þ 1Þ ¼ 1

A22
½y2 �A21x1ði þ 1Þ� ¼ 1

2
½3� 9x1ði þ 1Þ�
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Successive calculations of x1 and x2 are shown in the following table:

GAUSS–SEIDEL i 0 1 2 3 4 5

x1ðiÞ 0 1.2 9 79.2 711 6397

x2ðiÞ 0 �3.9 �39 �354.9 �3198 �28786

The unique solution by matrix inversion is

x1

x2

" #
¼

5 10

9 2

" #�1
6

3

" #
¼ �1

80

2 �10

�9 5

" #
6

3

" #
¼

0:225

0:4875

" #

As shown, Gauss–Seidel does not converge to the unique solution; instead it
diverges. We could show that Jacobi also diverges for this example. 9

If any diagonal element Akk equals zero, then Jacobi and Gauss–Seidel
are undefined, because the right-hand sides of (6.2.5) and (6.2.9) are divided
by Akk. Also, if any one diagonal element has too small a magnitude, these
methods will diverge. In Examples 6.3 and 6.4, Jacobi and Gauss–Seidel
converge, since the diagonals (10 and 9) are both large; in Example 6.5, how-
ever, the diagonals (5 and 2) are small compared to the o¤-diagonals, and the
methods diverge.

In general, convergence of Jacobi or Gauss–Seidel can be evaluated by
recognizing that (6.2.6) represents a digital filter with input y and output xðiÞ.
The z-transform of (6.2.6) may be employed to determine the filter transfer
function and its poles. The output xðiÞ converges if and only if all the filter
poles have magnitudes less than 1 (see Problems 6.16 and 6.17).

Rate of convergence is also established by the filter poles. Fast conver-
gence is obtained when the magnitudes of all the poles are small. In addition,
experience with specific A matrices has shown that more iterations are re-
quired for Jacobi and Gauss–Seidel as the dimension N increases.

Computer storage requirements for Jacobi include N 2 memory loca-
tions for the A matrix and 3N locations for the vectors y, xðiÞ, and xði þ 1Þ.
Storage space is also required for loops, arithmetic statements, and working
space to compute (6.2.5). Gauss–Seidel requires N fewer memory locations,
since for (6.2.9) the new value xkði þ 1Þ can be stored in the location of the
old value xkðiÞ.

Computer time per iteration is relatively small for Jacobi and Gauss–
Seidel. Inspection of (6.2.5) or (6.2.9) shows that N 2 multiplications/divisions
and NðN � 1Þ subtractions per iteration are required [one division, ðN � 1Þ
multiplications, and ðN � 1Þ subtractions for each k ¼ 1; 2; . . . ;N]. But as
was the case with Gauss elimination, if the matrix is sparse (i.e., most of the
elements are zero), special sparse matrix algorithms can be used to substan-
tially decrease both the storage requirements and the computation time.
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6.3

ITERATIVE SOLUTIONS TO NONLINEAR ALGEBRAIC

EQUATIONS: NEWTON–RAPHSON

A set of nonlinear algebraic equations in matrix format is given by

fðxÞ ¼

2
66664

f1ðxÞ
f2ðxÞ

..

.

fNðxÞ

3
77775 ¼ y ð6:3:1Þ

where y and x are N vectors and fðxÞ is an N vector of functions. Given y and
fðxÞ, we want to solve for x. The iterative methods described in Section 6.2
can be extended to nonlinear equations as follows. Rewriting (6.3.1),

0 ¼ y� fðxÞ ð6:3:2Þ

Adding Dx to both sides of (6.3.2), where D is a square N �N invertible
matrix,

Dx ¼ Dxþ y� fðxÞ ð6:3:3Þ

Premultiplying by D�1,

x ¼ xþD�1½y� fðxÞ� ð6:3:4Þ

The old values xðiÞ are used on the right side of (6.3.4) to generate the new
values xði þ 1Þ on the left side. That is,

xði þ 1Þ ¼ xðiÞ þD�1fy� f½xðiÞ�g ð6:3:5Þ

For linear equations, fðxÞ ¼ Ax and (6.3.5) reduces to

xði þ 1Þ ¼ xðiÞ þD�1½y� AxðiÞ� ¼ D�1ðD� AÞxðiÞ þD�1y ð6:3:6Þ

which is identical to the Jacobi and Gauss–Seidel methods of (6.2.6). For
nonlinear equations, the matrix D in (6.3.5) must be specified.

One method for specifying D, called Newton–Raphson, is based on the
following Taylor series expansion of fðxÞ about an operating point x0.

y ¼ fðx0Þ þ
df

dx

����
x¼x0

ðx� x0Þ � � � ð6:3:7Þ

Neglecting the higher order terms in (6.3.7) and solving for x,
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x ¼ x0 þ
df

dx

����
x¼x0

" #�1

½y� fðx0Þ� ð6:3:8Þ

The Newton–Raphson method replaces x0 by the old value xðiÞ and x by the
new value xði þ 1Þ in (6.3.8). Thus,

xði þ 1Þ ¼ xðiÞ þ J�1ðiÞfy� f½xðiÞ�g ð6:3:9Þ

where

JðiÞ ¼ df

dx

����
x¼xðiÞ

¼

2
666666666664

qf1

qx1

qf1

qx2
� � � qf1

qxN

qf2

qx1

qf2

qx2
� � � qf2

qxN

..

. ..
. ..

.

qfN

qx1

qfN

qx2
� � � qfN

qxN

3
777777777775

x¼xðiÞ

ð6:3:10Þ

The N �N matrix JðiÞ, whose elements are the partial derivatives shown in
(6.3.10), is called the Jacobian matrix. The Newton–Raphson method is sim-
ilar to extended Gauss–Seidel, except that D in (6.3.5) is replaced by JðiÞ in
(6.3.9).

EXAMPLE 6.6 Newton–Raphson method: solution to polynomial equations

Solve the scalar equation f ðxÞ ¼ y, where y ¼ 9 and f ðxÞ ¼ x2. Starting
with xð0Þ ¼ 1, use (a) Newton–Raphson and (b) extended Gauss–Seidel with
D ¼ 3 until (6.2.2) is satisfied for e ¼ 10�4. Compare the two methods.

SOLUTION

a. Using (6.3.10) with f ðxÞ ¼ x2,

JðiÞ ¼ d

dx
ðx2Þ

����
x¼xðiÞ

¼ 2x

����
x¼xðiÞ

¼ 2xðiÞ

Using JðiÞ in (6.3.9),

xði þ 1Þ ¼ xðiÞ þ 1

2xðiÞ ½9� x2ðiÞ�

Starting with xð0Þ ¼ 1, successive calculations of the Newton–Raphson
equation are shown in the following table:
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NEWTON–
RAPHSON

i 0 1 2 3 4 5

xðiÞ 1 5.00000 3.40000 3.02353 3.00009 3.00000

b. Using (6.3.5) with D ¼ 3, the Gauss–Seidel method is

xði þ 1Þ ¼ xðiÞ þ 1
3 ½9� x2ðiÞ�

The corresponding Gauss–Seidel calculations are as follows:

GAUSS–SEIDEL
(DF 3)

i 0 1 2 3 4 5 6

xðiÞ 1 3.66667 2.18519 3.59351 2.28908 3.54245 2.35945

As shown, Gauss–Seidel oscillates about the solution, slowly converg-
ing, whereas Newton–Raphson converges in five iterations to the solution
x ¼ 3. Note that if xð0Þ is negative, Newton–Raphson converges to the neg-
ative solution x ¼ �3. Also, it is assumed that the matrix inverse J�1 exists.
Thus the initial value xð0Þ ¼ 0 should be avoided for this example. 9

EXAMPLE 6.7 Newton–Raphson method: solution to nonlinear algebraic equations

Solve

x1 þ x2

x1x2

� 	
¼ 15

50

� 	
xð0Þ¼ 4

9

� 	
Use the Newton–Raphson method starting with the above xð0Þ and continue
until (6.2.2) is satisfied with e ¼ 10�4.

SOLUTION Using (6.3.10) with f1 ¼ ðx1 þ x2Þ and f2 ¼ x1x2,

JðiÞ�1 ¼

2
66664

qf1

qx1

qf1

qx2

qf2

qx1

qf2

qx2

3
77775
�1

x¼xðiÞ

¼
1 1

x2ðiÞ x1ðiÞ

" #�1

¼
x1ðiÞ �1

�x2ðiÞ 1

" #

x1ðiÞ � x2ðiÞ

Using JðiÞ�1 in (6.3.9),

x1ði þ 1Þ

x2ði þ 1Þ

" #
¼

x1ðiÞ

x2ðiÞ

" #
þ

x1ðiÞ �1

�x2ðiÞ 1

" #
15� x1ðiÞ � x2ðiÞ

50� x1ðiÞx2ðiÞ

" #

x1ðiÞ � x2ðiÞ

Writing the preceding as two separate equations,
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x1ði þ 1Þ ¼ x1ðiÞ þ
x1ðiÞ½15� x1ðiÞ � x2ðiÞ� � ½50� x1ðiÞx2ðiÞ�

x1ðiÞ � x2ðiÞ

x2ði þ 1Þ ¼ x2ðiÞ þ
�x2ðiÞ½15� x1ðiÞ � x2ðiÞ� þ ½50� x1ðiÞx2ðiÞ�

x1ðiÞ � x2ðiÞ

Successive calculations of these equations are shown in the following table:

NEWTON–
RAPHSON

i 0 1 2 3 4

x1ðiÞ 4 5.20000 4.99130 4.99998 5.00000

x2ðiÞ 9 9.80000 10.00870 10.00002 10.00000

Newton–Raphson converges in four iterations for this example. 9

Equation (6.3.9) contains the matrix inverse J�1. Instead of computing
J�1, (6.3.9) can be rewritten as follows:

JðiÞDxðiÞ ¼ DyðiÞ ð6:3:11Þ

where

DxðiÞ ¼ xði þ 1Þ � xðiÞ ð6:3:12Þ

and

DyðiÞ ¼ y� f½xðiÞ� ð6:3:13Þ

Then, during each iteration, the following four steps are completed:

STEP 1 Compute DyðiÞ from (6.3.13).

STEP 2 Compute JðiÞ from (6.3.10).

STEP 3 Using Gauss elimination and back substitution, solve (6.3.11)
for DxðiÞ.

STEP 4 Compute xði þ 1Þ from (6.3.12).

EXAMPLE 6.8 Newton–Raphson method in four steps

Complete the above four steps for the first iteration of Example 6.7.

SOLUTION

STEP 1 Dyð0Þ ¼ y� f½xð0Þ� ¼ 15

50

� 	
�
"

4þ 9

ð4Þð9Þ

#
¼ 2

14

� 	

STEP 2 Jð0Þ ¼
1 1

x2ð0Þ x1ð0Þ

" #
¼

1 1

9 4

" #
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STEP 3 Using Dyð0Þ and Jð0Þ, (6.3.11) becomes

1 1

9 4

" #
Dx1ð0Þ

Dx2ð0Þ

" #
¼

2

14

" #

Using Gauss elimination, subtract J21=J11 ¼ 9=1 ¼ 9 times
the first equation from the second equation, giving

1 1

0 �5

" #
Dx1ð0Þ

Dx2ð0Þ

" #
¼

2

�4

" #

Solving by back substitution,

Dx2ð0Þ ¼
�4

�5
¼ 0:8

Dx1ð0Þ ¼ 2� 0:8 ¼ 1:2

STEP 4 xð1Þ ¼ xð0Þ þ Dxð0Þ ¼ 4

9

� 	
þ 1:2

0:8

� 	
¼ 5:2

9:8

� 	
This is the same as computed in Example 6.7. 9

Experience from power-flow studies has shown that Newton–Raphson
converges in many cases where Jacobi and Gauss–Seidel diverge. Further-
more, the number of iterations required for convergence is independent of
the dimension N for Newton–Raphson, but increases with N for Jacobi and
Gauss–Seidel. Most Newton–Raphson power-flow problems converge in
fewer than 10 iterations [1].

6.4

THE POWER-FLOW PROBLEM

The power-flow problem is the computation of voltage magnitude and phase
angle at each bus in a power system under balanced three-phase steady-state
conditions. As a by-product of this calculation, real and reactive power flows
in equipment such as transmission lines and transformers, as well as equip-
ment losses, can be computed.

The starting point for a power-flow problem is a single-line diagram of
the power system, from which the input data for computer solutions can be
obtained. Input data consist of bus data, transmission line data, and trans-
former data.

As shown in Figure 6.1, the following four variables are associated with
each bus k: voltage magnitude Vk, phase angle dk, net real power Pk, and re-
active power Qk supplied to the bus. At each bus, two of these variables are
specified as input data, and the other two are unknowns to be computed by
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the power-flow program. For convenience, the power delivered to bus k in
Figure 6.1 is separated into generator and load terms. That is,

Pk ¼ PGk � PLk

Qk ¼ QGk �QLk ð6:4:1Þ

Each bus k is categorized into one of the following three bus types:

1. Swing bus (or slack bus)—There is only one swing bus, which for
convenience is numbered bus 1 in this text. The swing bus is a refer-
ence bus for which V1 d1, typically 1:0 0� per unit, is input data.
The power-flow program computes P1 and Q1.

2. Load (PQ) bus—Pk and Qk are input data. The power-flow program
computes Vk and dk. Most buses in a typical power-flow program are
load buses.

3. Voltage controlled (PV) bus—Pk and Vk are input data. The power-
flow program computes Qk and dk. Examples are buses to which
generators, switched shunt capacitors, or static var systems are con-
nected. Maximum and minimum var limits QGkmax and QGkmin that
this equipment can supply are also input data. If an upper or lower
reactive power limit is reached, then the reactive power output of the
generator is held at the limit, and the bus is modeled as a PQ bus.
Another example is a bus to which a tap-changing transformer is
connected; the power-flow program then computes the tap setting.

Note that when bus k is a load bus with no generation, Pk ¼ �PLk is
negative; that is, the real power supplied to bus k in Figure 6.1 is negative. If
the load is inductive, Qk ¼ �QLk is negative.

Transmission lines are represented by the equivalent p circuit, shown
in Figure 5.7. Transformers are also represented by equivalent circuits, as

FIGURE 6.1

Bus variables Vk, dk, Pk,
and Qk
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shown in Figure 3.9 for a two-winding transformer, Figure 3.20 for a three-
winding transformer, or Figure 3.25 for a tap-changing transformer.

Input data for each transmission line include the per-unit equivalent p

circuit series impedance Z 0 and shunt admittance Y 0, the two buses to which
the line is connected, and maximum MVA rating. Similarly, input data for
each transformer include per-unit winding impedances Z, the per-unit excit-
ing branch admittance Y, the buses to which the windings are connected, and
maximum MVA ratings. Input data for tap-changing transformers also in-
clude maximum tap settings.

The bus admittance matrix Ybus can be constructed from the line and
transformer input data. From (2.4.3) and (2.4.4), the elements of Ybus are:

Diagonal elements: Ykk ¼ sum of admittances connected to bus k

O¤-diagonal elements: Ykn ¼ �ðsum of admittances connected
between buses k and nÞ

k 0 n ð6:4:2Þ

EXAMPLE 6.9 Power-flow input data and Ybus

Figure 6.2 shows a single-line diagram of a five-bus power system. Input data
are given in Tables 6.1, 6.2, and 6.3. As shown in Table 6.1, bus 1, to which a
generator is connected, is the swing bus. Bus 3, to which a generator and a
load are connected, is a voltage-controlled bus. Buses 2, 4, and 5 are load
buses. Note that the loads at buses 2 and 3 are inductive since Q2 ¼ �QL2 ¼
�2:8 and �QL3 ¼ �0:4 are negative.

For each bus k, determine which of the variables Vk, dk, Pk, and Qk are
input data and which are unknowns. Also, compute the elements of the sec-
ond row of Ybus.

SOLUTION The input data and unknowns are listed in Table 6.4. For bus 1,
the swing bus, P1 and Q1 are unknowns. For bus 3, a voltage-controlled bus,

FIGURE 6.2

Single-line diagram for
Example 6.9
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Q3 and d3 are unknowns. For buses 2, 4, and 5, load buses, V2, V4, V5 and
d2, d4, d5 are unknowns.

The elements of Ybus are computed from (6.4.2). Since buses 1 and 3 are
not directly connected to bus 2,

Y21 ¼ Y23 ¼ 0

Using (6.4.2),

TABLE 6.1

Bus input data for
Example 6.9*

V
d

PG QG PL QL QGmax QGmin

Bus Type
per
unit degrees

per
unit

per
unit

per
unit

per
unit

per
unit

per
unit

1 Swing 1.0 0 — — 0 0 — —

2 Load — — 0 0 8.0 2.8 — —

3 Constant

voltage

1.05 — 5.2 — 0.8 0.4 4.0 �2.8

4 Load — — 0 0 0 0 — —

5 Load — — 0 0 0 0 — —

* Sbase ¼ 100 MVA, Vbase ¼ 15 kV at buses 1, 3, and 345 kV at buses 2, 4, 5

TABLE 6.2

Line input data for
Example 6.9

R0 X0 G0 B0
Maximum

MVA
Bus-to-Bus per unit per unit per unit per unit per unit

2–4 0.0090 0.100 0 1.72 12.0

2–5 0.0045 0.050 0 0.88 12.0

4–5 0.00225 0.025 0 0.44 12.0

TABLE 6.3

Transformer input data
for Example 6.9

R X G c Bm Maximum
MVA

Maximum
TAP

Setting
Bus-to-Bus

per
unit

per
unit

per
unit

per
unit per unit per unit

1–5 0.00150 0.02 0 0 6.0 —

3–4 0.00075 0.01 0 0 10.0 —

TABLE 6.4

Input data and
unknowns for

Example 6.9

Bus Input Data Unknowns

1 V1 ¼ 1:0, d1 ¼ 0 P1, Q1

2 P2 ¼ PG2 � PL2 ¼ �8

Q2 ¼ QG2 �QL2 ¼ �2:8

V2, d2

3 V3 ¼ 1:05

P3 ¼ PG3 � PL3 ¼ 4:4

Q3, d3

4 P4 ¼ 0, Q4 ¼ 0 V4, d4

5 P5 ¼ 0, Q5 ¼ 0 V5, d5
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Y24 ¼
�1

R 024 þ jX 024

¼ �1

0:009þ j0:1
¼ �0:89276þ j9:91964 per unit

¼ 9:95972 95:143� per unit

Y25 ¼
�1

R 025 þ jX 025

¼ �1

0:0045þ j0:05
¼ �1:78552þ j19:83932 per unit

¼ 19:9195 95:143� per unit

Y22 ¼
1

R 024 þ jX 024

þ 1

R 025 þ jX 025

þ j
B 024

2
þ j

B 025

2

¼ ð0:89276 � j9:91964Þ þ ð1:78552� j19:83932Þ þ j
1:72

2
þ j

0:88

2

¼ 2:67828� j28:4590 ¼ 28:5847 �84:624� per unit

FIGURE 6.3 Screen for Example 6.9
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where half of the shunt admittance of each line connected to bus 2 is included
in Y22 (the other half is located at the other ends of these lines).

This five-bus power system is modeled in PowerWorld Simulator case
Example 6_9 (see Figure 6.3). To view the input data, first click on the Edit

Mode button (on the far left-hand side of the ribbon) to switch into the Edit
mode (the Edit mode is used for modifying system parameters). Then by se-
lecting the Case Information tab you can view tabular displays showing the
various parameters for the system. For example, use Network, Buses to view
the parameters for each bus, and Network, Lines and Transformers to view
the parameters for the transmission lines and transformers. Fields shown in
blue can be directly changed simply by typing over them, and those shown
in green can be toggled by clicking on them. Note that the values shown on
these displays match the values from Tables 6.1 to 6.3, except the power val-
ues are shown in actual MW/Mvar units.

The elements of Ybus can also be displayed by selecting Solution Details,

Ybus. Since the Ybus entries are derived from other system parameters, they
cannot be changed directly. Notice that several of the entries are blank, in-
dicating that there is no line directly connecting these two buses (a blank en-
try is equivalent to zero). For larger networks most of the elements of the
Ybus are zero since any single bus usually only has a few incident lines (such
sparse matrices are considered in Section 6.8). The elements of the Ybus can
be saved in a Matlab compatible format by first right-clicking within the Ybus

matrix to display the local menu, and then selecting Save Ybus in Matlab

Format from the local menu.
Finally, notice that no flows are shown on the one-line because the

nonlinear power-flow equations have not yet been solved. We cover the solu-
tion of these equations next. 9

Using Ybus, we can write nodal equations for a power system network,
as follows:

I ¼ YbusV ð6:4:3Þ

where I is the N vector of source currents injected into each bus and V is the
N vector of bus voltages. For bus k, the kth equation in (6.4.3) is

Ik ¼
XN

n¼1

YknVn ð6:4:4Þ

The complex power delivered to bus k is

Sk ¼ Pk þ jQk ¼ VkI �k ð6:4:5Þ

Power-flow solutions by Gauss–Seidel are based on nodal equations, (6.4.4),
where each current source Ik is calculated from (6.4.5). Using (6.4.4) in
(6.4.5),

Pk þ jQk ¼ Vk

XN

n¼1

YknVn

" #�
k ¼ 1; 2; . . . ;N ð6:4:6Þ
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With the following notation,

Vn ¼ Vne jdn ð6:4:7Þ

Ykn ¼ Ykne jykn ¼ Gkn þ jBkn k; n ¼ 1; 2; . . . ;N ð6:4:8Þ

(6.4.6) becomes

Pk þ jQk ¼ Vk

XN

n¼1

YknVne jðdk�dn�yknÞ ð6:4:9Þ

Taking the real and imaginary parts of (6.4.9), we can write the power bal-
ance equations as either

Pk ¼ Vk

XN

n¼1

YknVn cosðdk � dn � yknÞ ð6:4:10Þ

Qk ¼ Vk

XN

n¼1

YknVn sinðdk � dn � yknÞ k ¼ 1; 2; . . . ;N ð6:4:11Þ

or when the Ykn is expressed in rectangular coordinates by

PK ¼ VK

XN

n¼1

Vn½Gkn cosðdk � dnÞ þ Bkn sinðdk � dnÞ� ð6:4:12Þ

QK ¼ VK

XN

n¼1

Vn½Gkn sinðdk � dnÞ � Bkn cosðdk � dnÞ� k ¼ 1; 2; . . . ;N

ð6:4:13Þ

Power-flow solutions by Newton–Raphson are based on the nonlinear power-
flow equations given by (6.4.10) and (6.4.11) [or alternatively by (6.4.12) and
(6.4.13)].

6.5

POWER-FLOW SOLUTION BY GAUSS–SEIDEL

Nodal equations I ¼ YbusV are a set of linear equations analogous to y ¼ Ax,
solved in Section 6.2 using Gauss–Seidel. Since power-flow bus data consists
of Pk and Qk for load buses or Pk and Vk for voltage-controlled buses, nodal
equations do not directly fit the linear equation format; the current source
vector I is unknown and the equations are actually nonlinear. For each load
bus, Ik can be calculated from (6.4.5), giving

Ik ¼
Pk � jQk

V �k
ð6:5:1Þ
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Applying the Gauss–Seidel method, (6.2.9), to the nodal equations, with Ik

given above, we obtain

Vkði þ 1Þ ¼ 1

Ykk

Pk � jQk

V �k ðiÞ
�
Xk�1

n¼1

YknVnði þ 1Þ �
XN

n¼kþ1

YknVnðiÞ
" #

ð6:5:2Þ

Equation (6.5.2) can be applied twice during each iteration for load buses,
first using V �k ðiÞ, then replacing V �k ðiÞ, by V �k ði þ 1Þ on the right side of
(6.5.2).

For a voltage-controlled bus, Qk is unknown, but can be calculated
from (6.4.11), giving

Qk ¼ VkðiÞ
XN

n¼1

YknVnðiÞ sin½dkðiÞ � dnðiÞ � ykn� ð6:5:3Þ

Also,

QGk ¼ Qk þQLk

If the calculated value of QGk does not exceed its limits, then Qk is used
in (6.5.2) to calculate Vkði þ 1Þ ¼ Vkði þ 1Þ dkði þ 1Þ. Then the magnitude
Vkði þ 1Þ is changed to Vk, which is input data for the voltage-controlled bus.
Thus we use (6.5.2) to compute only the angle dkði þ 1Þ for voltage-controlled
buses.

If the calculated value exceeds its limit QGkmax or QGkmin during any
iteration, then the bus type is changed from a voltage-controlled bus to a
load bus, with QGk set to its limit value. Under this condition, the voltage-
controlling device (capacitor bank, static var system, and so on) is not capa-
ble of maintaining Vk as specified by the input data. The power-flow program
then calculates a new value of Vk.

For the swing bus, denoted bus 1, V1 and d1 are input data. As such, no
iterations are required for bus 1. After the iteration process has converged,
one pass through (6.4.10) and (6.4.11) can be made to compute P1 and Q1.

EXAMPLE 6.10 Power-flow solution by Gauss–Seidel

For the power system of Example 6.9, use Gauss–Seidel to calculate V2ð1Þ,
the phasor voltage at bus 2 after the first iteration. Use zero initial phase
angles and 1.0 per-unit initial voltage magnitudes (except at bus 3, where
V3 ¼ 1:05) to start the iteration procedure.

SOLUTION Bus 2 is a load bus. Using the input data and bus admittance
values from Example 6.9 in (6.5.2),
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V2ð1Þ ¼
1

Y22

P2� jQ2

V �2 ð0Þ
�½Y21V1ð1ÞþY23V3ð0ÞþY24V4ð0ÞþY25V5ð0Þ�

� �

¼ 1

28:5847 �84:624�

�
�8� jð�2:8Þ

1:0 0�

� ½ð�1:78552þ j19:83932Þð1:0Þþð�0:89276þ j9:91964Þð1:0Þ�
�

¼ ð�8þ j2:8Þ � ð�2:67828þ j29:7589Þ
28:5847 �84:624�

¼ 0:96132 �16:543� per unit

Next, the above value is used in (6.5.2) to recalculate V2ð1Þ:

V2ð1Þ ¼
1

28:5847 �84:624�

�
�8þ j2:8

0:96132 16:543�

� ½�2:67828þ j29:75829�
�

¼ �4:4698� j24:5973

28:5847 �84:624�
¼ 0:87460 �15:675� per unit

Computations are next performed at buses 3, 4, and 5 to complete the first
Gauss–Seidel iteration.

To see the complete convergence of this case, open PowerWorld
Simulator case Example 6_10. By default, PowerWorld Simulator uses the
Newton–Raphson method described in the next section. However, the case
can be solved with the Gauss–Seidel approach by selecting Tools, Solve,

Gauss–Seidel Power Flow. To avoid getting stuck in an infinite loop if a case
does not converge, PowerWorld Simulator places a limit on the maximum
number of iterations. Usually for a Gauss–Seidel procedure this number is
quite high, perhaps equal to 100 iterations. However, in this example to
demonstrate the convergence characteristics of the Gauss–Seidel method it
has been set to a single iteration, allowing the voltages to be viewed after
each iteration. To step through the solution one iteration at a time, just re-
peatedly select Tools, Solve, Gauss–Seidel Power Flow.

A common stopping criteria for the Gauss–Seidel is to use the scaled
di¤erence in the voltage from one iteration to the next (6.2.2). When this dif-
ference is below a specified convergence tolerance e for each bus, the problem
is considered solved. An alternative approach, implemented in PowerWorld
Simulator, is to examine the real and reactive mismatch equations, defined as
the di¤erence between the right- and left-hand sides of (6.4.10) and (6.4.11).
PowerWorld Simulator continues iterating until all the bus mismatches are
below an MVA (or kVA) tolerance. When single-stepping through the solu-
tion, the bus mismatches can be viewed after each iteration on the Case
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Information, Mismatches display. The solution mismatch tolerance can be
changed on the Power Flow Solution page of the PowerWorld Simulator
Options dialog (select Tools, Simulator Options, then select the Power Flow

Solution category to view this dialog); the maximum number of iterations
can also be changed from this page. A typical convergence tolerance is about
0.5 MVA. 9

6.6

POWER-FLOW SOLUTION BY NEWTON–RAPHSON

Equations (6.4.10) and (6.4.11) are analogous to the nonlinear equation
y ¼ fðxÞ, solved in Section 6.3 by Newton–Raphson. We define the x, y, and
f vectors for the power-flow problem as

x ¼
d

V

" #
¼

d2

..

.

dN

V2

..

.

VN

2
6666666666664

3
7777777777775

; y ¼
P

Q

" #
¼

P2

..

.

PN

Q2

..

.

QN

2
6666666666664

3
7777777777775

;

fðxÞ ¼
"

PðxÞ
QðxÞ

#
¼

P2ðxÞ
..
.

PNðxÞ
Q2ðxÞ

..

.

QNðxÞ

2
6666666666664

3
7777777777775

ð6:6:1Þ

where all V, P, and Q terms are in per-unit and d terms are in radians. The
swing bus variables d1 and V1 are omitted from (6.6.1), since they are already
known. Equations (6.4.10) and (6.4.11) then have the following form:

yk ¼ Pk ¼ PkðxÞ ¼ Vk

XN

n¼1

YknVn cosðdk � dn � yknÞ ð6:6:2Þ

ykþN ¼ Qk ¼ QkðxÞ ¼ Vk

XN

n¼1

YknVn sinðdk � dn � yknÞ

k ¼ 2; 3; . . . ;N ð6:6:3Þ
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The Jacobian matrix of (6.3.10) has the form

J ¼

2
66666666666666666664

J1 J2
qP2

qd2
� � � qP2

qdN

qP2

qV2
� � � qP2

qVN

..

. ..
.

qPN

qd2
� � � qPN

qdN

qPN

qV2
� � � qPN

qVN

qQ2

qd2
� � � qQ2

qdN

qQ2

qV2
� � � qQ2

qVN

..

. ..
.

qQN

qd2
� � � qQN

qdN

qQN

qV2
� � � qQN

qVN

J3 J4

3
77777777777777777775

�������������������������

ð6:6:4Þ

Equation (6.6.4) is partitioned into four blocks. The partial derivatives in
each block, derived from (6.6.2) and (6.6.3), are given in Table 6.5.

We now apply to the power-flow problem the four Newton–Raphson

steps outlined in Section 6.3, starting with xðiÞ ¼ dðiÞ
VðiÞ

� 	
at the ith iteration.

TABLE 6.5

Elements of the
Jacobian matrix

n0 k

J1kn ¼
qPk

qdn

¼ VkYknVn sinðdk � dn � yknÞ

J2kn ¼
qPk

qVn

¼ VkYkn cosðdk � dn � yknÞ

J3kn ¼
qQk

qdn

¼ �VkYknVn cosðdk � dn � yknÞ

J4kn ¼
qQk

qVn

¼ VkYkn sinðdk � dn � yknÞ

n ¼ k

J1kk ¼
qPk

qdk

¼ �Vk

XN

n¼1
n0k

YknVn sinðdk � dn � yknÞ

J2kk ¼
qPk

qVk

¼ VkYkk cos ykk þ
XN

n¼1

YknVn cosðdk � dn � yknÞ

J3kk ¼
qQk

qdk

¼ Vk

XN

n¼1
n0k

YknVn cosðdk � dn � yknÞ

J4kk ¼
qQk

qVk

¼ �VkYkk sin ykk þ
XN

n¼1

YknVn sinðdk � dn � yknÞ

k; n ¼ 2; 3; . . . ;N
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STEP 1 Use (6.6.2) and (6.6.3) to compute

DyðiÞ ¼ DPðiÞ
DQðiÞ

� 	
¼ P� P½xðiÞ�

Q�Q½xðiÞ�

� 	
ð6:6:5Þ

STEP 2 Use the equations in Table 6.5 to calculate the Jacobian
matrix.

STEP 3 Use Gauss elimination and back substitution to solve

J1ðiÞ J2ðiÞ

J3ðiÞ J4ðiÞ

" #
DdðiÞ

DVðiÞ

" #
¼

DPðiÞ

DQðiÞ

" #
ð6:6:6Þ

STEP 4 Compute

xði þ 1Þ ¼ dði þ 1Þ
Vði þ 1Þ

� 	
¼ dðiÞ

VðiÞ

� 	
þ DdðiÞ

DVðiÞ

� 	
ð6:6:7Þ

Starting with initial value xð0Þ, the procedure continues until convergence is
obtained or until the number of iterations exceeds a specified maximum. Con-
vergence criteria are often based on DyðiÞ (called power mismatches) rather
than on DxðiÞ (phase angle and voltage magnitude mismatches).

For each voltage-controlled bus, the magnitude Vk is already known,
and the function QkðxÞ is not needed. Therefore, we could omit Vk from the
x vector and Qk from the y vector. We could also omit from the Jacobian
matrix the column corresponding to partial derivatives with respect to Vk and
the row corresponding to partial derivatives of QkðxÞ. Alternatively, rows
and corresponding columns for voltage-controlled buses can be retained in
the Jacobian matrix. Then during each iteration, the voltage magnitude
Vkði þ 1Þ of each voltage-controlled bus is reset to Vk, which is input data for
that bus.

At the end of each iteration, we compute QkðxÞ from (6.6.3) and QGk ¼
QkðxÞ þQLk for each voltage-controlled bus. If the computed value of QGk

exceeds its limits, then the bus type is changed to a load bus with QGk set to
its limit value. The power-flow program also computes a new value for Vk.

EXAMPLE 6.11 Jacobian matrix and power-flow solution by Newton–Raphson

Determine the dimension of the Jacobian matrix for the power system in
Example 6.9. Also calculate DP2ð0Þ in Step 1 and J124ð0Þ in Step 2 of the first
Newton–Raphson iteration. Assume zero initial phase angles and 1.0 per-
unit initial voltage magnitudes (except V3 ¼ 1:05).

SOLUTION Since there are N ¼ 5 buses for Example 6.9, (6.6.2) and (6.6.3)
constitute 2ðN � 1Þ ¼ 8 equations, for which JðiÞ has dimension 8� 8.
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However, there is one voltage-controlled bus, bus 3. Therefore, V3 and
the equation for Q3ðxÞ could be eliminated, with JðiÞ reduced to a 7� 7
matrix.

From Step 1 and (6.6.2),

DP2ð0Þ ¼ P2 � P2ðxÞ ¼ P2 � V2ð0ÞfY21V1 cos½d2ð0Þ � d1ð0Þ � y21�

þY22V2 cos½�y22� þY23V3 cos½d2ð0Þ � d3ð0Þ � y23�

þY24V4 cos½d2ð0Þ � d4ð0Þ � y24�

þY25V5 cos½d2ð0Þ � d5ð0Þ � y25�g

DP2ð0Þ ¼ �8:0� 1:0f28:5847ð1:0Þ cosð84:624�Þ

þ 9:95972ð1:0Þ cosð�95:143�Þ

þ 19:9159ð1:0Þ cosð�95:143�Þg

¼ �8:0� ð�2:89� 10�4Þ ¼ �7:99972 per unit

From Step 2 and J1 given in Table 6.5

J124ð0Þ ¼ V2ð0ÞY24V4ð0Þ sin½d2ð0Þ � d4ð0Þ � y24�

¼ ð1:0Þð9:95972Þð1:0Þ sin½�95:143��

¼ �9:91964 per unit

To see the complete convergence of this case, open PowerWorld Simulator
case Example 6_11 (see Figure 6.4). Select Case Information, Network,

Mismatches to see the initial mismatches, and Case Information, Solution

Details, Power Flow Jacobian to view the initial Jacobian matrix. As is
common in commercial power flows, PowerWorld Simulator actually in-
cludes rows in the Jacobian for voltage-controlled buses. When a generator
is regulating its terminal voltage, this row corresponds to the equation set-
ting the bus voltage magnitude equal to the generator voltage setpoint.
However, if the generator hits a reactive power limit, the bus type is
switched to a load bus.

To step through the New-Raphson solution, from the Tools Ribbon select
Solve, Single Solution—Full Newton. Ordinarily this selection would perform a
complete Newton-Raphson iteration, stopping only when all the mismatches
are less than the desired tolerance. However, for this case, in order to allow you
to see the solution process, the maximum number of iterations has been set
to 1, allowing the voltages, mismatches and the Jacobian to be viewed after
each iteration. To complete the solution, continue to select Single Solution—
Full Newton until the solution convergence to the values shown in Tables 6.6,
6.7 and 6.8 (in about three iterations).
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TABLE 6.6

Bus output data for the
power system given in

Example 6.9

Generation Load

PG QG PL QL

Busa

Voltage
Magnitude
(per unit)

Phase
Angle

(degrees)
(per
unit)

(per
unit)

(per
unit)

(per
unit)

1 1.000 0.000 3.948 1.144 0.000 0.000

2 0.834 �22.407 0.000 0.000 8.000 2.800

3 1.050 �0.597 5.200 3.376 0.800 0.400

4 1.019 �2.834 0.000 0.000 0.000 0.000

5 0.974 �4.548 0.000 0.000 0.000 0.000

TOTAL 9.148 4.516 8.800 3.200

FIGURE 6.4 Screen for Example 6.11 showing Jacobian matrix at first iteration 9
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EXAMPLE 6.12 Power-flow program: change in generation

Using the power-flow system given in Example 6.9, determine the acceptable
generation range at bus 3, keeping each line and transformer loaded at or
below 100% of its MVA limit.

SOLUTION Load PowerWorld Simulator case Example 6.9. Select Single
Solution-Full Newton to perform a single power-flow solution using the New-
ton–Raphson approach. Then view the Case Information displays to verify
that the PowerWorld Simulator solution matches the solution shown in Ta-
bles 6.6, 6.7, and 6.8. Additionally, the pie charts on the one-lines show the
percentage line and transformer loadings. Initially transformer T1, between
buses 1 and 5, is loaded at about 68% of its maximum MVA limit, while
transformer T2, between buses 3 and 4, is loaded at about 53%.

Next, the bus 3 generation needs to be varied. This can be done a num-
ber of di¤erent ways in PowerWorld Simulator. The easiest (for this example)
is to use the bus 3 generator MW one-line field to manually change the gen-
eration (see Figure 6.5). Right-click on the ‘‘520 MW’’ field to the right of the
bus 3 generator and select ‘Generator Field Information’ dialog to view the
‘Generator Field Options’ dialog. Set the ‘‘Delta Per Mouse Click’’ field to 10
and select OK. Small arrows are now visible next to this field on the one-line;
clicking on the up arrow increases the generator’s MW output by 10 MW,
while clicking on the down arrow decreases the generation by 10 MW. Select
Tools, Play to begin the simulation. Increase the generation until the pie
chart for the transformer from bus 3 to 4 is loaded to 100%. This occurs at
about 1000 MW. Notice that as the bus 3 generation is increased the bus 1
slack generation decreases by a similar amount. Repeat the process, except

TABLE 6.7

Line output data for the
power system given in

Example 6.9

Linea Bus to Bus P Q S

1 2 4

4 2

�2.920

3.036

�1.392

1.216

3.232

3.272

2 2 5

5 2

�5.080

5.256

�1.408

2.632

5.272

5.876

3 4 5

5 4

1.344

�1.332

1.504

�1.824

2.016

2.260

TABLE 6.8

Transformer output data
for the power system
given in Example 6.9

Tran.a Bus to Bus P Q S

1 1 5

5 1

3.948

�3.924

1.144

�0.804

4.112

4.004

2 3 4

4 3

4.400

�4.380

2.976

�2.720

5.312

5.156
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now decreasing the generation. This unloads the transformer from bus 3 to 4,
but increases the loading on the transformer from bus 1 to bus 5. The bus 1
to 5 transformer should reach 100% loading with the bus 3 generation equal
to about 330 MW. 9

Voltage-controlled buses to which tap-changing or voltage-regulating
transformers are connected can be handled by various methods. One method
is to treat each of these buses as a load bus. The equivalent p circuit param-
eters (Figure 3.25) are first calculated with tap setting c ¼ 1:0 for starting.
During each iteration, the computed bus voltage magnitude is compared with
the desired value specified by the input data. If the computed voltage is low
(or high), c is increased (or decreased) to its next setting, and the parameters
of the equivalent p circuit as well as Ybus are recalculated. The procedure

FIGURE 6.5 Screen for Example 6.12, Minimum Bus 3 Generator Loading
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continues until the computed bus voltage magnitude equals the desired value
within a specified tolerance, or until the high or low tap-setting limit is
reached. Phase-shifting transformers can be handled in a similar way by using
a complex turns ratio c ¼ 1:0 a, and by varying the phase-shift angle a.

A method with faster convergence makes c a variable and includes it in
the x vector of (6.6.1). An equation is then derived to enter into the Jacobian
matrix [4].

In comparing the Gauss-Seidel and Newton-Raphson algorithms, expe-
rience from power-flow studies has shown that Newton-Raphson converges
in many cases where Jacobi and Gauss-Seidel diverge. Furthermore, the
number of iterations required for convergence is independent of the number
of buses N for Newton-Raphson, but increases with N for Jacobi and Gauss-
Seidel. The principal advantage of the Jacobi and Gauss-Seidel methods had
been their more modest memory storage requirements and their lower com-
putational requirements per iteration. However, with the vast increases in
low-cost computer memory over the last several decades, coupled with the
need to solve power-flow problems with tens of thousands of buses, these ad-
vantages have been essentially eliminated. Therefore the Newton-Raphson,
or one of the derivative methods discussed in Sections 6.9 and 6.10, are the
preferred power-flow solution approaches.

EXAMPLE 6.13 Power-flow program: 37-bus system

To see a power-flow example of a larger system, open PowerWorld Simula-
tor case Example 6_13 (see Figure 6.6). This case models a 37-bus, 9-gener-
ator power system containing three di¤erent voltage levels (345 kV, 138 kV,
and 69 kV) with 57 transmission lines or transformers. The one-line can be
panned by pressing the arrow keys, and it can be zoomed by pressing the
hctrli with the up arrow key to zoom in or with the down arrow key to
zoom out. Use Tools, Play to animate the one-line and Tools, Pause to stop
the animation.

Determine the lowest per-unit voltage and the maximum line/trans-
former loading both for the initial case and for the case with the line from
bus TIM69 to HANNAH69 out of service.

SOLUTION Use single solution to initially solve the power flow, and then
Case Information, Network, Buses. . . to view a listing of all the buses in the
case. To quickly determine the lowest per-unit voltage magnitude, left-click
on the PU Volt column header to sort the column (clicking a second time re-
verses the sort). The lowest initial voltage magnitude is 0.9902 at bus DE-
MAR69. Next, select Case Information, Network, Lines and Transformers. . .

to view the Line and Transformer Records display. Left-click on % of Max
Limit to sort the lines by percentage loading. Initially the highest percentage
loading is 64.9% on the line from UIUC69 to BLT69 circuit 1.
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There are several ways to remove the TIM69 to HANNAH69 line. One
approach is to locate the line on the Line and Transformer Records display
and then double-click on the Status field to change its value. An alternative
approach is to find the line on the one-line (it is in the upper-lefthand portion)
and then click on one of its circuit breakers. Once the line is removed, use
single solution to resolve the power flow. The lowest per-unit voltage is now
0.9104 at AMANDA69 and the highest percentage line loading is 134.8%, on
the line from HOMER69 to LAUF69. Since there are now several bus and
line violations, the power system is no longer at a secure operating point.
Control actions and/or design improvements are needed to correct these
problems. Design Project 1 discusses these options. 9

FIGURE 6.6 Screen for Example 6.13 showing the initial flows
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6.7

CONTROL OF POWER FLOW

The following means are used to control system power flows:

1. Prime mover and excitation control of generators.

2. Switching of shunt capacitor banks, shunt reactors, and static var
systems.

3. Control of tap-changing and regulating transformers.

A simple model of a generator operating under balanced steady-state
conditions is the Thévenin equivalent shown in Figure 6.7. Vt is the generator
terminal voltage, Eg is the excitation voltage, d is the power angle, and Xg is
the positive-sequence synchronous reactance. From the figure, the generator
current is

I ¼ Ege jd � Vt

jXg

ð6:7:1Þ

and the complex power delivered by the generator is

S ¼ Pþ jQ ¼ VtI
� ¼ Vt

Ege�jd � Vt

� jXg

� �

¼ VtEgð j cos dþ sin dÞ � jV2
t

Xg

ð6:7:2Þ

The real and reactive powers delivered are then

P ¼ Re S ¼ VtEg

Xg

sin d ð6:7:3Þ

Q ¼ Im S ¼ Vt

Xg

ðEg cos d� VtÞ ð6:7:4Þ

Equation (6.7.3) shows that the real power P increases when the power angle
d increases. From an operational standpoint, when the prime mover increases
the power input to the generator while the excitation voltage is held constant,
the rotor speed increases. As the rotor speed increases, the power angle d also
increases, causing an increase in generator real power output P. There is also
a decrease in reactive power output Q, given by (6.7.4). However, when d is

FIGURE 6.7

Generator Thévenin
equivalent
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less than 15�, the increase in P is much larger than the decrease in Q. From
the power-flow standpoint, an increase in prime-move power corresponds to
an increase in P at the constant-voltage bus to which the generator is con-
nected. The power-flow program computes the increase in d along with the
small change in Q.

Equation (6.7.4) shows that reactive power output Q increases when the
excitation voltage Eg increases. From the operational standpoint, when the
generator exciter output increases while holding the prime-mover power con-
stant, the rotor current increases. As the rotor current increases, the excita-
tion voltage Eg also increases, causing an increase in generator reactive power
output Q. There is also a small decrease in d required to hold P constant in
(6.7.3). From the power-flow standpoint, an increase in generator excitation
corresponds to an increase in voltage magnitude at the constant-voltage bus
to which the generator is connected. The power-flow program computes the
increase in reactive power Q supplied by the generator along with the small
change in d.

Figure 6.8 shows the e¤ect of adding a shunt capacitor bank to a power
system bus. The system is modeled by its Thévenin equivalent. Before the ca-
pacitor bank is connected, the switch SW is open and the bus voltage equals
ETh. After the bank is connected, SW is closed, and the capacitor current IC

leads the bus voltage Vt by 90�. The phasor diagram shows that Vt is larger
than ETh when SW is closed. From the power-flow standpoint, the addition
of a shunt capacitor bank to a load bus corresponds to the addition of a neg-
ative reactive load, since a capacitor absorbs negative reactive power. The
power-flow program computes the increase in bus voltage magnitude along
with the small change in d. Similarly, the addition of a shunt reactor corre-
sponds to the addition of a positive reactive load, wherein the power-flow
program computes the decrease in voltage magnitude.

Tap-changing and voltage-magnitude-regulating transformers are used
to control bus voltages as well as reactive power flows on lines to which they
are connected. Similarly, phase-angle regulating transformers are used to
control bus angles as well as real power flows on lines to which they are con-
nected. Both tap-changing and regulating transformers are modeled by a
transformer with an o¤-nominal turns ratio c (Figure 3.25). From the power-
flow standpoint, a change in tap setting or voltage regulation corresponds to
a change in c. The power-flow program computes the changes in Ybus, bus
voltage magnitudes and angles, and branch flows.

FIGURE 6.8 E¤ect of adding a shunt capacitor bank to a power system bus
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Besides the above controls, the power-flow program can be used to in-
vestigate the e¤ect of switching in or out lines, transformers, loads, and gen-
erators. Proposed system changes to meet future load growth, including new
transmission, new transformers, and new generation can also be investigated.
Power-flow design studies are normally conducted by trial and error. Using
engineering judgment, adjustments in generation levels and controls are made
until the desired equipment loadings and voltage profile are obtained.

EXAMPLE 6.14 Power-flow program: effect of shunt capacitor banks

Determine the e¤ect of adding a 200-Mvar shunt capacitor bank at bus 2 on
the power system in Example 6.9.

SOLUTION Open PowerWorld Simulator case Example 6_14 (see Figure 6.9).
This case is identical to Example 6.9 except that a 200-Mvar shunt capacitor

FIGURE 6.9 Screen for Example 6.14
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bank has been added at bus 2. Initially this capacitor is open. Click on the
capacitor’s circuit to close the capacitor and then solve the case. The capaci-
tor increases the bus 2 voltage from 0.834 per unit to a more acceptable 0.959
per unit. The insertion of the capacitor has also substantially decreased the
losses, from 34.84 to 25.37 MW.

Notice that the amount of reactive power actually supplied by the capaci-
tor is only 184 Mvar. This discrepancy arises because a capacitor’s reactive out-
put varies with the square of the terminal voltage, Qcap ¼ Vcap

2=Xc (see 2.3.5).
A capacitor’s Mvar rating is based on an assumed voltage of 1.0 per unit. 9

EXAMPLE 6.15

PowerWorld Simulator Case Example 6_15 (see Figure 6.10), which modifies
the Example 6.13 case by (1) opening one of the 138/69 kV transformers at
the LAUF substation, and (2) opening the 69 kV transmission line between

FIGURE 6.10 Screen for Example 6.15
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PATTEN69 and SHIMKO69. This causes a flow of 116.2 MVA on the re-
maining 138/69 kV transformer at LAUF. Since this transformer has a limit
of 101 MVA, it results in an overload at 115%. Redispatch the generators in
order to remove this overload.

SOLUTION There are a number of solutions to this problem, and several
solution techniques. One solution technique would be to use engineering intu-
ition, along with a trial and error approach (see Figure 6.11). Since the overload
is from the 138 kV level to the 69 kV level, and there is a generator directly
connected to at the LAUF 69 kV bus, it stands to reason that increasing this
generation would decrease the overload. Using this approach, we can remove
the overload by increasing the Lauf generation until the transformer flow is re-
duced to 100%. This occurs when the generation is increased from 20 MW to
51 MW. Notice that as the generation is increased, the swing bus (SLACK345)
generation automatically decreases in order to satisfy the requirement that total
system load plus losses must be equal to total generation.

FIGURE 6.11 A solution to Example 6.15
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An alternative possible solution is seen by noting that since the over-
load is caused by power flowing from the 138 kV bus, decreasing the genera-
tion at JO345 might also decrease this flow. This is indeed the case, but now
the trial and error approach requires a substantial amount of work, and ulti-
mately doesn’t solve the problem. Even when we decrease the total JO345
generation from 300 MW to 0 MW, the overload is still present, albeit with
its percentage decreased to 105%.

An alternative solution approach would be to first determine the gen-
erators with the most sensitivity to this violation and then adjust these (see
Figure 6.12). This can be done in PowerWorld Simulator by selecting Tools,
Sensitivities, Flows and Voltage Sensitivities. Select the LAUF 138/69 kV
transformer, click on the Calculate Sensitivities button, and select the Gener-
ator Sensitivities tab towards the bottom of the dialog. The ‘‘P Sensitivity’’
field tells how increasing the output of each generator by one MW would af-
fect the MVA flow on this transformer. Note that the sensitivity for the Lauf

FIGURE 6.12 Example 6.15 Flow Sensitivities Dialog
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generator is �0.494, indicating that if we increase this generation by 1 MW
the transformer MVA flow would decrease by 0.494 MVA. Hence, in order
to decrease the flow by 15.2 MVA we would expect to increase the LAUF69
generator by 31 MW, exactly what we got by the trial and error approach. It
is also clear that the JO345 generators, with a sensitivity of just 0.0335, would
be relatively ine¤ective. In actual power system operation these sensitivities,
known as generator shift factors, are used extensively. These sensitivities are
also used in the Optimal Power Flow (introduced in Section 11.5). 9

6.8

SPARSITY TECHNIQUES

A typical power system has an average of fewer than three lines connected to
each bus. As such, each row of Ybus has an average of fewer than four non-
zero elements, one o¤-diagonal for each line and the diagonal. Such a matrix,
which has only a few nonzero elements, is said to be sparse.

Newton–Raphson power-flow programs employ sparse matrix techniques
to reduce computer storage and time requirements [2]. These techniques include
compact storage of Ybus and JðiÞ and reordering of buses to avoid fill-in of JðiÞ
during Gauss elimination steps. Consider the following matrix:

S ¼

1:0 �1:1 �2:1 �3:1

�4:1 2:0 0 �5:1

�6:1 0 3:0 0

�7:1 0 0 4:0

2
6664

3
7775 ð6:8:1Þ

One method for compact storage of S consists of the following four
vectors:

DIAG ¼ ½1:0 2:0 3:0 4:0� ð6:8:2Þ

OFFDIAG ¼ ½�1:1 �2:1 �3:1 �4:1 �5:1 �6:1 �7:1� ð6:8:3Þ

COL ¼ ½2 3 4 1 4 1 1� ð6:8:4Þ

ROW ¼ ½3 2 1 1� ð6:8:5Þ

DIAG contains the ordered diagonal elements and OFFDIAG contains
the nonzero o¤-diagonal elements of S. COL contains the column number of
each o¤-diagonal element. For example, the fourth element in COL is 1, in-
dicating that the fourth element of OFFDIAG, �4.1, is located in column 1.
ROW indicates the number of o¤-diagonal elements in each row of S. For
example, the first element of ROW is 3, indicating the first three elements
of OFFDIAG, �1.1, �2.1, and �3.1, are located in the first row. The second

element of ROW is 2, indicating the next two elements of OFFDIAG, �4.1
and �5.1, are located in the second row. The S matrix can be completely re-
constructed from these four vectors. Note that the dimension of DIAG and

SECTION 6.8 SPARSITY TECHNIQUES 349



ROW equals the number of diagonal elements of S, whereas the dimension of
OFFDIAG and COL equals the number of nonzero o¤-diagonals.

Now assume that computer storage requirements are 4 bytes to store
each magnitude and 4 bytes to store each phase of Ybus in an N-bus power
system. Also assume Ybus has an average of 3N nonzero o¤-diagonals (three
lines per bus) along with its N diagonals. Using the preceding compact
storage technique, we need ð4þ 4Þ3N ¼ 24N bytes for OFFDIAG and
ð4þ 4ÞN ¼ 8N bytes for DIAG. Also, assuming 2 bytes to store each integer,
we need 6N bytes for COL and 2N bytes for ROW. Total computer memory
required is then ð24þ 8þ 6þ 2ÞN ¼ 40N bytes with compact storage of
Ybus, compared to 8N 2 bytes without compact storage. For a 1000-bus power
system, this means 40 instead of 8000 kilobytes to store Ybus. Further storage
reduction could be obtained by storing only the upper triangular portion of
the symmetric Ybus matrix.

The Jacobian matrix is also sparse. From Table 6.5, whenever Ykn ¼ 0,
J1kn ¼ J2kn ¼ J3kn ¼ J4kn ¼ 0. Compact storage of J for a 30,000-bus power
system requires less than 10 megabytes with the above assumptions.

The other sparsity technique is to reorder buses. Suppose Gauss elimi-
nation is used to triangularize S in (6.8.1). After one Gauss elimination step,
as described in Section 6.1, we have

Sð1Þ ¼

1:0 �1:1 �2:1 �3:1

0 �2:51 �8:61 �7:61

0 �6:71 �9:81 �18:91

0 �7:81 �14:91 �18:01

2
6664

3
7775 ð6:8:6Þ

We can see that the zeros in columns 2, 3, and 4 of S are filled in with non-
zero elements in Sð1Þ. The original degree of sparsity is lost.

One simple reordering method is to start with those buses having the
fewest connected branches and to end with those having the most connected
branches. For example, S in (6.8.1) has three branches connected to bus 1
(three o¤-diagonals in row 1), two branches connected to bus 2, and one
branch connected to buses 3 and 4. Reordering the buses 4, 3, 2, 1 instead of
1, 2, 3, 4 we have

Sreordered ¼

4:0 0 0 �7:1

0 3:0 0 �6:1

�5:1 0 2:0 �4:1

�3:1 �2:1 �1:1 1:0

2
6664

3
7775 ð6:8:7Þ

Now, after one Gauss elimination step,

S
ð1Þ
reordered ¼

4:0 0 0 �7:1

0 3:0 0 �6:1

0 0 2:0 �13:15

0 �2:1 �1:1 �4:5025

2
6664

3
7775 ð6:8:8Þ

Note that the original degree of sparsity is not lost in (6.8.8).
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Reordering buses according to the fewest connected branches can be
performed once, before the Gauss elimination process begins. Alternatively,
buses can be renumbered during each Gauss elimination step in order to ac-
count for changes during the elimination process.

Sparsity techniques similar to those described in this section are a stan-
dard feature of today’s Newton–Raphson power-flow programs. As a result
of these techniques, typical 30,000-bus power-flow solutions require less than
10 megabytes of storage, less than one second per iteration of computer time,
and less than 10 iterations to converge.

EXAMPLE 6.16 Sparsity in a 37-bus system

To see a visualization of the sparsity of the power-flow Ybus and Jacobian
matrices in a 37-bus system, open PowerWorld Simulator case Example 6_13.

FIGURE 6.13 Screen for Example 6.16
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Select Case Information, Solution Details, Ybus to view the bus admittance
matrix. Then press hctrli Page Down to zoom the display out. Blank en-
tries in the matrix correspond to zero entries. The 37� 37 Ybus has a total
of 1369 entries, with only about 10% nonzero (see Figure 6.13). Select Case

Information, Solution Details, Power Flow Jacobian to view the Jacobian
matrix. 9

6.9

FAST DECOUPLED POWER FLOW

Contingencies are a major concern in power system operations. For example,
operating personnel need to know what power-flow changes will occur due
to a particular generator outage or transmission-line outage. Contingency in-
formation, when obtained in real time, can be used to anticipate problems
caused by such outages, and can be used to develop operating strategies to
overcome the problems.

Fast power-flow algorithms have been developed to give power-flow
solutions in seconds or less [8]. These algorithms are based on the following
simplification of the Jacobian matrix. Neglecting J2ðiÞ and J3ðiÞ, (6.6.6) re-
duces to two sets of decoupled equations:

J1ðiÞDdðiÞ ¼ DPðiÞ ð6:9:1Þ

J4ðiÞDVðiÞ ¼ DQðiÞ ð6:9:2Þ

The computer time required to solve (6.9.1) and (6.9.2) is significantly less
than that required to solve (6.6.6). Further reduction in computer time can be
obtained from additional simplification of the Jacobian matrix. For example,
assume Vk AVnA1:0 per unit and dk Adn. Then J1 and J4 are constant
matrices whose elements in Table 6.5 are the negative of the imaginary com-
ponents of Ybus. As such, J1 and J4 do not have to be recalculated during
successive iterations.

The above simplifications can result in rapid power-flow solutions for
most systems. While the fast decoupled power flow usually takes more iter-
ations to converge, it is usually significantly faster then the Newton-Raphson
algorithm since the Jacobian does not need to be recomputed each iteration.
And since the mismatch equations themselves have not been modified, the
solution obtained by the fast decoupled algorithm is the same as that found
with the Newton-Raphson algorithm. However, in some situations in which
only an approximate power-flow solution is needed the fast decoupled
approach can be used with a fixed number of iterations (typically one) to give
an extremely fast, albeit approximate solution.
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6.10

THE ‘‘DC’’ POWER FLOW

The power-flow problem can be further simplified by extending the fast de-
coupled power flow to completely neglect the Q-V equation, assuming that
the voltage magnitudes are constant at 1.0 per unit. With these simplifications
the power flow on the line from bus j to bus k with reactive Xjk becomes

Pjk ¼
dj � dk

Xjk

ð6:10:1Þ

and the real power balance equations reduce to a completely linear problem

�Bd ¼ P ð6:10:2Þ

where B is the imaginary component of the of Ybus calculated neglecting line
resistance and excepting the slack bus row and column.

Because (6.10.2) is a linear equation with a form similar to that found
in solving dc resistive circuits, this technique is referred to as the dc power
flow. However, in contrast to the previous power-flow algorithms, the dc
power flow only gives an approximate solution, with the degree of approxi-
mation system dependent. Nevertheless, with the advent of power system
restructuring the dc power flow has become a commonly used analysis
technique.

EXAMPLE 6.17

Determine the dc power-flow solution for the five bus system from Example 6.9.

SOLUTION With bus 1 as the system slack, the B matrix and P vector for
this system are

B ¼

�30 0 10 20

0 �100 100 0

10 100 �150 40

20 0 40 �110

2
6664

3
7775 P ¼

�8:0

4:4

0

0

2
6664

3
7775

d ¼ �B�1P ¼

�0:3263

0:0091

�0:0349

�0:0720

2
6664

3
7775radians ¼

�18:70

0:5214

�2:000

�4:125

2
6664

3
7775degrees

To view this example in PowerWorld Simulator open case Example 6_17
which has this example solved using the dc power flow (see Figure 6.14). To
view the dc power flow options select Options, Simulator Options to show the
PowerWorld Simulator Options dialog. Then select the Power Flow
Solution category, and the DC Options page.
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6.11

POWER-FLOW MODELING OF WIND GENERATION

As was mentioned in Chapter 1, the amount of renewable generation, partic-
ularly wind, being integrated into electric grids around the world is rapidly
growing. For example, in 2008 Denmark obtained almost 20% of their total
electric energy from wind while Spain was over 10%. In the United States
that amount of wind capacity has been rapidly escalating from less than 2.5
GW in 2000 to more than 35 GW in 2009 (out of a total generation capacity
of about 1000 GW).

Whereas most energy from traditional synchronous generators comes
from large units with ratings of hundreds of MWs, comparatively speaking,
individual wind turbine generator (WTG) power ratings are quite low, with

FIGURE 6.14 Screen for Example 6.17 9
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common values for new WTGs between one to three MWs. This power is gen-
erated at low voltage (e.g., 600 V) and then usually stepped-up with a pad-
mounted transformer at the base of the turbine to a distribution-level voltage
(e.g., 34.5 kV). Usually dozens or even hundreds of individual WTGs are lo-
cated in wind ‘‘farms’’ or ‘‘parks’’ that cover an area of many square kilometers,
with most of the land still available for other uses such as farming. An under-
ground and/or overhead collector system is used to transmit the power to a
single interconnection point at which its voltage is stepped-up to a transmission
level voltage (> 100 kV). The layout of such a system is shown in Figure 6.15.

From a power system analysis perspective for large-scale studies the en-
tire wind farm can usually be represented as a single equivalent generator
which is either directly connected at the interconnection point transmission
system bus, or connected to this bus through an equivalent impedance that
represents the impedance of the collector system and the step-up trans-
formers. The parameters associated with the equivalent generator are usually
just scaled values of the parameters for the individual WTGs.

There are four main types of WTGs [13], with more details on each
type provided in Chapter 11—here the focus is on their power-flow charac-
teristics. As is the case with traditional synchronous generators, the real
power outputs for all the WTG types are considered to be a constant value in
power-flow studies. Of course how much real power a wind farm can actually
produce at any moment depends upon the wind speed, with a typical wind
speed versus power curve shown in Figure 6.16.

Type 1 WTGs are squirrel-cage induction machines. Since induction
machines consume reactive power and their reactive power output cannot be
independently controlled, typically these machines are modeled as a constant
power factor PQ bus. By themselves these machines have under-excited

POI or
Connection
to the Grid

Interconnection
Transmission Line

Collector System
Station

Individual WTGs

Feeders and Laterals
(overhead and/or underground)

FIGURE 6.15

Wind power plant
collector system

topology [14] (Figure 1
from WECC Wind

Generation Modeling
Group, ‘‘WECC Wind

Power Plant Power Flow
Model Guide,’’ WECC,

May 2008, p. 2)
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(consuming reactive power) power factors of between 0.85 and 0.9, but banks
of switched capacitors are often used to correct the wind farm power factor.
Type 2 WTGs are wound rotor induction machines in which the rotor resis-
tance can be controlled. The advantages of this approach are discussed in
Chapter 11; from a power-flow perspective, they perform like Type 1 WTGs.

Most new WTGs are either Type 3 or Type 4. Type 3 wind turbines are
used to represent doubly-fed asynchronous generators (DFAGs), also some-
times referred to as doubly-fed induction generators (DFIGs). This type
models induction machines in which the rotor circuit is also connected to the
ac network through an ac-dc-ac converter allowing for much greater control
of the WTG. Type 4 wind turbines are fully asynchronous machines in which
the full power output of the machine is coupled to the ac network through an
ac-dc-ac converter. From a power-flow perspective both types are capable of
full voltage control like a traditional PV bus generator with reactive power
control between a power factor of up to � 0.9. However, like traditional syn-
chronous generators, how their reactive power is actually controlled depends
on commercial considerations, with many generator owners desiring to oper-
ate at unity power factor to maximize their real power outputs.

M U L T I P L E C H O I C E Q U E S T I O N S

SECTION 6.1

6.1 For a set of linear algebraic equations in matrix format, Ax ¼ y, for a unique solution
to exist, det (A) should be ________. Fill in the Blank.

6.2 For an N �N square matrix A, in (N � 1) steps, the technique of gauss elimination
can transform into an ________ matrix. Fill in the Blank.

SECTION 6.2

6.3 For the iterative solution to linear algebraic equations Ax ¼ y, the D matrix in the
Jacobi method is the ________ portion of A, whereas D for Gauss-Siedel is
the ________ portion of A.
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FIGURE 6.16

Typical wind speed
versus power curve
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6.4 Is convergence guaranteed always with Jacobi and Gauss-Siedel methods, as applied
to iterative solutions of linear algebraic equations?
(a) Yes (b) No

SECTION 6.3

6.5 For the iterative solutions to nonlinear algebraic equations with Newton-Raphson
Method, the Jacobian Matrix J (i) consists of the partial derivatives. Write down the
elements of first row of J (i).

6.6 For the Newton-Raphson method to work, one should make sure that J�1 exists.
(a) True (b) False

6.7 The Newton-Raphson method in four steps makes use of Gauss elimination and Back
Substitution.
(a) True (b) False

6.8 The number of iterations required for convergence is dependent/independent of the
dimension N for Newton-Raphson method. Choose one.

SECTION 6.4

6.9 The swing bus or slack bus is a reference bus for which V1 d1, typically 1:0 0� per
unit, is input data. The power-flow program computes ________. Fill in the Blank.

6.10 Most buses in a typical power-flow program are load buses, for which Pk and Qk are
input data. The power-flow program computes ________. Fill in the Blank.

6.11 For a voltage-controlled bus k, ________ are input data, while the power-flow pro-
gram computes ________. Fill in the Blanks.

6.12 When the bus k is a load bus with no generation and inductive load, in terms of gen-
eration and load, Pk ¼ ________, and Qk ¼ ________. Fill in the Blanks.

6.13 Starting from a single-line diagram of a power system, the input data for a power-flow
problem consists of ________, ________, and ________. Fill in the Blanks.

SECTION 6.5

6.14 Nodal equations I ¼ YbusV are a set of linear equations analogous to y ¼ Ax:
(a) True (b) False

6.15 Because of the nature of the power-flow bus data, nodal equations do not directly fit
the linear-equation format, and power-flow equations are actually nonlinear. How-
ever, Gauss-Siedel method can be used for the power-flow solution.
(a) True (b) False

SECTION 6.6

6.16 The Newton-Raphson method is most well suited for solving the nonlinear power-flow
equations.
(a) True (b) False

6.17 By default, PowerWorld Simulator uses ________ method for the power-flow solution.
Fill in the Blank.
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SECTION 6.7

6.18 Prime-mover control of a generator is responsible for a significant change in ________,
whereas excitation control significantly changes ________. Fill in the Blanks.

6.19 From the power-flow standpoint, the addition of a shunt-capacitor bank to a load bus
corresponds to the addition of a positive/negative reactive load. Choose the right word.

6.20 Tap-changing and voltage-magnitude-regulating transformers are used to control bus
voltages and reactive power flows on lines to which they are connected.
(a) True (b) False

SECTION 6.8

6.21 A matrix, which has only a few nonzero elements, is said to be ________. Fill in the
Blank.

6.22 Sparse-matrix techniques are used in Newton-Raphson power-flow programs in order
to reduce computer ________ and ________ requirements. Fill in the Blanks.

6.23 Reordering buses can be an e¤ective sparsity technique, in power-flow solution.
(a) True (b) False

SECTION 6.9

6.24 While the fast decoupled power flow usually takes more iterations to converge, it is
usually significantly faster than the Newton-Raphson method.
(a) True (b) False

SECTION 6.10

6.25 The ‘‘dc’’ power-flow solution, giving approximate answers, is based on completely
neglecting the Q–V equation, and solving the linear real-power balance equations.
(a) True (b) False

P R O B L E M S

SECTION 6.1

6.1 Using Gauss elimination, solve the following linear algebraic equations:

�25x1 þ 5x2 þ 10x3 þ 10x4 ¼ 0

5x1 � 10x2 þ 5x3 ¼ 2

10x1 þ 5x2 � 10x3 þ 10x4 ¼ 1

10x1 � 20x4 ¼ �2

6.2 Using Gauss elimination and back substitution, solve

6 2 1

4 10 2

3 4 14

2
64

3
75 x1

x2

x3

2
64

3
75¼ 3

4

2

2
64
3
75

358 CHAPTER 6 POWER FLOWS



6.3 Rework Problem 6.2 with the value of A11 changed to 4.

6.4 What is the di‰culty in applying Gauss elimination to the following linear algebraic
equations?

�10x1 þ 10x2 ¼ 10

5x1 � 5x2 ¼ �10

6.5 Show that, after triangularizing Ax ¼ y, the back substitution method of solving
AðN�1Þx ¼ yðN�1Þ requires N divisions, NðN � 1Þ=2 multiplications, and NðN � 1Þ=2
subtractions. Assume that all the elements of AðN�1Þ and yðN�1Þ are nonzero and real.

SECTION 6.2

6.6 Solve Problem 6.2 using the Jacobi iterative method. Start with x1ð0Þ ¼ x2ð0Þ ¼
x3ð0Þ ¼ 0, and continue until (6.2.2) is satisfied with e ¼ 0:01.

6.7 Repeat Problem 6.6 using the Gauss–Seidel iterative method. Which method con-
verges more rapidly?

6.8 Express the below set of equations in the form of (6.2.6), and then solve using the
Jacobi iterative method with e ¼ 0:05, and x1ð0Þ;¼ 1; x2ð0Þ ¼ 1; x3ð0Þ ¼ 0:

10 �2 �4

�2 6 �2

�4 �2 10

2
64

3
75 x1

x2

x3

2
64

3
75¼ �2

3

�1

2
64

3
75

6.9 Solve for x1 and x2 in the system of equations given by

x2 � 3x1 þ 1:9 ¼ 0

x2 þ x2
1 � 3:0 ¼ 0

by Gauss method with an initial guess of x1 ¼ 1 and x2 ¼ 1.

6.10 Solve x2 � 4xþ 1 ¼ 0 using the Jacobi iterative method with xð0Þ ¼ 1. Continue until
(Eq. 6.2.2) is satisfied with e ¼ 0:01. Check using the quadratic formula.

6.11 Try to solve Problem 6.2 using the Jacobi and Gauss–Seidel iterative methods with
the value of A33 changed from 14 to 0.14 and with x1ð0Þ ¼ x2ð0Þ ¼ x3ð0Þ ¼ 0. Show
that neither method converges to the unique solution.

6.12 Using the Jacobi method (also known as the Gauss method), solve for x1 and x2 in
the system of equations.

x2 � 3x1 þ 1:9 ¼ 0

x2 þ x1
2 � 1:8 ¼ 0

Use an initial guess x1ð0Þ ¼ 1:0 ¼ x2ð0Þ ¼ 1:0. Also, see what happens when you
choose an uneducated initial guess x1ð0Þ ¼ x2ð0Þ ¼ 100.

6.13 Use the Gauss-Seidel method to solve the following equations that contain terms that
are often found in power-flow equations.

x1 ¼ ð1=ð�20jÞÞ � ½ð�1þ 0:5jÞ=ðx1Þ� � ð j10Þ � x2 � ð j10Þ�

x2 ¼ ð1=ð�20jÞÞ � ½ð�3þ jÞ=ðx2Þ� � ð j10Þ � x1 � ð j10Þ�

Use an initial estimate of x1ð0Þ ¼ 1 and x2ð0Þ ¼ 1, and a stopping of e ¼ 0:05.
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6.14 Find a root of the following equation by using the Gauss-Seidel method: (use an ini-
tial estimate of x ¼ 2) f ðxÞ ¼ x3 � 6x2 þ 9x� 4 ¼ 0.

6.15 Use the Jacobi method to find a solution to x2 cos x� xþ 0:5 ¼ 0. Use xð0Þ ¼ 1
and e ¼ 0:01. Experimentally determine the range of initial values that results in
convergence.

6.16 Take the z-transform of (6.2.6) and show that XðzÞ ¼ GðzÞYðzÞ, where GðzÞ ¼
ðzU�MÞ�1D�1 and U is the unit matrix.

GðzÞ is the matrix transfer function of a digital filter that represents the Jacobi
or Gauss–Seidel methods. The filter poles are obtained by solving detðzU�MÞ ¼ 0.
The filter is stable if and only if all the poles have magnitudes less than 1.

6.17 Determine the poles of the Jacobi and Gauss–Seidel digital filters for the general two-
dimensional problem ðN ¼ 2Þ:

A11 A12

A21 A22

" #
x1

x2

" #
¼

y1

y2

" #

Then determine a necessary and su‰cient condition for convergence of these filters
when N ¼ 2.

SECTION 6.3

6.18 Use Newton–Raphson to find a solution to the polynomial equation f ðxÞ ¼ y where
y ¼ 0 and f ðxÞ ¼ x3 þ 8x2 þ 2x� 50. Start with xð0Þ ¼ 1 and continue until (6.2.2) is
satisfied with e ¼ 0:001.

6.19 Repeat 6.19 using xð0Þ ¼ �2.

6.20 Use Newton–Raphson to find one solution to the polynomial equation f ðxÞ ¼ y,
where y ¼ 7 and f ðxÞ ¼ x4 þ 3x3 � 15x2 � 19xþ 30. Start with xð0Þ ¼ 0 and continue
until (6.2.2) is satisfied with e ¼ 0:001.

6.21 Repeat Problem 6.20 with an initial guess of xð1Þ ¼ 4.

6.22 For Problem 6.20 plot the function f ðxÞ between x ¼ 0 and 4. Then provide a graph-
ical interpretation why points close to x ¼ 2:2 would be poorer initial guesses.

6.23 Use Newton–Raphson to find a solution to

ex1x2

cosðx1 þ x2Þ

" #
¼ 1:2

0:5

" #

where x1 and x2 are in radians. (a) Start with x1ð0Þ ¼ 1:0 and x2ð0Þ ¼ 0:5 and con-
tinue until (6.2.2) is satisfied with e ¼ 0:005. (b) Show that Newton–Raphson diverges
for this example if x1ð0Þ ¼ 1:0 and x2ð0Þ ¼ 2:0.

6.24 Solve the following equations by the Newton–Raphson method:

2x2
1 þ x2

2 � 10 ¼ 0

x2
1 � x2

2 þ x1x2 � 4 ¼ 0

Start with an initial guess of x1 ¼ 1 and x2 ¼ 1.
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6.25 The following nonlinear equations contain terms that are often found in the power-
flow equations:

f1ðxÞ ¼ 10x1 sin x2 þ 2 ¼ 0

f2ðxÞ ¼ 10ðx1Þ2 � 10x1 cos x2 þ 1 ¼ 0

Solve using the Newton–Raphson method starting with an initial guess of x1ð0Þ ¼ 1
and x2ð0Þ ¼ 0 radians, and a stopping criteria of e ¼ 10�4.

6.26 Repeat 6.25 except using x1ð0Þ ¼ 0:25 and x2ð0Þ ¼ 0 radians as an initial guess.

6.27 For the Newton–Raphson method the region of attraction (or basin of attraction) for a
particular solution is the set of all initial guesses that converge to that solution. Usually
initial guesses close to a particular solution will converge to that solution. However, for
all but the simplest of multi-dimensional, nonlinear problems the region of attraction
boundary is often fractal. This makes it impossible to quantify the region of attraction,
and hence to guarantee convergence. Problem 6.25 has two solutions when x2 is re-
stricted to being between �p and p. With the x2 initial guess fixed at 0 radians, numeri-
cally determine the values of the x1 initial guesses that converge to the Problem 6.25
solution. Restrict your search to values of x1 between 0 and 1.

SECTION 6.4

6.28 Consider the simplified electric power system shown in Figure 6.17 for which the power-
flow solution can be obtained without resorting to iterative techniques. (a) Compute the
elements of the bus admittance matrix Ybus. (b) Calculate the phase angle d2 by using the
real power equation at bus 2 (voltage-controlled bus). (c) Determine jV3j and d3 by using
both the real and reactive power equations at bus 3 (load bus). (d) Find the real power
generated at bus 1 (swing bus). (e) Evaluate the total real power losses in the system.

6.29 In Example 6.9, double the impedance on the line from bus 2 to bus 5. Determine the
new values for the second row of Ybus. Verify your result using PowerWorld Simulator
case Example 6.9.

6.30 Determine the bus admittance matrix (Ybus) for the following power three phase sys-
tem (note that some of the values have already been determined for you). Assume a
three-phase 100 MVA per unit base.

6.31 For the system from Problem 6.30, assume that a 75 Mvar shunt capacitance (three phase
assuming one per unit bus voltage) is added at bus 4. Calculate the new value of Y44.

5

5
0.8

FIGURE 6.17

Problem 6.27
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SECTION 6.5

6.32 Assume a 0:8þ j0:4 per unit load at bus 2 is being supplied by a generator at bus 1
through a transmission line with series impedance of 0:05þ j0:1 per unit. Assuming
bus 1 is the swing bus with a fixed per unit voltage of 1.0 0, use the Gauss-Seidel
method to calculate the voltage at bus 2 after three iterations.

6.33 Repeat the above problem with the swing bus voltage changed to 1.0 30� per unit.

6.34 For the three bus system whose Ybus is given below, calculate the second iteration
value of V3 using the Gauss-Seidel method. Assume bus 1 as the slack (with
V1 ¼ 1:0 0�), and buses 2 and 3 are load buses with a per unit load of S2 ¼ 1þ j0:5
and S3 ¼ 1:5þ j0:75. Use voltage guesses of 1.0 0� at both buses 2 and 3. The bus
admittance matrix for a three-bus system is

Ybus ¼
�j10 j5 j5

j5 �j10 j5

j5 j2 �j10

2
64

3
75

6.35 Repeat Problem 6.34 except assume the bus 1 (slack bus) voltage of V1 ¼ 1:05 0�.

TABLE 6.9

Bus input data for
Problem 6.30

Bus-to-Bus R per unit X per unit B per unit

1-2 0.02 0.06 0.06

1-3 0.08 0.24 0.05

2-3 0.06 0.18 0.04

2-4 0.08 0.24 0.05

2-5 0.02 0.06 0.02

3-4 0.01 0.04 0.01

4-5 0.03 0.10 0.04

TABLE 6.10

Partially Completed Bus
Admittance Matrix

(Ybus)

6.25 � j18.695 �5.00 þ j15.00 �1.25 þ j3.75 0 0

�5.00 þ j15.00

North

South

1

2 5Elm

Lake Main3 4
FIGURE 6.18

Sample System Diagram
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6.36 The bus admittance matrix for the power system shown in Figure 6.19 is given by

Ybus ¼

3� j9 �2þ j6 �1þ j3 0

�2þ j6 3:666� j11 �0:666þ j2 �1þ j3

�1þ j3 �0:666þ j2 3:666� j11 �2þ j6

0 �1þ j3 �2þ j6 3� j9

2
6664

3
7775 per unit

With the complex powers on load buses 2, 3, and 4 as shown in Figure 6.19, deter-
mine the value for V 2 that is produced by the first and second iterations of the Gauss–
Seidel procedure. Choose the initial guess V2ð0Þ ¼ V3ð0Þ ¼ V4ð0Þ ¼ 1:0 0� per unit.

6.37 The bus admittance matrix of a three-bus power system is given by

Ybus ¼ �j

7 �2 �5

�2 6 �4

�5 �4 9

2
64

3
75 per unit

with V1 ¼ 1:0 0� per unit; V2 ¼ 1:0 per unit; P2 ¼ 60 MW; P3 ¼ �80 MW; Q3 ¼ �60
MVAR (lagging) as a part of the power-flow solution of the system, find V2 and V3

within a tolerance of 0.01 per unit, by using Gauss-Seidel iteration method. Start with
d2 ¼ 0, V3 ¼ 1:0 per unit, and d3 ¼ 0.

SECTION 6.6

6.38 A generator bus (with a 1.0 per unit voltage) supplies a 150 MW, 50 Mvar load
through a lossless transmission line with per unit (100 MVA base) impedance of j0.1
and no line charging. Starting with an initial voltage guess of 1:0 0�, iterate until
converged using the Newton–Raphson power flow method. For convergence criteria
use a maximum power flow mismatch of 0.1 MVA.

6.39 Repeat Problem 6.37 except use an initial voltage guess of 1:0 30�:

6.40 Repeat Problem 6.37 except use an initial voltage guess of 0:25 0�:

FIGURE 6.19

Problem 6.36
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6.41 Determine the initial Jacobian matrix for the power system described in Problem 6.33.

6.42 Use the Newton–Raphson power flow to solve the power system described in
Problem 6.34. For convergence criteria use a maximum power flow mismatch of 0.1 MVA.

6.43 For a three bus power system assume bus 1 is the swing with a per unit voltage of
1:0 0�, bus 2 is a PQ bus with a per unit load of 2:0þ j0:5, and bus 3 is a PV bus with
1.0 per unit generation and a 1.0 voltage setpoint. The per unit line impedances are
j0.1 between buses 1 and 2, j0:4 between buses 1 and 3, and j0:2 between buses 2
and 3. Using a flat start, use the Newton–Raphson approach to determine the first
iteration phasor voltages at buses 2 and 3.

6.44 Repeat Problem 6.42 except with the bus 2 real power load changed to 1.0 per unit.

PW 6.45 Load PowerWorld Simulator case Example 6.11; this case is set to perform a single
iteration of the Newton–Raphson power flow each time Single Solution is selected.
Verify that initially the Jacobian element J33 is 104.41. Then, give and verify the value
of this element after each of the next three iterations (until the case converges).

PW 6.46 Load PowerWorld Simulator case Problem 6_46. Using a 100 MVA base, each of the
three transmission lines have an impedance of 0:05þ j0:1 pu. There is a single
180 MW load at bus 3, while bus 2 is a PV bus with generation of 80 MW and a
voltage setpoint of 1.0 pu. Bus 1 is the system slack with a voltage setpoint of 1.0 pu.
Manually solve this case using the Newton–Raphson approach with a convergence
criteria of 0.1 MVA. Show all your work. Then verify your solution by solving the
case with PowerWorld Simulator.

PW 6.47 As was mentioned in Section 6.4, if a generator’s reactive power output reaches its
limit, then it is modeled as though it were a PQ bus. Repeat Problem 6.46, except as-
sume the generator at bus 2 is operating with its reactive power limited to a maximum
of 50 Mvar. Then verify your solution by solving the case with PowerWorld Simula-
tor. To increase the reactive power output of the bus 2 generator, select Tools, Play to
begin the power flow simulation, then click on the up arrow on the bus 2 magenta
voltage setpoint field until the reactive power output reaches its maximum.

PW 6.48 Load PowerWorld Simulator case Problem 6_46. Plot the reactive power output of the
generator at bus 2 as a function of its voltage setpoint value in 0.005 pu voltage steps over
the range between its lower limit of �50 Mvar and its upper limit of 50 Mvar. To change
the generator 2 voltage set point first select Tools, Play to begin the power flow simula-
tion, and then click on the up/down arrows on the bus 2 magenta voltage setpoint field.

SECTION 6.7

PW 6.49 Open PowerWorld Simulator case Problem 6_49. This case is identical to Example 6.9
except that the transformer between buses 1 and 5 is now a tap-changing transformer
with a tap range between 0.9 and 1.1 and a tap step size of 0.00625. The tap is on the
high side of the transformer. As the tap is varied between 0.975 and 1.1, show the varia-
tion in the reactive power output of generator 1, V5, V2, and the total real power losses.

PW 6.50 Use PowerWorld Simulator to determine the Mvar rating of the shunt capacitor bank
in the Example 6_14 case that increases V2 to 1.0 per unit. Also determine the e¤ect of
this capacitor bank on line loadings and the total real power losses (shown immedi-
ately below bus 2 on the one-line). To vary the capacitor’s nominal Mvar rating,
right-click on the capacitor symbol to view the Switched Shunt Dialog, and then
change Nominal Mvar field.
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PW 6.51 Use PowerWorld Simulator to modify the Example 6.9 case by inserting a second line
between bus 2 and bus 5. Give the new line a circuit identifier of ‘‘2’’ to distinguish it
from the existing line. The line parameters of the added line should be identical to
those of the existing lines 2–5. Determine the new line’s e¤ect on V2, the line loadings,
and on the total real power losses.

PW 6.52 Open PowerWorld Simulator case Problem 6_52. Open the 69 kV line between buses
HOMER69 and LAUF69 (shown toward the bottom-left). With the line open, deter-
mine the amount of Mvar (to the nearest 1 Mvar) needed from the HANNAH69
capacitor bank to correct the HANNAH69 voltage to at least 1.0 pu.

PW 6.53 Open PowerWorld Simulator case Problem 6_53. Plot the variation in the total system
real power losses as the generation at bus BLT138 is varied in 20-MW blocks between
0 MW and 400 MW. What value of BLT138 generation minimizes the total system losses?

PW 6.54 Repeat Problem 6.53, except first remove the 138-69 kV transformer between BLT138
and BLT69.

SECTION 6.8

6.55 Using the compact storage technique described in Section 6.8, determine the vectors
DIAG, OFFDIAG, COL, and ROW for the following matrix:

S ¼

17 �9:1 0 0 �2:1 �7:1

�9:1 25 �8:1 �1:1 �6:1 0

0 �8:1 9 0 0 0

0 �1:1 0 2 0 0

�2:1 �6:1 0 0 14 �5:1

�7:1 0 0 0 �5:1 15

2
6666666664

3
7777777775

6.56 For the triangular factorization of the corresponding Ybus, number the nodes of the
graph shown in Figure 6.9 in an optimal order.

SECTION 6.10

6.57 Compare the angles and line flows between the Example 6.17 case and results shown
in Tables 6.6, 6.7, and 6.8.

6.58 Redo Example 6.17 with the assumption that the per unit reactance on the line be-
tween buses 2 and 5 is changed from 0.05 to 0.03.

PW 6.59 Open PowerWorld Simulator case Problem 6.58, which models a seven bus system
using the dc power flow approximation. Bus 7 is the system slack. The real power
generation/load at each bus is as shown, while the per unit reactance of each of the
lines (on a 100 MVA base) is as shown in yellow on the one-line. (a) Determine the six
by six B matrix for this system and the P vector. (b) Use a matrix package such as
Matlab to verify the angles as shown on the one-line.

PW 6.60 Using the PowerWorld Simulator case from Problem 6.59, if the rating on the line be-
tween buses 1 and 3 is 65 MW, the current flow is 59 MW (from one to three), and the
current bus one generation is 160 MW, analytically determine the amount this gener-
ation can increase until this line reaches 100% flow. Assume any change in the bus 1
generation is absorbed at the system slack.
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SECTION 6.11

PW 6.61 PowerWorld Simulator cases Problem 6_61_PQ and 6_61_PV model a seven bus power
system in which the generation at bus 4 is modeled as a Type 1 or 2 wind turbine in the
first case, and as a Type 3 or 4 wind turbine in the second. A shunt capacitor is used to
make the net reactive power injection at the bus the same in both cases. Compare the
bus 4 voltage between the two cases for a contingency in which the line between buses 2
and 4 is opened. What is an advantage of a Type 3 or 4 wind turbine with respect to
voltage regulation following a contingency? What is the variation in the Mvar output of
a shunt capacitor with respect to bus voltage magnitude?

C A S E S T U DY Q U E S T I O N S

A. What are some of the benefits of a high voltage electric transmission system?

B. Why is transmission capacity in the U.S. decreasing?

C. How has transmission planning changed since the mid 1990s?

D. How is the power flow used in the transmission planning process?

DESIGN PROJECT 1: A NEW WIND FARM

You’ve just been hired as a new power engineer with Kyle and Weber Wind
(KWW), one of the country’s leading wind energy developers. KWW has
identified the rolling hills to the northwest of the Metropolis urban area as an
ideal location for a new 200 MW wind farm. The local utility, Metropolis
Light and Power (MLP), seems amenable to this new generation develop-
ment taking place within their service territory. However, they are also quite
adamant that any of the costs associated with transmission system upgrades
necessary to site this new generation be funded by KWW. Therefore, your
supervisor at KWW has requested that you do a preliminary transmission
planning assessment to determine the least cost design.

Hence, your job is to make recommendations on the least cost design for
the construction of new lines and transformers to ensure that the transmission
system in the MLP system is adequate for any base case or first contingency
loading situation when the KWW wind farm is installed and operating at its
maximum output of 200 MW. Since the wind farm will be built with Type 3
DFAG wind turbines, you can model the wind farm in the power flow as a
single, equivalent traditional PV bus generator with an output of 200 MW, a
voltage setpoint of 1.05 per unit, and with reactive power limits of �100 Mvar.
In keeping with KWW tradition, the wind interconnection point will be at
69 kV, and for reliability purposes your supervisor requests that there be two
separate feeds into the interconnection substation.

The following table shows the available right-of-way distances for the
construction of new 69 kV and/or new 138 kV lines. All existing 69 kV only
substations are large enough to accommodate 138 kV as well.
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Design Procedure

1. Load DesignCase1 into PowerWorld Simulator. This case contains
the initial system power flow case, and the disconnected KWW gener-
ator and its interconnection bus. Perform an initial power-flow solu-
tion to determine the initial system operating point. From this solution
you should find that all the line flows and bus voltage magnitudes are
within their limits. Assume all line MVA flows must be at or below
100% of their limit values, and all voltages must be between 0.95 and
1.10 per unit.

2. Repeat the above analysis considering the impact of any single
transmission line or transformer outage. This is known as n-1 con-
tingency analysis. To simplify this analysis, PowerWorld Simulator
has the ability to automatically perform a contingency analysis
study. Select Tools, Contingency Analysis to show the Contingency
Analysis display. Note that the 57 single line/transformer con-
tingencies are already defined. Select Start Run (toward the bottom
right corner of the display) to automatically see the impact of re-
moving any single element. Without the KWW generation the sys-
tem has no contingency (n-1) violations.

3. Using the available rights-of-ways and the transmission line parame-
ters/costs given in the table, iteratively determine the least expensive
system additions so that the base case and all the contingences result in
reliable operation points with the KWW generation connected with an
output of 200 MW. The parameters of the new transmission lines(s)
need to be derived using the tower configurations and conductor types
provided by the instructor. In addition, the transmission changes you
propose will modify the total system losses, indicated by the yellow
field on the one-line. While the system losses are not KWW’s respon-
sibility, your supervisor has asked you to consider the impact your de-
sign changes will have on the total system losses assuming the system
operates in the studied condition for the next five years. Hence, you
should minimize the total construction costs minus the savings asso-
ciated with any decrease in system losses over the next five years.

4. Write a detailed report including the justification for your final rec-
ommendation.

Simplifying Assumptions

To simplify the analysis, several assumptions are made:

1. You need only consider the base case loading level given in Design-
Case1. In a real design, typically a number of di¤erent operating
points/loading levels must be considered.
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2. You should consider all the generator real power outputs, including
that of the new KWW generation, as fixed values. The change in the
total system generation due to the addition of the 200 MW in KWW
generation and any changes in the system losses are always picked
up by the system slack.

3. You should not modify the status of the capacitors or the trans-
former taps.

4. You should assume that the system losses remain constant over the
five-year period, and you need only consider the impact and new de-
sign has on the base case losses. The price for losses can be assumed
to be $50/MWh.

5. You do not need to consider contingencies involving the new trans-
mission lines and possibly any transformers you may be adding.

FIGURE 6.20 Design Case 1 System One-line Diagram
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6. While an appropriate control response to a contingency might be to
decrease the KWW wind farm output (by changing the pitch on the
wind turbine blades), your supervisor has specifically asked you not
to consider this possibility. Therefore the KWW generator should
always be assumed to have a 200 MW output.

Available New Rights-of-Ways for Design Case 1

Right-of-Way/Substation Right-of-Way Mileage(km)
KWW to PAI 9.66
KWW to PETE 11.91
KKWW to DEMAR 19.31
KKWW to GROSS 7.24
KKWW to HISKY 18.02
KKWW to TIM 20.92
KKWW to RAY 24.14
KWW to ZEB 17.7

DESIGN PROJECT 2: SYSTEM PLANNING
FOR GENERATION RETIREMENT

After more than 70 years of supplying downtown Metropolis with electricity
it is time to retire the SANDERS69 power plant. The city’s downtown revi-
talization plan, coupled with a desire for more green space, make it impossi-
ble to build new generation in the downtown area. At the same time, a
booming local economy means that the city-wide electric demand is still as
high as ever, so this impending plant retirement is going to have some ad-
verse impacts on the electric grid. As a planning engineer for the local utility,
Metropolis Light and Power (MLP), your job is to make recommendations
on the construction of new lines and transformers to ensure that the trans-
mission system in the MLP system is adequate for any base case or first con-
tingency loading situation. The below table shows the right-of-way distances
that are available for the construction of new 69 kV and/or new 138 kV lines.
All existing 69 kV only substations are large enough to accommodate 138 kV
as well.

Design Procedure

1. Load DesignCase2 into PowerWorld Simulator which contains the
system dispatch without the SANDERS69 generator. Perform an
initial power flow solution to determine the initial system operating
point. From this solution you should find that all the line flows and
bus voltage magnitudes are within their limits. Assume all line MVA
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flows must be at or below 100% of their limit values, and all voltages
must be between 0.95 and 1.10 per unit.

2. Repeat the above analysis considering the impact of any single
transmission line or transformer outage. This is known as n-1 con-
tingency analysis. To simplify this analysis, PowerWorld Simulator
has the ability to automatically perform a contingency analysis
study. Select Tools, Contingency Analysis to show the Contingency
Analysis display. Note that the 57 single line/transformer con-
tingencies are already defined. Select Start Run (toward the bottom
right corner of the display) to automatically see the impact of re-
moving any single element. Without the SANDERS69 generation
this system is insecure for several contingencies, including at least
one that has nothing to do with the power plant retirement (but it
still needs to be fixed).

3. Using the rights-of-way and the transmission line parameters/costs
given in the table, iteratively determine the least expensive system
additions so that the base case and all the contingences result in se-
cure operation points. The parameters of the new transmission
lines(s) need to be derived using the tower configurations and con-
ductor types provided by the instructor. The total cost of an addition
is defined as the construction costs minus the savings associated with
any decrease in system losses over the next five years.

4. Write a detailed report discussing the initial system problems, your
approach to optimally solving the system problems and the justifica-
tion for your final recommendation.

Simplifying Assumptions

To simplify the analysis, several assumptions are made:

1. You need only consider the base case loading level given in Design-
Case2. In a real design, typically a number of di¤erent operating
points/loading levels must be considered.

2. You should consider the generator outputs as fixed values; any
changes in the losses are always picked up by the system slack.

3. You should not modify the status of the capacitors or the trans-
former taps.

4. You should assume that the system losses remain constant over the
five-year period and need only consider the impact and new design
has on the base case losses. The price for losses can be assumed to be
$50/MWh.
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Available New Rights-of-Ways

Right-of-Way/Substation Right-of-Way Mileage (km)
BOB to SCOT 13.68
BOB to WOLEN 7.72
FERNA to RAY 9.66
LYNN to SCOT 19.31
LYNN to WOLEN 24.14
SANDER to SCOTT 9.66
SLACK to WOLEN 18.51
JO to SCOT 24.14

FIGURE 6.21 Design Case 2 System One-line Diagram
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DESIGN PROJECTS 1 AND 2: SAMPLE
TRANSMISSION SYSTEM DESIGN COSTS

Transmission lines (69 kV and 138 kV) New transmission lines include a
fixed cost and a variable cost. The fixed cost is for the design work, the purchase/
installation of the three-phase circuit breakers, associated relays, and changes to
the substation bus structure. The fixed costs are $200,000 for a 138-kV line and
$125,000 for a 69-kV line.

The variable costs depend on the type of conductor and the length of
the line. The assumed cost in $/km are given here.

Conductor Type
Current Rating
(Amps) 138-kV Lines 69-kV Lines

Rook 770 $250,000/km $200,000/km

Crow 830 $270,000/km $220,000/km

Condor 900 $290,000/km $240,000/km

Cardinal 1110 $310,000/km

Lined impedance data and MVA ratings are determined based on the
conductor type and tower configuration. The conductor characteristics are
given in Table A.4 of the book. For these design problems assume a symmetric
tower configurations with the spacing between the conductors student specific.
To find your specific value consult the table at the end of this design project.

Transformers (138 kV/69 kV) Transformer costs include associated cir-
cuit breakers, relaying and installation.

101 MVA $950,000

187 MVA $1,200,000

Assume any new 138/69 kV transformer has 0.0025 per unit resistance and
0.04 per unit reactance on a 100-MVA base.

Bus work

Upgrade 69-kV substation to 138/69 kV $200,000

DESIGN PROJECT 3: SYSTEM PLANNING*

Time given: 11 weeks
Approximate time required: 40 hours
Additional references: [10, 11]

* This case is based on a project assigned by Adjunct Professor Leonard Dow at Northeastern
University, Boston, Massachusetts.
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Figure 6.22 shows a single-line diagram of four interconnected power systems
identified by di¤erent graphic bus designations. The following data are given:

1. There are 31 buses, 21 lines, and 13 transformers.

2. Generation is present at buses 1, 16, 17, 22, and 23.

3. Total load of the four systems is 400 MW.

4. Bus 1 is the swing bus.

5. The system base is 100 MVA.

6. Additional information on transformers and transmission lines is
provided in [10, 11].

Based on the data given:

1. Allocate the total 400-MW system load among the four systems.

2. For each system, allocate the load to buses that you want to repre-
sent as load buses. Select reasonable load power factors.

3. Taking into consideration the load you allocated above, select
appropriate transmission-line voltage ratings, MVA ratings, and
distances necessary to supply these loads. Then determine per-unit
transmission-line impedances for the lines shown on the single-line
diagram (show your calculations).

4. Also select appropriate transformer voltage and MVA ratings, and
determine per-unit transformer leakage impedances for the trans-
formers shown on the single-line diagram.

5. Develop a generation schedule for the 5 generator buses.

FIGURE 6.22

Design Project 3:
Single-line diagram for
31-bus interconnected

power system
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6. Show on a copy of the single-line diagram per-unit line impedances,
transformer impedances, generator outputs, and loads that you se-
lected above.

7. Using PowerWorld Simulator, run a base case power flow. In addi-
tion to the printed input/output data files, show on a separate copy
of the single-line diagram per-unit bus voltages as well as real and
reactive line flows, generator outputs, and loads. Flag any high/low
bus voltages for which 0:95 a V a 1:05 per unit and any line or
transformer flows that exceed normal ratings.

8. If the base case shows any high/low voltages or ratings exceeded,
then correct the base case by making changes. Explain the changes
you have made.

9. Repeat (7). Rerun the power-flow program and show your changes
on a separate copy of the single-line diagram.

10. Provide a typed summary of your results along with your above
calculations, printed power-flow input/output data files, and copies
of the single-line diagram.

DESIGN PROJECT 4: POWER FLOW/SHORT
CIRCUITS

Time given: 3 weeks
Approximate time required: 15 hours

Each student is assigned one of the single-line diagrams shown in Figures 6.23
and 6.24. Also, the length of line 2 in these figures is varied for each student.

Assignment 1: Power-Flow Preparation

For the single-line diagram that you have been assigned (Figure 6.23 or 6.24),
convert all positive-sequence impedance, load, and voltage data to per unit
using the given system base quantities. Then using PowerWorld Simulator,
create three input data files: bus input data, line input data, and transformer
input data. Note that bus 1 is the swing bus. Your output for this assignment
consists of three power-flow input data files.

The purpose of this assignment is to get started and to correct errors
before going to the next assignment. It requires a knowledge of the per-unit
system, which was covered in Chapter 3, but may need review.

Assignment 2: Power Flow

Case 1. Run the power flow program and obtain the bus, line, and trans-
former input/output data files that you prepared in Assignment 1.
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Case 2. Suggest one method of increasing the voltage magnitude at bus 4
by 5%. Demonstrate the e¤ectiveness of your method by making appropriate
changes to the input data of case 1 and by running the power flow program.

Your output for this assignment consists of 12 data files, 3 input and 3
output data files for each case, along with a one-paragraph explanation of
your method for increasing the voltage at bus 4 by 5%.

During this assignment, course material contains voltage control methods,
including use of generator excitation control, tap changing and regulating trans-
formers, static capacitors, static var systems, and parallel transmission lines.

This project continues in Chapters 7 and 9.

DESIGN PROJECT 5: POWER FLOW*

Time given: 4 weeks
Approximate time required: 25 hours

FIGURE 6.23 Single-line diagram for Design Project 4—transmission loop

*This case is based on a project assigned by Adjunct Professor Richard Farmer at Arizona State
University, Tempe, Arizona.
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Figure 6.25 shows the single-line diagram of a 10-bus power system with 7
generating units, 2 345-kV lines, 7 230-kV lines, and 5 transformers. Per-unit
transformer leakage reactances, transmission-line series impedances and
shunt susceptances, real power generation, and real and reactive loads during
heavy load periods, all on a 100-MVA system base, are given on the diagram.
Fixed transformer tap settings are also shown. During light load periods, the
real and reactive loads (and generation) are 25% of those shown. Note that
bus 1 is the swing bus.

Design Procedure

Using PowerWorld Simulator (convergence can be achieved by changing
load buses to constant voltage magnitude buses with wide var limits), deter-
mine:

1. The amount of shunt compensation required at 230- and 345-kV
buses such that the voltage magnitude 0:99 a V a 1:02 per unit at all
buses during both light and heavy loads. Find two settings for the
compensation, one for light and one for heavy loads.

2. The amount of series compensation required during heavy loads on
each 345-kV line such that there is a maximum of 40� angular dis-
placement between bus 4 and bus 10. Assume that one 345-kV line is

FIGURE 6.24 Single-line diagram for Design Project 4—radial distribution feeder
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out of service. Also assume that the series compensation is e¤ectively
distributed such that the net series reactance of each 345-kV line is
reduced by the percentage compensation. Determine the percentage
series compensation to within G10%.
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