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Abstract—This paper proposes a scheme for position estimation of randomly deployed sensor nodes in a wireless sensor network. Without GPS capability on any of the sensors, the position estimation is facilitated by beacons that move within the network. The beacons are equipped with GPS and can broadcast messages that contain the beacon identifiers and their current positions. With erroneous boundary beacon positions captured at the sensor, the sensor calculates its own position iteratively and updates the estimates upon newly acquired beacon positions. Practical implementation issues are discussed and simulation results show that the proposed iterative approach converges quickly even with beacon positions that have large errors.

I. INTRODUCTION

Position estimation of randomly deployed sensor nodes is an important issue in wireless sensor networks. Accurate positions of sensor nodes improve the routing efficiency and the quality of location-based services [1]. Some positioning schemes require that a number of nodes have GPS capabilities. These positions are propagated through the entire wireless sensor network in order for other nodes to estimate their own absolute positions [2]. However, randomly deployed wireless sensor nodes are usually simple and do not have GPS capability.

A promising scheme for node localization is to use mobile robots in a wireless sensor network [3]. Mobile anchor points are described in [4] to facilitate the localization of sensor nodes. Each anchor is equipped with GPS and has sufficient energy to move in the sensing field and broadcast beacon messages to neighboring sensors. This sensor localization scheme needs no extra hardware or data communication for the sensor nodes. The algorithm can be extended to a more challenging situation in which the beacon’s position is not known a priori and needs to be estimated through local measurements [5].

A critical implementation concern is that the beacon positions acquired or estimated are usually erroneous [6] or at quantized distance levels [2].

In this paper, we propose a position estimation scheme that uses the assistance of moving beacons in the sensor network. We take into account the reliability of the acquired boundary beacon positions. Positions with large errors are cast. The sensors that receive sufficient boundary beacon positions, at least four non-collinear points, establish confident position estimates through iterative refinements. These position estimates are further propagated in the wireless sensor network for other nodes to compute their own positions. We discuss our work in a two-dimensional wireless sensor network.

Specifically, we evaluate the iterative approach of the sensor position estimation as follows.

1) During the initial positioning process, the sensors that have acquired sufficient boundary beacon positions calculate their own positions as the circle centers and the sensing radii as a least squares solution to a linear equation.

2) When sensors that went through the initial positioning process acquire another group of sufficient boundary beacon positions, they refine the estimates of their positions (circle centers) and the sensing radii through the Levenberg-Marquardt optimization method. The previous estimated circle center positions and radii are used as the initial guesses. The trust region bounds are selected as the standard deviation or the quantization error of the acquired boundary beacon positions.

3) Some restrictions may apply to eliminate beacon position estimates with large errors. These errors can be caused by propagation obstacles in between the transmitting beacon and the receiving sensor.

4) Multiple beacons can be used in the network. For sensors that have never been visited by a moving beacon, their position estimations can be fulfilled by cooperative localization.

II. SENSOR POSITION ESTIMATION WITH MOVING BEACONS

As shown in Figure 1, autonomous beacons that are equipped with GPS travel through the sensing field. These beacons periodically broadcast their identifiers and current positions with constant transmit power. Assume that each sensor has an omnidirectional receive pattern. That is, the received signal strength (RSS) is related to the distance between the sensor itself and the transmitting beacon, but not to the angle of arrival of the beacon signal. During the positioning process, we define the sensing radius as the largest distance between the sensor and the beacon that the sensor node can correctly detect the beacon message. Note that different sensors may have different sensing radii.

The sensor receives a series of messages from a particular beacon when it moves within the sensing radius. The sensor adds a time stamp to each beacon message it acquires. When the beacon traverses inside the sensing circle, the time stamps are equally spaced. The beginning and the end of this series can be considered, respectively, messages sent when
In practice, the acquired boundary beacon positions may be erroneous. Suppose that $M$ beacon points are detected, that is $\{B_i(x_i, y_i), i = 1, 2, \ldots, M, M > 3\}$. If these points do not lie on a straight line, the center of the circle, $S(c_x, c_y)$, can be uniquely determined as a least-squares solution to the linear equation:

$$
\begin{align*}
\begin{bmatrix}
  x_1 - x_2 & y_1 - y_2 \\
  x_2 - x_3 & y_2 - y_3 \\
  \vdots & \vdots \\
  x_{M-1} - x_M & y_{M-1} - y_M
\end{bmatrix}
\begin{bmatrix}
  c_x \\
  c_y
\end{bmatrix}
&= \begin{bmatrix}
  x_1^2 - x_2^2 + y_1^2 - y_2^2 \\
  x_2^2 - x_3^2 + y_2^2 - y_3^2 \\
  \vdots \\
  x_{M-1}^2 - x_M^2 + y_{M-1}^2 - y_M^2
\end{bmatrix}
\end{align*}
$$

As the $M$ points do not lie on a straight line, $|A| \neq 0$. We have

$$
\begin{bmatrix}
  c_x \\
  c_y
\end{bmatrix}
= (A' A)^{-1} A' b
$$

where $\dagger$ denotes pseudo inverse. And the circle radius is given by

$$
r = \sqrt{\sum_{i=1}^{M} (c_x - x_i)^2 + (c_y - y_i)^2}
$$

**B. Iterative Approach**

The mobile beacon moves in the sensor network. As soon as a sensor acquires more than three non-collinear boundary beacon positions, it starts to calculate its own position and sensing radius. On one hand, these results may be erroneous due to the inaccuracy of the beacon positions. On the other hand, the beacon continues to move and it may enter the sensing area again. Therefore, the sensor can use the newly acquired boundary beacon positions to refine the estimates of node position and sensing radius.

Suppose that the current estimates of the circle center and radius are $S(c_x, c_y)$ and $r$, respectively. They are estimated based on the previous $M$ boundary beacon points. Over a period of time, $N$ new boundary beacon points, $B_i(x_i, y_i), i = 1, \ldots, N$, are detected by the same sensor. Now the estimates, $S(c_x, c_y)$ and $r$, are used as the initial guess of the new search given the new group of $N$ boundary beacon positions. Once the new estimates are derived as $S'(c'_x, c'_y)$ and $r'$, the sensor position and the sensing radius are updated via

$$
S(c_x, c_y) := \frac{S(c_x, c_y) \times M + S'(c'_x, c'_y) \times N}{M + N}
$$

and

$$
r := \frac{rM + r'N}{M + N}
$$

**III. Position Estimation Approaches**

**A. Direct Approach**

During the initial positioning process, the sensors that have acquired four or more non-collinear boundary beacon positions calculate their positions and sensing radii directly.

1) **Ideal Case – Beacon Points Exactly On A Circle:** Given three non-collinear points, $B_1(x_1, y_1), B_2(x_2, y_2)$, and $B_3(x_3, y_3)$, by analysis geometry the center of the circle, $S(c_x, c_y)$, can be found as

$$
c_x = \begin{vmatrix}
  x_1^2 + y_1^2 & 1 \\
  x_2^2 + y_2^2 & 1 \\
  x_3^2 + y_3^2 & 1
\end{vmatrix}, \quad c_y = \begin{vmatrix}
  x_1 & x_1^2 + y_1^2 & 1 \\
  x_2 & x_2^2 + y_2^2 & 1 \\
  x_3 & x_3^2 + y_3^2 & 1
\end{vmatrix}
$$

And the circle radius is given by

$$
r = \sqrt{(x_1 - c_x)^2 + (y_1 - c_y)^2}
$$

Note that, if the three points are non-collinear,

$$
\begin{vmatrix}
  x_1 & y_1 & 1 \\
  x_2 & y_2 & 1 \\
  x_3 & y_3 & 1
\end{vmatrix} \neq 0.
$$

2) **Non-ideal Case – Erroneous Beacon Points:**
To find the new estimates, we construct a cost function that is given by

$$f = \frac{1}{2} \sum_{i=1}^{N} (r_i - r)^2 = \frac{1}{2} \mathbf{F}(\mathbf{c})^T \mathbf{F}(\mathbf{c})$$  \hspace{1cm} (9)$$

where \(r_i = \sqrt{(x_i - c_x)^2 + (y_i - c_y)^2}\), and \(\mathbf{F}\) is the vector-valued function given by

$$\mathbf{F}(\mathbf{c}) = \begin{pmatrix} r_1 - r \\ r_2 - r \\ \vdots \\ r_N - r \end{pmatrix}$$  \hspace{1cm} (10)$$

This is a nonlinear least-squares optimum problem that can be written as

$$\min_{\mathbf{c}} f(\mathbf{c}) = \frac{1}{2} \sum_{i=1}^{N} f_i(\mathbf{c})^2 = \frac{1}{2} \mathbf{F}(\mathbf{c})^T \mathbf{F}(\mathbf{c})$$ \hspace{1cm} (11)$$

where, \(\mathbf{c} = (c_x, c_y, r)\), \(f_i(\mathbf{c}) = r_i - r\). We could use the Gauss-Newton method to find the minimum of \(f\). But this method is sensitive to the initial guess, and iterations diverge if the guess is too far due to large errors in beacon positions. Therefore, we choose the Levenberg-Marquardt (LM) method [8]. The LM search direction is obtained by solving the linear system

$$[\nabla \mathbf{F}(\mathbf{c})^T \nabla \mathbf{F}(\mathbf{c}) + \lambda I] \mathbf{p} = -\nabla \mathbf{F}(\mathbf{c})^T \mathbf{F}(\mathbf{c})$$ \hspace{1cm} (12)$$

where the vector step \(\mathbf{p}\) is the solution of the minimization problem. \(\nabla\) denotes the Jacobian, and \(\nabla \mathbf{F}(\mathbf{c})\) is given by

$$\nabla \mathbf{F}(\mathbf{c}) = \begin{pmatrix} \frac{c_x - x_1}{\sqrt{(x_1 - c_x)^2 + (y_1 - c_y)^2}} & \frac{c_y - y_1}{\sqrt{(x_1 - c_x)^2 + (y_1 - c_y)^2}} & -1 \\ \frac{c_x - x_2}{\sqrt{(x_2 - c_x)^2 + (y_2 - c_y)^2}} & \frac{c_y - y_2}{\sqrt{(x_2 - c_x)^2 + (y_2 - c_y)^2}} & -1 \\ \vdots & \vdots & \vdots \\ \frac{c_x - x_N}{\sqrt{(x_N - c_x)^2 + (y_N - c_y)^2}} & \frac{c_y - y_N}{\sqrt{(x_N - c_x)^2 + (y_N - c_y)^2}} & -1 \end{pmatrix}^T$$

The iteration of estimates is equivalent to calculating the circle centers and radii of groups of \(N\) beacon points, and then average them. However, we have a more accurate initial guess for each LM search. Since the LM method is very efficient, this results in less steps for convergence in each search.

The LM method is implemented in the context of a trust-region strategy. The method trusts this model within a limited neighborhood of the point \(S(c_x, c_y)\), defined by the constraint

$$||\mathbf{p}|| \leq \Delta$$ \hspace{1cm} (13)$$

where, \(|| \cdot ||\) denotes the Euclidean norm. This serves to limit the size of the step taken from \(S\) to \(S'\). At the early iterations of the method when \(S\) may be far from the circle center, the value of \(\Delta\) may be small. At later iterations when \(S\) is closer to the circle center, it is hoped that there is greater trust in the model. Therefore, \(\Delta\) can be made sufficiently large.

In our algorithm, because \(\mathbf{p}\) consists of \(\Delta c_x, \Delta c_y, \) and \(\Delta r\), the trust region bound is selected as \(\Delta = \sqrt{2D}\). As shown in Figure 2, \(D\) can be either the standard deviation \(\sigma\) of the observed boundary beacon positions, or the quantization error of the discretely reported boundary beacon positions from the true boundary circle.

We calculate the Newton step first. That is

$$\mathbf{p} = -[\nabla \mathbf{F}(\mathbf{c})^T \nabla \mathbf{F}(\mathbf{c}) + \lambda I]^{-1} \nabla \mathbf{F}(\mathbf{c})^T \mathbf{F}(\mathbf{c})$$ \hspace{1cm} (14)$$

If the Newton direction does not satisfy the constraint \(||\mathbf{p}|| \leq \Delta = \sqrt{2D}\), we shall determine \(\lambda\) so that

$$||\mathbf{p}|| = ||(\nabla \mathbf{F}(\mathbf{c})^T \nabla \mathbf{F}(\mathbf{c}) + \lambda I)^{-1} \nabla \mathbf{F}(\mathbf{c})^T \mathbf{F}(\mathbf{c})||$$

$$= \Delta = \sqrt{2D}$$ \hspace{1cm} (15)$$

This is a nonlinear equation in \(\lambda\). For simplicity, we calculate \(\lambda\) at the first iteration and fix this value for future iterations.

IV. IMPLEMENTATION ISSUES

A. Multiple Beacons

A single beacon must follow a non-linear trajectory to assist positioning. In the case that it is difficult for the moving beacon to turn sharply and pass through the vicinity of a particular sensor node twice, multiple beacons can be used simultaneously in the network. The broadcasting rates of
different beacons can be different to avoid signal collision. If these beacons have the same transmit power, the estimation algorithm remains the same. If beacons have different transmit powers, the sensor can detect pairs of “entering” and “leaving” boundary positions of the same beacon via acquired identifiers. As shown in Figure 3, \( \mathbf{B}_1 \) and \( \mathbf{B}_2 \) are such a pair, so are \( \mathbf{B}_3 \) and \( \mathbf{B}_4 \). These pairs are on concentric circles, and the sensor position can be estimated by finding the intersection of the perpendicular bisectors of chords [4]. For multiple erroneous beacon position pairs, this can be done by solving an over-determined linear equation.

B. Obstacle Tolerance

There may be propagation obstacles in the wireless sensor network that causes radio irregularity. Suppose that the beacons move in straight lines and the broadcasted messages are too weak to be recognized when it is not in line-of-sight to the sensor. In most cases, the sensor would detect four “boundary” beacon positions as shown in Figure 4. The estimation algorithm ignores the multiple collinear beacon positions with the same beacon identifier. In such a way, most of the obstacle-inflicted erroneous boundary positions can be removed.

Of course the model in Figure 4 does not include all cases. Too many obstacles in the network make the sensing environment unpredictable. The fading effect of the RSS has to be taken into account. The effect of frequency-selective fading can be diminished by using a spread-spectrum method that averages the received power over a wide range of frequencies, and the effect of random shadowing can be modeled as log-normal. A statistical model has to be used to replace the connectivity model with sensing circles. This is beyond the scope of this paper.

C. Cooperative Localization

It may be impractical for the beacons to traverse through the entire network such that they appear within the sensing radius of every sensor node. Multiple beacons traveling in the network can increase the possibility that a particular sensor has multiple visits.

Once a few sensor nodes acquire enough boundary beacon positions and estimate their positions, these estimates can be propagated through the network to assist other nodes to estimate their own positions [2]. The node positions can be estimated given noisy pairwise distance measurements via RSS or time-of-arrival (TOA) [9]. An approach of computing the positions of nodes given only connectivity information is given in [7]. It uses multidimensional scaling technique to transform proximity information into a geometric embedding. A few reference nodes are required to calculate the absolute positions. In a dense wireless sensor network, the proposed beacon-assisted method can locate a small fraction of the sensors. These sparse sensor nodes can be used as reference nodes for cooperative localization for all sensor nodes in the network [1], [10].

V. Simulations

In this section, we simulate the iterative approach of sensor positioning. Suppose a beacon moves in the vicinity of a particular sensor. The beacon periodically broadcasts its identifier and current position. The sensor keeps a list of the received messages and detects the beacon positions at the sensing boundary. These boundary positions are randomly chosen on the sensing circle with a Gaussian distributed error. Figure 5 shows the exact sensor position and the sensing circle. The * dots indicate the detected boundary beacon positions. Normalized with respect to the sensing radius, the standard deviation of these positions is \( \sigma = 0.2 \). Suppose the previously estimated sensor position, indicated as a square box in the figure, is erroneous. The previously estimated sensing radius is 0.5, yet the exact sensing radius is 1. When the sensor acquires four new non-collinear boundary beacon positions, it uses the current estimates of sensor position and sensing radius as the initial point to find the new ones using the LM method. Then, the estimates of sensor position and sensing radius are updated according to (6) and (7). This process repeats itself every time the sensor acquires four new non-collinear boundary beacon positions. The iterative estimates of the sensor position are shown as \( \Delta \) dots in the figure.
estimates are robust against large errors in acquiring the boundary beacon positions. The computational complexity on the sensor nodes is relatively high, however, the acquisition of new boundary beacon positions is continual but infrequent. The Levenberg-Marquardt optimization method is applied and the previously estimated points are used as its initial guess. The algorithm converges to the actual sensor positions quickly. The proposed scheme can be combined with the cooperative localization and be easily implemented in a distributed fashion.

VI. CONCLUSION

An iterative approach to locating wireless sensor nodes with the assistance of moving beacons is proposed. The position estimates are robust against large errors in acquiring the boundary beacon positions. The computational complexity on the sensor nodes is relatively high, however, the acquisition of new boundary beacon positions is continual but infrequent. The Levenberg-Marquardt optimization method is applied and the previously estimated points are used as its initial guess. The algorithm converges to the actual sensor positions quickly. The proposed scheme can be combined with the cooperative localization and be easily implemented in a distributed fashion.
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