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Abstract—Classification of ground vehicles based on acoustic signals can be employed effectively in battlefield surveillance, traffic control, and many other applications. The classification performance depends on the selection of signal features that determine the separation of different signal classes. In this paper, we investigate two feature extraction methods for acoustic signals from moving ground vehicles. The first one is based on spectrum distribution and the second one on wavelet packet transform. These two methods are evaluated using metrics such as separability ratio and the correct classification rate. The correct classification rate not only depends on the feature extraction method but also on the type of the classifier. This drives us to evaluate the performance of different classifiers, such as nearest neighbor algorithm (KNN), and support vector machine (SVM). It is found that, for vehicle sound data, a discrete spectrum based feature extraction method outperforms wavelet packet transform method. Experimental results verify that support vector machine is an efficient classifier for vehicles using acoustic signals.

I. INTRODUCTION

Due to the rapid progress in communications and sensor technologies, wireless sensor networks become very attractive area of research. It has been implemented in many disciplines and fields. There are uncountable applications for wireless sensor network. Data aggregation, event detection, monitoring, and tracking are some of the main applications for wireless sensor networks. Some of these applications deal with continuous signals, like sounds, images, videos, vibrations, magnetic field. Such applications need signal processing. Signal processing in wireless sensor network is mainly divided into the following categories: detection, classification, localization, and tracking. In this research we will investigate vehicle classification in wireless sensor network using acoustic signals. Moving ground vehicles affect the environment in different ways. Vehicle emits heats, sounds, magnetic field. There are many approaches that investigated vehicle identification based on different kinds of signals. The most promising approach for vehicle identification is the one that is based on acoustic signals. Moving vehicles emit characteristic sounds. These sounds are generated from moving parts, frictions, winds, emissions, tires,...etc. Assuming that similar vehicles that have the same working conditions generate the same sounds then these sounds can be used to classify vehicles [1]. This motivates people to study how to extract the best features that characterize each class of vehicles. Vehicle classification has been investigated in different domains, time domain, frequency domain, and time-frequency domain. The problem is how to extract the best features of the vehicle sound that characterize each vehicle type. Classification in this paper is based on frequency and time-frequency domain analysis. First we use the overall spectrum distribution to extract features. Since we assume that time dimension in this application has little information. Most of the information of vehicle sound is represented by spectrum distribution [2]. Sounds of vehicle that change with time are not characteristic features of vehicle. For instance if we have a stationary object with a fixed sound this sound will be characterized by the spectrum distribution. If we start moving this object the spectrum will be effected because of Doppler effect, noise and interference which none of them can be considered as a feature in our case. Because all of them do not depend on the vehicle but depend on the environment and on other none stationary variables that can not be considered as features like vehicle speed. This motivates us to think of a way to extract a good feature from the overall spectrum distribution of a moving ground vehicles. It is highly unlikely to identify moving ground vehicles in wireless sensor network vehicles if the features depend on some frequency components [2]. This is because, low frequency components exist for most of ground moving vehicle types. Frequency components magnitudes are not considered as good features because of the none station power distribution of the vehicle sounds. The power of the received signal depends mainly on the distance between vehicle and sensor and on the weather conditions, also it depends on the speed of the vehicles and the noise power and many other variables. This makes it difficult to pick some frequency components and consider them as features. Thus it is better to extract the features based on the overall spectrum distribution. Assuming that each sound source of the vehicle acoustic signal has only a dominating band of frequency this makes vehicle sounds have quasi-periodic structure. These bands may vary because of vehicle motion but the general disposition remains the same. Based on this assumption we assume that each class of vehicles have a unique combination of energies in the blocks of wavelet packet transform as in [3], [4]. This paper proposes a feature extraction technique based on wavelet packet transform and it compares the results with the other technique that is based on the overall spectrum distribution using two metrics, Separability ratio and classification rate. Support vector machine is used as
a classifier to find experimentally the classification rate. Then support vector machine classifier is compared with KNN classifier. The remainder of the paper is organized as follows. Section II presents the related work. Section III discusses the feature extraction methods. Section IV presents Feature Extraction Performance. Section V describes the experimental results. And finally, conclusions are discussed in section VI.

II. RELATED WORK

Acoustic based vehicle classification differs mainly in feature extraction approaches. In [5] Fast Fourier Transform (FFT) and Power Spectral Density (PSD) are used to extract feature vectors. Similarly in [6] the first 100 of 512 FFT coefficients are averaged by pairs to get a 50-dimensional FFT-based feature vector with resolution of 19.375 Hz and information for frequencies up to 968.75 Hz. Short Time Fourier Transform (STFT) is used in [7] to transform the overlapped acoustic Hamming windowed frames to a feature vector. Ref. [1] presents schemes to generate low dimension feature vectors based on PSD, using an approach that selects the most common frequency bands of PSD in all the training sets for each class. Ref. [2] proposes an algorithm that uses the overall shape of the frequency spectrum to extract the feature vector of each class. Principal component eigenvectors of the covariance matrix of the zero-mean-adjusted samples of spectrum are also used to extract the sound signature as in [8]. Ref. [9] proposes a probabilistic classifier that is trained on the principal components subspace of the short-time Fourier transform of the acoustic signature. Wavelet preprocessing provides multi-time-frequency resolution. Discrete Wavelet Transform (DWT) is used in [10] and [11] to extract features using statistical parameters and energy content of the wavelet coefficients. Wavelet packet transform is also used to extract vehicle acoustic signatures by obtaining the distribution of the energies among blocks of wavelet packet coefficients like in [3] and [4].

III. FEATURE EXTRACTION OF THE GROUND MOVING VEHICLE’S SOUND

A. Feature Extraction using the PSD of the STFT

The goal is to develop a scheme for extracting a low dimension feature vector, which is able to produce good classification results. The first feature extraction technique of acoustic signals in this paper is based on the low frequency band of the overall spectrum distribution. The low frequency band is utilized, because most of the vehicle’s sounds come from the rotating parts, which rotate and reciprocate in a low frequency, mainly less than 600 Hz. Sounds of moving ground vehicles are recorded at the nodes at a rate of 4960 Hz. After the positive detection decision, a signal of event is preprocessed as the following:

1) time preprocessing: DC bias should be removed by subtracting the mean from the time series samples.

\[ x_i(n) = x_i(n) - \frac{1}{N} \sum_{n=1}^{N} x_i(n) \]  

(1)

2) spectrum analysis: Feature vector will be the median of the magnitude of the STFT of a signal of event. It will be computed as the following: the magnitude of the spectrum is computed by FFT for a hamming window of size 512, without overlapping.

\[ X_i(W) = FFT(x_i(n)) \]  

(2)

After this, the spectrum magnitude is normalized for every frame

\[ X_i(W) = \frac{X_i(W)}{\sum_{k=1}^{K} X_i(W)} \]  

(3)

where K is the window size. The median of all frames is considered as the extracted feature vector.

\[ X_{mf}(W) = median(X_i(W)) \]  

(4)
The mean of all frames could also be considered as the extracted feature vector.

\[ X_{if}(W) = \frac{1}{Z} \sum_{i=1}^{Z} X_i(W) \tag{5} \]

where \( z = N/k \). The first 64 points of the median of the spectrum magnitude contain up to 620 Hz. This gives a 64 dimensional vector that characterizes each vehicle sound. We compared feature extraction using the mean and the median. The median gives better results, specially for noisy environments. Fig.3 displays the acoustic spectra distribution of vehicle 1 and vehicle 2. For the Unknown utterance, the same steps are done, except one frame of FFT is considered as the feature to be classified to reduce the cost of computation, because this FFT computation is performed online. This can be extended to have multiple frames, but this will increase the cost of computation.

B. Feature Selection Using Wavelet Transform

Wavelet transforms provide multi-resolution time-frequency analysis [12]. DWT approximation coefficients \( y \) are calculated by passing the time series samples \( x \) through a low pass filter with impulse response \( g \).

\[ y(n) = x(n) * g(n) = \sum_{k=-\infty}^{\infty} x(k)g(n-k). \]

The signal is also decomposed simultaneously using a high-pass filter \( h \). The outputs from the high-pass filter are the detail coefficients. The two filters are related to each other.

Wavelet packet transform can be viewed as a tree structure. The root of the tree is the time series of the vehicle sound. The next level is the result of one step of wavelet transform. Subsequent levels in the tree are obtained by applying the wavelet transform to the low and high pass filter results of the previous step’s wavelet transform. The Branches of the tree are the blocks of coefficients. Each block represents a band of frequency. Feature extraction of acoustic signals is based on the energy distribution of the block coefficients of wavelet packet transform.

1) WPT Algorithm Steps: After the positive detection decision, a one second time series is preprocessed as the following:

- The wavelet packet transform is applied for this signal then the energy of each block coefficients of the \( L \) level is calculated. Fig.4 displays the relation between the level number \( L \) of wavelet packet transform and the classification rate for SVM and KNN classifiers
- This approach provides a vector of length equal three and \( k \) for KNN=3.

Fig. 6 displays the blocks energy distribution for vehicle 1 and vehicle 2. In this paper we used classification rate as the metric for the evaluation of the feature extraction performance. But this metric depends on the classifier itself. Thus, we compare the classification rate for two classifiers as shown in Fig. 4 and Fig. 5. The classifiers performance depend on the number of training sets. Fig. 5 shows the relation between the number of training sets and the correct classification rate. It is clear from the figures that the best level length is eight for our specific data.

IV. FEATURE EXTRACTION PERFORMANCE

A. Separability Measures

Separability measures is a measure of class discriminability based on feature space partitioning. Good feature vector extractor provides close feature vectors for the same class, and far feature vectors for distinct classes. The goal is to have a feature extraction method that has high distance between distinct classes and low distance within each class. The metric is the separability ratio \( sr \), which is the ratio between the intraclass distance and the average interclass distance [13].

\[ sr = \frac{D_i}{D_I} \]  \tag{6}
Fig. 5. Classification rate vs. number of Training set for SVM and KNN. Where (L) the number of level equals eight and k for KNN=3.

\[ D_g = \frac{1}{C} \sum_{i=1}^{C} P_i \sum_{k=1}^{n_i} [(V_{ik} - m_i)(V_{ik} - m_i)^T]^{\frac{1}{2}} \]  \hfill (7)

\( D_g \) represents the average of the variances of distance within all classes. \( V_{ik} \) is the normalized feature vector. \( C \) is the number of classes. \( P_i \) is the probability of class i. \( n_i \) number of vectors in class i. \( m_i \) is the mean vector for class i.

\[ D_l = \frac{C}{P_i} \sum_{i=1}^{C} [(m_i - m)(m_i - m)^T]^{\frac{1}{2}} \]  \hfill (8)

\( D_l \) represents the average of the distances between all classes. \( m \) is the mean for all classes.

\[ m_i = \frac{1}{n_i} \sum_{k=1}^{n_i} V_{ik} \]  \hfill (9)

\[ m = \frac{1}{C} \sum_{i=1}^{C} \frac{1}{n_i} \sum_{k=1}^{n_i} V_{ik} \]  \hfill (10)

The smaller the ratio is the better the separability is. Which means that the best feature selection scheme is the one that decreases \( D_g \) and increases \( D_l \). Fig. 7 shows the relation between the separability ratio and the length of the feature vector for spectrum method. Wavelet packet transform feature selection method used in this research gives 0.5433 separability ratios in Fig. 8. While it is clear from Fig. 8 this ratio can be obtained with much less feature vector using spectrum method. Spectrum method gives a separability ratio less than 0.3 for the same feature vector length.

B. Correct Classification Rate

Classification rate not only depends on feature selection methods but also on the classifier type. This drive us to evaluate the performance of different classifiers.

1) KNN classifier: KNN is a simple and accurate method for classifying objects based on the majority of the closest training examples in the feature space. It is rarely used in wireless sensor networks because it needs large memory and high computation. In our experiments we set K to be three. We use KNN as a benchmark to compare and evaluate the performance of SVM.

2) Support Vector Machine (SVM): SVM is widely used as a learning algorithm for classifications and regressions. SVM classify data \( x_i \) by class label \( y_i \in \{+1, -1\} \) given
a set of examples \( \{x_i, y_i\} \) by finding a hyperplane \( wx + b \) \( x \in \mathbb{R}^n \) which separate the data point \( x_i \) of each class.

\[
g(x) = \text{sign}(wx + b)
\]  

(11)

where \( w \) is the weight vector, \( b \) is the bias. SVM choose the hyperplane that maximize the distance between the hyperplane and the closest points in each feature space region, which are called support vectors. So the unique optimal hyperplane is the plane that maximize this distance

\[
|wx_i + b| / \|w\| 
\]  

(12)

This is equivalent to the following optimization problem

\[
\text{min}_{w, b} \|w\|^2 / 2, \text{ s.t. } y_i(w^T x_i + b) \geq 1
\]  

(13)

For the cases that nonlinear separable, a kernel function maps the input vectors to a higher dimension space in which a linear hyperplane can be used to separate inputs. So the classification decision function becomes:

\[
\text{sign} \left( \sum_{i \in SVs} \alpha_i^0 y_i K(p_i, p_j) + b \right)
\]  

(14)

where SVs are the support vector machines. \( \alpha_i^0 \) and \( b \) are a lagrangian expression parameters. \( K(p_i, p_j) \) is the kernel function. It is required to represent data as a vector of a real number to use SVM to classify moving ground vehicles. Performance of SVM for vehicle classification based on both feature extraction methods is also evaluated.

3) SVM Performance Evaluation: Cross validation is the best way to evaluate the performance of SVM. The K-fold scheme is used to determine the best kernel function based on the highest correct classification rate. As in table I, three kernels are compared: Linear, \( K(x_i, x) = x_i x \); Polynomial \( K(x_i, x) = (x_i x + 1)^d \); and Gaussian Radial Basis Function \( \text{RBF} \), \( K(x_i, x) = \exp(-||x_i - x||^2/(2\sigma^2)) \). Fig. 9 and Fig. 10 display the performance of SVM by plotting the distances between the hyperplane surface and the feature vectors using spectrum distribution and WPT respectively.

**V. EXPERIMENTAL RESULTS**

In this paper, WDSN data base is used. It is available at http://www.ece.wisc.edu/sensit. Fig. 1 and Fig. 2 show the acoustic signals of the three different sounds for vehicle 1 and vehicle 2 in the time domain and the frequency domain respectively. We use multiple real sounds of two different military vehicles to evaluate feature extraction methods and to train and evaluate the SVM classifier. All the parameters of the feature extraction methods are evaluated. It is found that the best level for WPT is eight. Feature vector length is evaluated for the spectrum-based method and the kernel functions for SVM. Table I shows that the best kernel function is the linear function. Feature vectors with length of 32 give almost the same correct classification rate as those with 64 and 128 features, which emphasizes our hypothesis that most of the vehicle sound power is concentrated in the low-frequency bands. K-fold and leave-one-out schemes were used to cross validate the performance of SVM and KNN classifiers for spectrum and wavelet methods of feature extraction. Correct classification rates for vehicle 1 and vehicle 2 for a subset of 44 sounds are shown in table II for different feature vector lengths, which provides a satisfactory results.

**TABLE I**

**CORRECT CLASSIFICATION RATE FOR SPECTRUM METHODS AND WAVELET USING SUPPORT VECTOR MACHINE WITH DIFFERENT KERNEL FUNCTIONS AND DIFFERENT FEATURE VECTOR LENGTH**

<table>
<thead>
<tr>
<th>Kernel</th>
<th>( Vector Length(spectrum))</th>
<th>( Vector Length(wavelet))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>32</td>
<td>50</td>
</tr>
<tr>
<td>Linear</td>
<td>.969</td>
<td>.970</td>
</tr>
<tr>
<td>Gaussian RBF</td>
<td>.720</td>
<td>.655</td>
</tr>
<tr>
<td>Polynomial D=3</td>
<td>.897</td>
<td>.860</td>
</tr>
</tbody>
</table>

![Fig. 9. Distance for hyperplane surface vs. feature vector indices. Where the first 22 indices are for vehicle one and the next 22 for vehicle 2. Training set is =20 and data =44. Where features are extracted by Spectrum distribution with vector length= 32. Circles and rectangles represent vehicle 1 and vehicle 2 respectively.](image1)

![Fig. 10. Distance for hyperplane surface vs. feature vector indices. Where the first 22 indices are for vehicle one and the next 22 for vehicle 2. Training set is =20 and data =44. Where features are extracted by Wavelet Packet Transform with vector length= 32. Circles and rectangles represent vehicle 1 and vehicle 2 respectively.](image2)
**TABLE II**
CORRECT CLASSIFICATION RATE FOR SPECTRUM METHODS AND WAVELET USING SUPPORT VECTOR MACHINE AND KNN CLASSIFIERS WITH DIFFERENT FEATURE VECTOR LENGTH

<table>
<thead>
<tr>
<th>Feature Generation method</th>
<th>SVM</th>
<th>SVM</th>
<th>SVM</th>
<th>KNN</th>
<th>KNN</th>
<th>KNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectrum Distribution</td>
<td>.963</td>
<td>.963</td>
<td>.958</td>
<td>.818</td>
<td>.818</td>
<td>.750</td>
</tr>
<tr>
<td>Wavelet Packet Transform</td>
<td>.961</td>
<td>.977</td>
<td>.978</td>
<td>.705</td>
<td>.930</td>
<td>.909</td>
</tr>
</tbody>
</table>

**VI. Conclusion**

Feature extraction is a critical step for classification of ground moving vehicles. This paper evaluates two common feature extraction methods that are used in this field with some modifications. The first method is based on spectrum distribution and the second is based on Wavelet Packet transform. The two methods are evaluated and compared thoroughly. Evaluation criteria are based on the correct classification rate and the separability ratio of the classes. Both methods give almost the same correct classification rates and separability ratios, while the first outperforms the second in term of computation and memory resources, which are critical in wireless sensor networks. Results proves that most of the vehicle sound power is concentrated in the low-frequency bands. Experiment results shows that SVM is an efficient ground vehicle classifier based on acoustic signals.
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