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Abstract—The fast fading mobile radio channels
place fundamental limitations on the performance
of wireless communication systems, such that the
prediction of the changing channel behaviors is of
interest. For the frequency-selective fading chan-
nels in wideband systems, the knowledge of the
channel transfer function over the entire frequency
band is required. In this paper, we propose an
ESPRIT-type algorithm to model and further pre-
dict the wideband time-varying channel at differ-
ent frequencies jointly, assuming that the scatter-
ers remain constant. Simulation results show that
the joint-frequency prediction scheme has superior
performance over conducting the channel predic-
tion on a single frequency.

I. Introduction

The radio channel in a wireless communication
system is often characterized by multipath propa-
gation. A fading signal results from interference be-
tween multipath components at the receiver. For
transceivers moving at high speeds, the channel
varies dramatically and undergoes deep fades within
a typical time frame of several milliseconds. Future
mobile systems will use higher carrier frequencies,
with associated higher fading rates. Since the chan-
nel changes rapidly, usually the transceivers are not
optimized for current channel conditions and thus
fail to exploit the full potential of the wireless chan-
nels. To improve the system performance, adaptive
transmission techniques are applied to combat the
fast fading channel effect. To realize the potential of
adaptive transmission methods, fading channel vari-
ations have to be reliably predicted at least several
milliseconds ahead [1].

Recently, researchers have speculated that the
fading process is in fact a deterministic sinusoidal

process with time-varying parameters, and can be
characterized using a discrete scatter propagation
model [2]. Spectral estimation followed by linear pre-
diction and interpolation is applied in [3] and [1] to
predict the evolution of the channel. This algorithm
characterizes the fading channel using an autoregres-
sive (AR) model. Subspace-based methods are also
used to predict the channel. A modified root-MUSIC
algorithm is used in [4], and an ESPRIT algorithm is
used in [5] to estimate the dominant sinusoids that
make up the fading channel. Then these sinusoids
are extrapolated to predict future channel samples.
These algorithms predict the fading channels encoun-
tered in narrowband mobile communication systems.
In [6], the statistical dependencies in sequences of
wideband mobile radio channel data are measured,
and a nonlinear model is used for the fading channel
prediction.

In this paper, we propose an ESPRIT-type [7] al-
gorithm to predict the frequency-selective channel in
wideband systems. The time-varying channel trans-
fer function at different frequencies within the wide-
band are modeled and predicted jointly. Simulation
results demonstrate that the performance of the pro-
posed prediction algorithm is better than processing
channel prediction on each frequency separately.

II. Wideband Channel Model

The baseband equivalent channel between the base
station (BS) and the mobile is modeled using the
time-varying impulse response

h(τ ; t) =
L∑

k=1

βk(t)δ(τ − τk) (1)
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where L is the total number of multipaths from dis-
crete scatterers. The variable t indicates the time-
varying property, and τ is the delay variable. βk and
τk are the complex amplitude and path delay of the
kth multipath component, respectively.

Due to the motion of the mobile or the scatterers,
the BS received signals experience Doppler frequency
spread. The increased mobility results in fast fading
in which the channel exhibits rapid temporal varia-
tions, such that the performance of the cellular radio
system is substantially degraded. Fast-fading chan-
nels encountered in practice exhibit Doppler spreads
on the order of 100-200 Hz. At higher and higher car-
rier frequencies of new generation wireless systems,
the radio channel will vary dramatically within a typ-
ical data frame of several milliseconds. The complex
amplitude βk(t) can be expressed as

βk(t) = αke
j(2πfkt+φk) (2)

where αk, fk, φk are the path loss, Doppler frequency
shift and phase offset of the kth multipath compo-
nent, respectively. The Doppler frequency is given by
fk = fc

v
c cos(θk), where fc is the carrier frequency, v

is the speed of the mobile, c is the speed of light, and
θk is the angle between the kth mobile incident ray
and the mobile moving direction. The fading chan-
nel varies rapidly with increases in mobile speed. We
assume a far-field condition, where the path loss and
the phase offset remain constant during the short
time of the channel analysis and prediction range.
At carrier frequencies as high as several giga-hertz,
typical motion of the mobile may be linearized over
distances of several wavelengths.

The channel transfer function which is the Fourier
transform of the channel impulse response on the ar-
gument τ is

H(f ; t) =
L∑

k=1

βk(t)e−j2πfτk (3)

In wideband channels, the difference between path
delays {τk} can not be neglected. Therefore, a wide-
band channel undergoes frequency-selective multi-
path fading. The transfer function at one particular

frequency fm is given by

H(fm; t) =
L∑

k=1

αke
j(2πfkt+φk)e−j2πfmτk

=
L∑

k=1

αk(fm) ej2πfkt =
L∑

k=1

αmkz
t
k (4)

where e−j2πfmτk and φk are absorbed into the com-
plex gain αmk, and zk = ej2πfk . {zT

k , k = 1, . . . , L}
are the so-called channel poles, where 1/T is the
sampling rate. Although it requires a large L for
H(fm; t) to experience Rayleigh fading, when deter-
ministic Jakes model is used, the theoretical Doppler
spectrum of the Rayleigh fading channel can be accu-
rately approximated by a summation of a relatively
small number of dominant (in terms of energy) si-
nusoids [8]. The parameters αmk and fk of these
significant multipath components are assumed con-
stant in the model, and they are estimated in or-
der to predict the composite fading channel in future
time. The Doppler frequency shift fk is independent
of fm. Therefore, the Rayleigh time-variations of
the channel transfer function at different frequencies
are highly correlated, as they have the same chan-
nel poles. This fact enables us to collect the chan-
nel samples at different frequencies and estimate the
channel poles jointly.

III. Parameter Estimation

The channel estimation/prediction problem is now
reduced to a classical frequency estimation prob-
lem, with an unknown number of Doppler frequencies
closely spaced around zero. Subspace-based methods
are characterized by their ability to resolve closely
spaced sinusoids on the basis of short sample se-
quences. In this paper, we consider an ESPRIT-type
method to estimate the channel poles associated with
D dominant sinusoids. When estimating channel pa-
rameters with the ESPRIT algorithm, the number of
channel poles that can be resolved is limited by the
number of channel samples in the analysis segment
and the number of frequency points we choose from
the entire wideband. However, near-optimum perfor-
mance can be achieved if D is chosen large enough [5].
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A. Estimation of Channel Poles

From (4), the discrete-time channel transfer func-
tion at frequency fm can be expressed as

Hm = Z αm + ηm (5)

where

Hm =




H(fm; 0)
H(fm; T )

...
H(fm; (N − 1)T )


 (6)

Z =




1 1 · · · 1
zT
1 zT

2 · · · zT
D

...
...

...
z
(N−1)T
1 z

(N−1)T
2 · · · z

(N−1)T
D


(7)

αm = [αm1 αm2 · · · αmD]′ (8)

ηm is the noise contribution, and superscript ′ de-
notes the vector transpose operator. The observation
interval is [0, (N −1)T ]. Hereafter, we assume T = 1
in the analysis. Defining Z↓ (Z↑) as the matrix Z
with the top (bottom) row deleted, we can write

Z↑Υ = Z↓ (9)

where

Υ = diag{z1, z2, . . . , zD} (10)

Collecting the channel transfer function samples
in the observation interval at M frequency points
within the wideband, we form the data matrix H as

H = [H0 H1 · · · HM−1] (11)

Hm is an L ×K Hankel matrix associated with the
channel transfer function at frequency fm

Hm =




Hm(0) Hm(1) · · · Hm(K − 1)
Hm(1) Hm(2) · · · Hm(K)

...
...

...
Hm(L− 1) Hm(L) · · · Hm(N − 1)




(12)

where K + L = N + 1. We need L ≥ KM to ensure
that H is of full column rank. Thus, K is chosen as

K = bN + 1
M + 1

c (13)

A subspace decomposition can be performed on H
by singular value decomposition (SVD) as

H = [Us Un]
[

Σs 0
0 Σn

] [
VH

s

VH
n

]
(14)

where Us ∈ CL×D, Σs ∈ RD×D, Vs ∈ CKM×D, and
superscript H denotes Hermitian transpose operator.
The orthonormal columns in Us associated with the
D largest eigenvalues corresponding to the dominant
sinusoids span the D-dimensional signal subspace.
Therefore, in the following expression

U↑
sΦ = U↓

s (15)

matrix Φ is similar to matrix Υ. So Φ and Υ have
the same eigenvalues, which are the channel poles.
The least squares estimate of Φ is given by

Φ̂ = (U↑H
s U↑

s)
−1U↑H

s U↓
s (16)

The channel poles are projected onto the unit circle
in accordance with the far-field channel model.

B. Estimation of Complex Path Gains

Based on the estimates of the channel poles {zk},
the complex path gains αm at each frequency can
be determined by solving a set of linear equations as
in (5). The least squares solution is given by

α̂m = (ZHZ)−1ZHHm (17)

C. Channel Prediction and Performance Analysis

Once the channel poles and complex path gains
are estimated, we can predict the channel transfer
function H(fm; t) at future time from (4) for t =
NT, (N + 1)T, . . . . The prediction error em(k) (k =
N, N+1, . . . ) is defined as the amplitude of the differ-
ences between predicted and actual channel samples

em(k) = |Ĥ(fm; kT )−H(fm; kT )| (18)

The performance of channel prediction is evaluated
by the ratio of em(k) to the root-mean-square (RMS)
value of the envelope of the channel transfer func-
tion at frequency fm. As a measure of prediction
quality, we use the prediction distance defined in [2],
for which the predicted and actual channels start to
depart as this ratio becomes more than 20%. The
prediction distance is converted to units of carrier
wavelength λ in the simulation so that it is indepen-
dent of the mobile speed.
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Fig. 1. Channel impulse response.

IV. Simulation

A wideband wireless system is simulated, in which
the BS communicates with a mobile moving at a
speed of 80 km/h. The carrier frequency is fc =
2 GHz. Assume that the scatterers are uniformly dis-
tributed around the mobile. There are L significant
multipath signals arriving at the BS, with the weak-
est having an amplitude no less than 20 dB lower
than the amplitude of the most powerful one. The
shortest multipath being as the reference, the prop-
agation delay lengths and the phase offsets of the
others are uniformly distributed on [0 m, 1000 m]
and [0, 2π), respectively.
Fig. 1 illustrates the channel impulse response

h(τ ; ν) in the domains of delay and Doppler fre-
quency as

h(τ ; ν) =
L∑

k=1

αkδ(ν + fk)δ(τ − τk) (19)

The figure shows L = 25 significant multipath com-
ponents with no more than 20 dB variation. The
maximum Doppler frequency shift is limited by the
mobile speed. Performing the 2-dimensional FFT
on h(τ ; ν) results in the time-varying channel trans-
fer function H(f ; t). Fig. 2 illustrates the baseband
channel transfer function spanning a bandwidth of
5 MHz. The channel experiences fast fading and
there are deep fades within a time frame of 10 ms.
The channel transfer function is sampled at M =

32 evenly spaced frequency points within the 5 MHz
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Fig. 2. Channel transfer function.

band. An example of channel prediction is demon-
strated in Fig. 3, which shows the amplitudes and
phases of the channel transfer functions at the fourth
and twelfth frequency points. The region to the left
of the vertical line is the observation interval as the
analysis segment, and the region to the right is the
prediction segment. The observation interval is [0,
3.9 ms], which is [0, 0.58λ] in wavelength units. At
each frequency, 32 channel samples in the observa-
tion interval are used. Note that the sampling rate
is higher than the Nyquist rate, which is twice the
maximum Doppler frequency. It does not benefit by
sampling the channel as densely as the data rate,
because the channel variation is characterized by the
Doppler frequencies. The Doppler frequencies {fk}
are limited to a few hundred hertz, and T takes up
only a few milliseconds, therefore the channel poles
{zT

k = ej2πfkT } condense near 1 in the complex plan.
There are L = 100 significant multipath components
with 20 dB variation range. The channel output SNR
is fixed at 20 dB. We choose D = 12. Channel poles
with amplitude larger than 1.1 or smaller than 0.9
are discarded, since they are usually not related to
the Doppler frequencies of the channel. And the re-
maining poles are projected onto the unit circle.
Fig. 4 and Fig. 5 make the performance compar-

ison between the joint-frequency channel prediction
and the prediction conducted at each frequency indi-
vidually, with the channel output SNR varying from
0 to 40 dB. The observation intervals are chosen as
[0, 0.58λ], [0, 2.31λ] and [0, 4.63λ], and a fixed num-
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Fig. 3. Channel prediction example. (— : actual channel,
· · · : predicted channel.)

ber of 32 samples are taken from each interval. There
are L = 10 significant multipath components simu-
lated in Fig. 4, and L = 100 in Fig. 5. The num-
ber of Monte Carlo trials is 200. Because the joint-
frequency wideband channel prediction uses more
data in the observation interval to estimate the chan-
nel poles, it provides better prediction performance.

V. Conclusion

Prediction of the frequency-selective fading chan-
nel in the wideband systems has been investigated
in a fast fading environment. The simulations use
a static model with far-field scatterers and con-
stant mobile velocity. Applying the subspace method
jointly at different frequencies within the wideband
offers reliable prediction of the channel transfer func-
tion. The proposed prediction algorithm outper-
forms the channel prediction over a single frequency
with an observation interval of the same length.
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