
M

IEEECOMMUNICATIONS
AGAZINE

A Publication of the IEEE Communications Society
www.comsoc.org

•Software Defined Wireless Networks
•Software Defined Radio – 20 Years Later

January 2016, Vol. 54, No. 1

•Network and Service Management
•Ad Hoc and Sensor Networks

http://www.comsoc.org


IEEE

M A G A Z I N E

 THANKS OUR CORPORATE SUPPORTERS

http://ad.comsoc.org/www/delivery/ck.php?oaparams=2__bannerid=16__zoneid=10__cb=cc510a0dea__oadest=http%3A%2F%2Fwww.goanritsu.com%2F2830BTS%3Futm_source%3DIEEE%26utm_medium%3DBAN%26utm_content%3DMS2830A%26utm_campaign%3DIEEE_US_BAN_lead_board_IEEE-3_1_13_MS2830A-SI%26cmp_id%3DQ6UJ9A07CKR1
http://www.rohde-schwarz.com/en/solutions/wireless-communications/lte/lte-solutions/overview_56087.html?WT.mc_id=site_com_dsp_140_ieeec_13-03_4genius-lte-overview2
http://www.samsung.com
http://www.cisco.com
http://www.beecube.com/
http://www.keysight.com/main/home.jspx?cc=US&lc=eng&s_kwcid=AL!4166!3!50175033736!p!!g!!keysight&ef_id=VD9VPwAAAbKR-wd7:20141209165448:s


M

IEEECOMMUNICATIONS
AGAZINE

A Publication of the IEEE Communications Society
www.comsoc.org

•Software Defined Wireless Networks
•Software Defined Radio – 20 Years Later

January 2016, Vol. 54, No. 1

•Network and Service Management
•Ad Hoc and Sensor Networks

http://www.comsoc.org


© Keysight Technologies, Inc. 2015

US A: 800 829 4444   CAN: 877 894 4414

Download our white paper Implementing a Flexible 
Testbed for 5G Waveform Generation and Analysis at 
www.keysight.com/find/5G-Insight

Keysight TechnologiesImplementing a Flexible Testbedfor 5G Waveform Generationand Analysis 

White Paper 

Keysight Authors: 
Greg Jue, Applications Development Engineer/Scientist 
Sangkyo Shin, Product Marketing/App Development 

HARDWARE + SOFTWARE + PEOPLE = 5G INSIGHTS

In just a few years, the  fth generation of wireless communications will be a 
reality. It will allow data to be transmitted up to 100 times faster than today’s 
4G networks. But getting to that speed won’t be easy. You’ll need genuine 
insights to overcome enormous technical challenges. We can help. We have 
the industry’s  rst and most comprehensive 5G software library. It can 
signi  cantly streamline design feasibility because it incorporates an iterative 
design sequence with every piece of Keysight 5G test equipment.

There’s a 5G moment
of discovery out there.
We’re here to help you  nd it.

Designed for testing 5G simulation to veri  cation

Software platforms and applications that work 
seamlessly across our 5G instruments 

Incorporate iterative design and rapidly move between
stages of your 5G development  ow

Industry’s  rst and largest 5G library

ilill bebeeb aaaa 
ttodadaay’y’’y’yy sssss

ininee
have 

ve

nd rapidly move between
nt  ow

library

Keysight N9040B UXA
signal analyzer
with 89600 VSA software
and M1971E smart mixer

Keysight 89600 VSA software

Keysight N5247A PNA-X microwave
network analyzer, 67 GHz

Keysight MIMO PXI test solution
M9381A PXI VSG and M9391A PXI 
VSA - Up to 8x8 phase-coherent MIMO 
measurements

Keysight DSOZ634A
In  niium oscilloscope
with 89600 VSA software

Keysight N5152A 5-GHz/60-GHz upconverter
Keysight N1999A 60-GHz/5-GHz downconverter

Keysight M8190A arbitrary
waveform generator

Keysight M9703A high-speed digitizer/
wideband digital receiver

Keysight N7608B Signal Studio
for custom modulation

Keysight 5G Baseband Exploration 
Library for SystemVue
Industry’s  rst 5G Exploration
Library for researchers

Keysight E8267D PSG 
vector signal generator

IENYCM3495.indd   1 16/11/15   6:22 PM

http://www.keysight.com/find/5G-Insight


1

Director of Magazines
Raouf Boutaba, University of Waterloo (Canada) 

Editor-in-Chief
Osman S. Gebizlioglu, Huawei Tech. Co., Ltd. (USA)

Associate Editor-in-Chief
Zoran Zvonar, MediaTek (USA)

Senior Technical Editors
Nim Cheung, ASTRI (China)

Nelson Fonseca, State Univ. of Campinas (Brazil)
Steve Gorshe, PMC-Sierra, Inc (USA)

Sean Moore, Centripetal Networks (USA)
Peter T. S. Yum, The Chinese U. Hong Kong (China)

Technical Editors
Mohammed Atiquzzaman, Univ. of Oklahoma (USA)
Guillermo Atkin, Illinois Institute of Technology (USA)

Mischa Dohler, King’s College London (UK)
Frank Effenberger, Huawei Technologies Co.,Ltd. (USA)

Tarek El-Bawab, Jackson State University (USA)
Xiaoming Fu, Univ. of Goettingen (Germany)

Stefano Galli, ASSIA, Inc. (USA)
Admela Jukan, Tech. Univ. Carolo-Wilhelmina zu 

Braunschweig (Germany)
Vimal Kumar Khanna, mCalibre Technologies (India)

Yoichi Maeda, Telecommun. Tech. Committee (Japan)
Nader F. Mir, San Jose State Univ. (USA)

Seshradi Mohan, University of Arkansas (USA)
Mohamed Moustafa, Egyptian Russian Univ. (Egypt)

Tom Oh, Rochester Institute of Tech. (USA)
Glenn Parsons, Ericsson Canada (Canada)

Joel Rodrigues, Univ. of Beira Interior (Portugal)
Jungwoo Ryoo, The Penn. State Univ.-Altoona (USA)

Antonio Sánchez Esguevillas, Telefonica (Spain)
Mostafa Hashem Sherif, AT&T (USA)

Tom Starr, AT&T (USA)
Ravi Subrahmanyan, InVisage (USA)

Danny Tsang, Hong Kong U. of Sci. & Tech. (China)
Hsiao-Chun Wu, Louisiana State University (USA)

Alexander M. Wyglinski, Worcester Poly. Institute (USA)
Jun Zheng, Nat’l. Mobile Commun. Research Lab (China)

Series Editors
Ad Hoc and Sensor Networks

Edoardo Biagioni, U. of Hawaii, Manoa (USA)
Silvia Giordano, Univ. of App. Sci. (Switzerland)

Automotive Networking and Applications
Wai Chen, Telcordia Technologies, Inc (USA)

Luca Delgrossi, Mercedes-Benz R&D N.A. (USA)
Timo Kosch, BMW Group (Germany)

Tadao Saito, University of Tokyo (Japan)
Consumer Communicatons and Networking

Ali Begen, Cisco (Canada)
Mario Kolberg, University of Sterling (UK)

Madjid Merabti, Liverpool John Moores U. (UK)
Design & Implementation

Vijay K. Gurbani, Bell Labs/Alcatel Lucent (USA)
Salvatore Loreto, Ericsson Research (Finland)

Ravi Subrahmanyan, Invisage (USA)
Green Communicatons and Computing Networks

Daniel C. Kilper, Univ. of Arizona (USA)
John Thompson, Univ. of Edinburgh (UK)

Jinsong Wu, Alcatel-Lucent (China)
Honggang Zhang, Zhejiang Univ. (China)
Integrated Circuits for Communications

Charles Chien (USA)
Zhiwei Xu, SST Communication Inc. (USA)

Network and Service Management
George Pavlou, U. College London (UK)

Juergen Schoenwaelder, Jacobs University (Germany)
Networking Testing

Ying-Dar Lin, National Chiao Tung University (Taiwan)
Erica Johnson, University of New Hampshire (USA)

Irena Atov, InCluesive Technologies (USA)
Optical Communications

Osman Gebizlioglu, Huawei Technologies (USA)
Vijay Jain, Sterlite Network Limited (India)

Radio Communications
Thomas Alexander, Ixia Inc. (USA)

Amitabh Mishra, Johns Hopkins Univ. (USA)

Columns
Book Reviews

Piotr Cholda, AGH U. of Sci. & Tech. (Poland)
History of Communications

Steve Weinsten (USA)
Regulatory and Policy Issues

J. Scott Marcus, WIK (Germany)
Jon M. Peha, Carnegie Mellon U. (USA)

Technology Leaders’ Forum
Steve Weinstein (USA)
Very Large Projects

Ken Young, Telcordia Technologies (USA)

Publications Staff
Joseph Milizzo, Assistant Publisher

Susan Lange, Online Production Manager
Jennifer Porcello, Production Specialist

Catherine Kemelmacher, Associate Editor

IEEE Communications Magazine • January 2016

®

JANUARY 2016, vol. 54, no. 1
www.comsoc.org/commag

Software Defined Wireless Networks: Part 2
Guest Editors: Honglin Hu, Hsiao-Hwa Chen, Peter Mueller, Rose Qingyang Hu,  

and Yun Rui

Guest Editorial

Software-Defined Hyper-Cellular Architecture for Green and Elastic Wireless 
Access

Sheng Zhou, Tao Zhao, Zhisheng Niu, and Shidong Zhou

Securing Software Defined Wireless Networks

Daojing He, Sammy Chan, and Mohsen Guizani

Elastic Resource Utilization Framework for High Capacity and Energy Efficiency in 
Cloud RAN
Dario Pompili, Abolfazl Hajisami, and Tuyen X. Tran

A Software-Defined Wireless Networking Enabled Spectrum Management 
Architecture

Wei Wang, Yingjie Chen, Qian Zhang, and Tao Jiang

Synergistic Spectrum Sharing in 5G HetNets: A Harmonized SDN-Enabled Approach

Auon Muhammad Akhtar, Xianbin Wang, and Lajos Hanzo

SDN Meets SDR in Self-Organizing Networks: Fitting the Pieces of Network 
Management

Carlos Ramirez-Perez and Victor Ramos

Software Defined Radio – 20 Years Later: Part 2
Guest Editors: Joseph Mitola, Preston Marshall, Kwang-Cheng Chen, Markus Mueck, 

and Zoran Zvonar

Guest Editorial

Addressing Next-Generation Wireless Challenges with Commercial Software-
Defined Radio Platforms

George Sklivanitis, Adam Gannon, Stella N. Batalama, and Dimitris A. Pados

Revolutionizing Software Defined Radio: Case Studies in Hardware, Software, and 
Education

Alexander M. Wyglinski, Don P. Orofino, Matthew N. Ettus, and Thomas W. Rondeau

Metacognition and the Next Generation of Cognitive Radio Engines

Hamed Asadi, Haris Volos, Michael M. Marefat, and Tamal Bose

Software Defined Access for HetNets

Vidya Sagar, R. Chandramouli, and K. P. Subbalakshmi

The President’s Page

Global Communications Newsletter

Conference Calendar

Advertisers’ Index

10

M

IEEECOMMUNICATIONS
AGAZINE

4

5

9

144

12

20

26

33

40

48

58

59

68

76

84

http://www.comsoc.org/commag


IEEE Communications Magazine • January 20162

2016 IEEE Communications Society Elected Officers
Harvey A. Freeman, President

Luigi Fratta, VP–Technical Activities
Guoliang Xue, VP–Conferences

Stefano Bregni, VP–Member Relations
Nelson Fonseca, VP–Publications
Rob Fish, VP-Standards Activities
Sergio Benedetto, Past President

Members-at-Large

Class of 2016
Sonia Aissa, Hsiao Hwa Chen

Nei Kato, Xuemin Shen

Class of 2017
Gerhard Fettweis, Araceli Garciá Gómez

Steve Gorshe, James Hong

Class of 2018
Leonard J. Cimini, Tom Hou
Robert Schober, Qian Zhang 

2016 IEEE Officers
Barry L. Shoop, President

Karen Bartleson, President-Elect
Parviz Famouri, Secretary
Jerry L. Hudgins, Treasurer

Howard E. Michel, Past-President
E. James Prendergast, Executive Director

Celia Desmond, Director, Division III

IEEE COMMUNICATIONS MAGAZINE (ISSN 0163-
6804) is published monthly by The Institute of Electrical 
and Electronics Engineers, Inc. Headquarters address: 
IEEE, 3 Park Avenue, 17th Floor, New York, NY 10016-
5997, USA; tel: +1 (212) 705-8900; http://www.comsoc.
org/commag. Responsibility for the contents rests upon 
authors of signed articles and not the IEEE or its members. 
Unless otherwise specified, the IEEE neither endorses 
nor sanctions any positions or actions espoused in IEEE 
Communications Magazine.

ANNUAL SUBSCRIPTION: $27 per year print subscrip-
tion. $16 per year digital subscription. Non-member print 
subscription: $400. Single copy price is $25.

EDITORIAL CORRESPONDENCE: Address to: Editor-in-
Chief, Osman S. Gebizlioglu, Huawei Technologies, 400 
Crossing Blvd., 2nd Floor, Bridgewater, NJ 08807, USA; tel: +1 
(908) 541-3591, e-mail: Osman.Gebizlioglu@huawei.com.

COPYRIGHT AND REPRINT PERMISSIONS: Abstracting 
is permitted with credit to the source. Libraries are permitted 
to photocopy beyond the limits of U.S. Copyright law for 
private use of patrons: those post-1977 articles that carry a 
code on the bottom of the first page provided the per copy fee 
indicated in the code is paid through the Copyright Clearance 
Center, 222 Rosewood Drive, Danvers, MA 01923. For 
other copying, reprint, or republication permission, write to 
Director, Publishing Services, at IEEE Headquarters. All rights 
reserved. Copyright © 2016 by The Institute of Electrical and 
Electronics Engineers, Inc.

POSTMASTER: Send address changes to IEEE Communications 
Magazine, IEEE, 445 Hoes Lane, Piscataway, NJ 08855-1331. 
GST Registration No. 125634188. Printed in USA. Periodicals 
postage paid at New York, NY and at additional mailing offic-
es. Canadian Post International Publications Mail (Canadian 
Distribution) Sales Agreement No. 40030962. Return undeliv-
erable Canadian addresses to: Frontier, PO Box 1051, 1031 
Helena Street, Fort Eire, ON L2A 6C7.

SUBSCRIPTIONS: Orders, address changes — IEEE Service 
Center, 445 Hoes Lane, Piscataway, NJ 08855-1331, USA; 
tel: +1 (732) 981-0060; e-mail: address.change@ieee.org.

ADVERTISING: Advertising is accepted at the discretion 
of the publisher. Address correspondence to: Advertising 
Manager, IEEE Communications Magazine, 3 Park Avenue, 
17th Floor, New York, NY 10016.

SUBMISSIONS: The magazine welcomes tutorial or survey 
articles that span the breadth of communications. Submissions 
will normally be approximately 4500 words, with few 
mathematical formulas, accompanied by up to six figures 
and/or tables, with up to 10 carefully selected references. 
Electronic submissions are preferred, and should be sumitted 
through Manuscript Central: http://mc.manuscriptcentral.com/
commag-ieee. Submission instructions can be found at the 
following: http://www.comsoc.org/commag/paper-submis-
sion-guidelines. For further information contact Zoran Zvonar, 
Associate Editor-in-Chief (zoran.zvonar@mediatek.com). All 
submissions will be peer reviewed.

Network and Service Management
Series Editors: George Pavlou and Jürgen Schönwälder

Series Editorial

Cloudifying the 3GPP IP Multimedia Subsystem for 4G and Beyond: A Survey

Mohammad Abu-Lebdeh, Jagruti Sahoo, Roch Glitho, and Constant Wette Tchouati

Management and Orchestration Challenges in Network Functions Virtualization

Rashid Mijumbi, Joan Serrat, Juan-Luis Gorricho, Steven Latré, Marinos Charalambides,  
and Diego Lopez

Transparent Reallocation of Control Functions in IMS Deployments

Jaime Garcia-Reinoso, Ivan Vidal, Paolo Bellavista, Ignacio Soto, and Pedro A. Aranda Gutirrez

Self-Healing in Mobile Networks with Big Data

Emil J. Khatib, Raquel Barco, Pablo Muñoz, Isabel de la Bandera, and Immaculada Serrano

Ad Hoc and Sensor Networks
Series Editors: Edoardo Biagioni and Silvia Giordano

Series Editorial

Performance Evaluation Methods in Ad Hoc and Wireless Sensor Networks:  
A Literature Study

Georgios Z. Papadopoulos, Kosmas Kritsis, Antoine Gallais, Periklis Chatzimisios, and Thomas Noël

From Radio Telemetry to Ultra-Low-Power Sensor Networks: Tracking Bats in the 
Wild

Falko Dressler, Simon Ripperger, Martin Hierold, Thorsten Nowak, Christopher Eibel, Björn Cassens, 
Frieder Mayer, Klaus Meyer-Wegener, and Alexander Kölpin

CheepSync: A Time Synchronization Service for Resource Constrained Bluetooth LE 
Advertisers

Sabarish Sridhar, Prasant Misra, Gurinder Singh Gill, and Jay Warrior

Currently Scheduled Topics

Topic	I ssue Date	 Manuscript Due Date

Social and Mobile Solutions in Ad Hoc and Sensor Networking	 July 2016	 January 11, 2016

SDN Use Cases for Service Provider Networks	O ctober 2016	 January 31, 2016

5G Radio Access Network Architecture and Technologies	N ovember 2016	F ebruary 1, 2016

Enabling Mobile and Wireless Technologies for Smart Cities	D ecember 2016	F ebruary 29, 2016

Next Generation 911	N ovember 2016	 March 15, 2016

Integrated Communications, Control, and Computing Technologies	D ecember 2016	A pril 1, 2016
     for Enabling Autonomous Smart Grid

New Waveforms and Multiple Access Methods for 5G Networks	N ovember 2016	A pril 2, 2016

Impact of Next-Generation Mobile Technologies on IoT-Cloud	 January 2017 	A pril 15, 2016
     Convergence

Practical Perspectives on IoT in 5G Networks: From Theory to 	F ebruary 2017 	 May 1, 2016
     Industrial Challenges and Business Opportunities

www.comsoc.org/commag/call-for-papers

Topics Planned for the February Issue 

Underwater Wireless Communications

Optical Communications

Automotive Networking

90

91

98

106

114

121

122

129

136

http://mc.manuscriptcentral.com/commag-ieee
http://www.comsoc.org/commag/paper-submission-guidelines
www.comsoc.org/commag/call-for-papers
http://www.comsoc.org/commag
mailto:Osman.Gebizlioglu@huawei.com
mailto:address.change@ieee.org
mailto:zoran.zvonar@mediatek.com


© 2015 NXP B.V.

Kinetis is a trademark of NXP B.V. All other product or service names are the property of their respective owners.  All rights reserved.

Introducing industry-leading GaN RF technology for military 
applications—new from NXP, the global leader in RF power.

In the field, there’s no time for second chances—or second best.    As the largest, most 

deployed provider of RF power technology on Earth, NXP now brings its industry-leading 

technology, design and manufacturing prowess to the defense electronics industry.   

Our new 10 W GaN transistor provides breakthrough wideband and thermal performance, 

demonstrated in the available 200–2500 MHz reference design.  Our RF power products are 

proven rugged and reliable in the harshest environments.  US manufacturing and a 15-year 

product longevity warranty ensures long term security of supply.  NXP’s dedicated support 

team of military systems and applications experts will back you up every step of the way.  

Out here, who will you count on?  Talk to us. Learn more NXP.com/RFmilitary

IT’S A LIFELINE.

IENYCM3498.indd   1IENYCM3498.indd   1 21/12/15   5:13 PM21/12/15   5:13 PM

http://www.NXP.com/RFmilitary


IEEE Communications Magazine • January 20164

The President’s Page

After many years as a volunteer and 
almost as many as a Board of Governors 
member, I am honored to have been 

elected as the IEEE Communication’s Society’s 
President, and am privileged to serve for the 
next two years. Recessions, changes in technolo-
gy, the increasing availability of technical infor-
mation on the Internet, and the rise of social 
media, all contributed to the Society’s decrease 
in membership from 60,000 in the year 2000 to 
30,000 today. I, along with my new team, plan 
to reverse this trend and make the Society the 
go-to place for communications information, 
standards, technology, and community.

Byeong Gi Lee, a past ComSoc President 
and the Chair for the past two years of the 
Society’s Strategic Planning Committee, has 
developed a set of four business plans to imple-
ment the ComSoc 2020 Report prepared in 
2011. These plans will be a starting point for our work this year, 
with focus on the following four areas:  
1. Education Programs, Content and Services.
2. Industry and Standards Strategies.
3. One-Stop Information and Communications Technology
   (ICT) Service System.
4. Member Activity and Service Supporting System.

In the education area, we will continue the good work to devel-
op a world-class training and professional education program. 
We started this by developing a wireless training and certification 
program. Now we will expand this to other leading edge commu-
nications-related technologies such as 5G, Software Defined Net-
works/Network Function Virtualization, Cloud Computing, Big 
Data, Cybersecurity, and the Internet of Things. One effort will be 
aimed at setting up an education and training portal.

For industry, we intend to make ComSoc the preferred orga-
nization for communications and networking industry companies 
and professionals. As a first step toward this goal we have creat-
ed two new roles: Vice President of Industry and Standards, and 
a Director of Industry Outreach. We have plans to add to this a 
new Director of Industry Communities.  One important thrust 
will be to increase our membership from Internet companies like 
Facebook, Twitter, and LinkedIn by offering them products and 
services they will find useful. 

We will position ComSoc as a focal point for the world’s ICT 
community. One proposal is to implement this by simply taking 
open source wiki software to develop the service system. We will 
explore this avenue and others to offer this type of service.

The Member Activity and Service Supporting System should 
function as “the center” of all membership programs and ser-

vices at a global level and serve as “the net-
work” through which each individual member 
gets the service they want and connects with 
other members with similar interests. We may 
be able to use open-source CRM systems to 
implement this without developing something 
new ourselves.

In addition to bringing more industry profes-
sionals back to ComSoc, we will focus on pro-
viding additional benefits to ComSoc’s younger 
members. We will work to increase Student 
Travel Grants, offer reduced membership dues 
during the first few years out of school, increase 
networking opportunities to assist them in their 
jobs and in finding new or more challenging 
positions, and establish a mentoring program.

These and other ideas that we have been dis-
cussing over the past year will take a lot of time 
and effort. One way that we can make it more 

manageable is to work together with some of the other IEEE Soci-
eties. We have started discussing this in our meetings with the four 
largest Societies (Computer, ComSoc, Signal Processing, and Power 
Engineering) held three times a year during the IEEE Board Series. 
Roger Fugii, the current Computer Society President, came to our 
Board meeting in December to see what we are currently involved 
in and to identify areas where we can work together.

Assisting me in these efforts are the five newly elected 
Vice-Presidents. Guoliang (Larry) Xue is the new Vice President 
of Conferences. Larry brings a wealth of conference experience to 
this position, having been involved with conference organizations 
and ComSoc services for many years. Luigi Fratta, the new VP of 
Technical Activities, has a diverse background and extensive expe-
rience in the communications field.  Nelson Fonseca, our new VP 
of Publications, has been a ComSoc Editor-in-Chief as well as a 
previous Vice President. Stefano Bregni, Vice President of Mem-
ber Relations, was reelected to a second term in this position. 
During the past two years he has led a number of successful initia-
tives, and will continue these activities as well as launch new ones. 
Finally, Rob Fish, a leading member of ComSoc’s and IEEE’s 
standards efforts, has also been reelected to a second term. For 
this term the Board of Governors added industry responsibilities 
to the position now call Vice President of Industry and Standards.  

I am highly focused on bringing strong leadership, collabora-
tion, and growth to the Society in the months to come. To do this 
I will need the help of the elected and appointed officers as well 
as that of the ComSoc membership. There are many areas where 
you can help. Please don’t hesitate to contact me or any member 
of the ComSoc Board or Standing Committees with your ideas 
and offers of help.

Harvey Freeman

Moving the Society Forward

Stefano Bregni Robert S. Fish Nelson Fonseca Luigi Fratta Guoliang (Larry) Xue
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The OptoElectronics and Communications Conference (OECC) 
is one of the biggest worldwide conferences focused on the latest 
optical and photonic research areas. OECC 2015 was held in the 
Shanghai Everbright Convention Center, Shanghai, China, from 
June 28 to July 2, 2015. The conference provided a platform for 
researchers from around the world to share their latest research 
advances, promoting international collaboration.

The conference was sponsored by the IEICE Communications 
Society, the IEEE Photonics Society, the IEEE Photonics Society 
Shanghai Chapter, the IEEE Communications Society Shanghai 
Chapter, the China Institute of Communications, and the Optical 
Society of Korea.

There were 470 submissions in total, including 327 contribut-
ed submissions from 33 countries or regions around the world. 
A total of 205 papers were accepted, for an acceptance ratio of 
62.7 percent. Each paper was reviewed by at least three peer 
reviewers. There were 152 oral presentations, 124 invited presen-
tations, and 53 poster presentations, arranged into eight catego-
ries, two symposia, and two workshops, listed below.

Categories
C1 Optical Transmission Systems and Subsystems
C2 Optical Networking and Switching Technologies
C3 Optical Fibers, Cables, Devices, and Modules
C4 Optical Fiber Sensors and Microwave Photonics
C5 Laser Technologies and Applications
C6 Micro/Nano Photonic Devices and Integration
C7 Biomedical Optics
C8 Optoelectronic Materials for Communications, Display, and
     Energy 
Symposia
S1 Optical Wireless Communications
S2 Frontier in Stimulated Brillouin Scattering
S3 Design and Fabrication Technology for Photonics Electronics
    Convergence
S4 Hybrid Nanophotonics
Workshops
W1 Optical Sampling and Photonic Analog-to-Digital Converters
W2 Photonics of Two-Dimensional Materials

Two workshops were organized in the afternoon of June 28. 
The opening ceremony was organized in the morning of June 29, 
followed by three plenary presentations. The first plenary presenta-
tion was given by Prof. B. Jalali from UCLA on the topic of ‘Optical 
Information Capacity of Silicon’. The second plenary presentation 

was given by Dr. Atsushi Takahara from NTT Network Innovation 
Laboratories on the topic ‘Next Challenges with Virtualization of 
Network Infrastructure’. The third plenary presentation was given by 
Prof. Chao-Yang Lu from the University of Science and Technology 
of China on the topic ‘Recent Experimental Progress in Quantum 
Information Processing with Photons and Cold Atoms’.

In the technical sessions, there were 64 parallel oral sessions 
and one poster session during the conference period. Among 
64 oral sessions, there were 10 symposia sessions covering the 
topics of optical wireless communications, stimulated Brillouin 
scattering, photonics electronics devices and nanophotonics.

The post deadline paper (PDP) presentations were organized 
on the evening on June 30. Four post deadline papers were 
accepted after the revision of technical committee members. 
They were “Record Field Demonstration of C-band Multi-Terabit 
16QAM, 32QAM and 64QAM over 762km of SSMF” by Rah-
man, Coriant R&D GmbH, Germany, “What is the True Value of 
Dynamic Optical Path Switching?” by Kurosu, NIAIST, Japan, “First 
Demonstration of Holistically-Organized Metro-Embedded Cloud 
Platform with All-Optical Interconnections for Virtual” by Chen, 
BUPT, China, and “4–28 Gbaud PAM4 Integrated ROSA with 
High-Sensitivity APD Datacenter Provisioning” by Nakanishi, NTT 
Corporation, Japan.

The banquet took place on the evening of July 1. During the 
banquet, best student papers were awarded to three students. A 
review of the past 20 OECC conferences by sand painting was 
made successfully. Chinese traditional Sichuan face-changing was 
also performed.

January 2016
ISSN 2374-1082

(Continued on Newsletter page 4)

Report of the Opto-Electronics and 
Communications Conference 
(OECC) 2015
By Xinwan Li, TPC Co-Chair of OECC2015, and Kan Wu, General 
Secretary of OECC2015, Shanghai Jiao Tong University, China

Plenary presentation.

Poster session.

CONFERENCE REPORT
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FFF 2015 was the sixth event in the series and attract-
ed approximately 200 telecommunication industry experts and 
academics from 32 countries. FFF 2015 provided a unique dis-
cussion platform for representatives from international network 
operators, standards development bodies, and leading academic 
organizations offering two full days of technical tutorials, interac-
tive workshops, conferences, exhibition booths, and live demon-
strations.

Tutorials and Interactive Workshops

Day one started with two parallel tutorials followed by three 
simultaneous workshop tracks. The tutorial ‘Network Evolution 
Towards the 5G Environment’ provided an overview of use cases 
and technology covering the main elements of future 5G tech-
nologies: radio, core, management, network function virtualization 
(NFV), and software defined networks (SDN). The second tutorial 
provided a detailed perspective on Internet of Things (IoT) and 
machine-to-machine (M2M), data processing, and cyber-physical 
systems (CPS) required for the Industrie 4.0, industrial Internet 
and smart cities.

The first workshop, ‘Towards the 5G Environment’, was divided 
into two sessions, one addressing the challenges and require-
ments for the radio and core network, and the other addressing 
the latest developments and benefits from network virtualization. 
The second workshop covered the challenges and requirements 
of information and communication technologies (ICT) for Indus-
trie 4.0, industrial Internet, and the factories of the future, as well 
as the enablers for ICT within the industrial environment. The 
third workshop addressed the evolution of IoT and M2M plat-
forms and services for different vertical domains. The benefits of 
both platform types were analyzed, and it was clear at the end of 
the workshop that they are key enablers for smart solutions and 
applications. Innovative M2M and IoT solutions and applications 
were also analyzed and discussed. 

Conferences and Panel Discussions

On the second day the different tracks of the previous day 
were united under the main theme of this year´s FFF by a full day 
conference entitled ‘5G Starts Now – Putting the Building Blocks 
for 5G Together’, which consisted of four sessions. Each session 
was preceded by presentations from various international network 
operators, vendors, academics, and standardization bodies, con-
cluding with a panel. The topics were: ‘The Evolution Path to 5G, 
Including Radio, Core and Management Networks’; ‘The Impacts 
of SDN and NFV on the Telecom Industry’; ‘M2M, IoT and Data 

as Key Communication Drivers around the World’; and ‘CPS: Driv-
ing Factories of the Future’.

With respect to 5G it was agreed that for its investment it is 
important to identify the best ways to monetize the technology 
and that investment in 5G should be targeted on enhancing the 
end user experience. This can only be achieved by the conver-
gence of the different access methodologies. Openness will be 
one of the most important characteristics of the upcoming tech-
nology as long as it enables easy connectivity to APIs and innova-
tive services.

Concerning SDN and NFV, standardization is one of the key 
challenges that needs to be addressed, especially with respect 
to interoperability and network management. According to the 
experts, the main purpose of standardization is to avoid propri-
etary solutions and enhance interoperability. The panel also indi-
cated that important organizational changes and impacts need to 
be evaluated.

Regarding IoT, it was agreed that it enables the Internet of 
People and that entrepreneurs will benefit from it. IoT might 
be deployed without human presence, but it will require cover-
age. Therefore, coverage will become critical. Usability of the IoT 
technology for the end user, network simplification and life cycle 
management for IoT products will also be essential. Security, 
openness to service providers, and the resolution of data owner-
ship also need to be added to the list.

With respect to best practices in smart cities and Industrie 4.0 
communications, the participants agreed on the importance of 
analytics, connectivity, and low latency to enable digital manufac-
turing.

Live Demonstrations

Alongside the workshop seven live demonstrations were 
made. The following technologies and technical challenges were 
addressed: core networks, next generation M2M connectivity and 
mobile edge integration in a single solution; secure connectivity 
for the industrial environment; cost efficient edge-cloud solutions; 
hands-on examples of product prototyping using NFV and SDN 
technologies; interconnection of virtual and physical ecosystems 
in the industrial Internet; combination and integration of multi-da-

(Continued on Newsletter page 4)

6th International FOKUS FUSECO Forum (FFF) 
Digital Convergence and Seamless Connectivity for 
Everyone and Everything: Bringing 5G, SDN/NFV and 
M2M/IoT Together
By Thomas Magedanz, General Chair, Fraunhofer FOKUS/TU 
Berlin, Germany

Live demonstration based on the Fraunhofer FOKUS Open5G-MTC Toolkit. Virtualization meets 
M2M/IoT.

Panel discussion on SDN and NFV.

Prof. Dr. Thomas Magedanz opening the IoT, M2M and Industrial Internet tutorial.

CONFERENCE REPORT



During the past half year, the Xi’an ComSoc Chapter arranged 
several seminars for students and young members. The discus-
sion topics were mainly about wireless communications, electron-
ic healthcare, communications security, and so on.

In addition to the seminars, we also invited three Distinguished 
Lecturers to conduct lectures for the students and young scholars.

On May 15, 2015, IEEE Distinguished Lecturer Prof. Nei Kato 
from the Tohuko University, Japan gave 
a lecture on ‘Device-to-Device (D2D): 
Research Trends and Future Perspectives’ 
to the students. More than 30 students 
and teachers attended the lecture. 

On June 24, IEEE Distinguished Lec-
turer Prof. Pradeep Ray from the Uni-
versity of New South Wales, Sydney, 
Australia gave a lecture on ‘Cooperative 
Service Management in Healthcare Sec-
tor: Emerging Trends and Future Chal-
lenges’ to students and scholars from 
Xidian University and also to our chapter 
members. 

Prof. Pradeep Ray also visited the 
study group of Prof. Yang Gang and had 
a discussion about the issues related to 
E-Health. The researchers hoped that 
they can have full collaboration with Prof. 
Pradeep Ray in the study of E-Health.

On July 6, 2015, IEEE Distinguished 
Lecturer Prof. Zhu Han from the Univer-
sity of Houston, USA gave a lecture on 
‘Cooperative Game Theory for Cognitive 
Radio’. Many students attended the lec-
ture and had good discussions with Prof. 
Zhu Han.

The students developed many 
advanced study topics and study meth-
ods from those seminars and lectures. 

Activities of the Xi’an ComSoc Chapter
By Prof. Bin Song and Prof. Rong Sun, State Key Lab of 
Integrated Services, Xidian Univerisity, Xi’an, 710071, China
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This review presents the new opportunity for research and 
developer teams working on LBS-enabled solutions and Internet 
of Things infrastructure. Geo2Tag is the world’s most popular 
open source LBS platform1. Recently the IEEE IoT technical team 
listed Geo2Tag as a platform for making IoT solutions in city tag-
ging scenarios2.

The Geo2Tag platform enables simultaneous work on multiple 
different services and seamless creation of new services without 
server reloads. The platform provides a sophisticated spatiotem-
poral API for the services, which allows geo-fencing with altitude 
support, date/time filtering (including support of BC dates), data 
aggregation and visualization, and so on. At the same time service 
creation on Geo2Tag is an easy and cozy process, and developers 
have access to the large library of templates and functions imple-
menting typical functionality. This, plus the use of an open source 
license, makes Geo2Tag the most cost-efficient and technically best 
available backend for commercial and non-commercial geo-apps.

Geo2Tag supports Platform as a Service Architecture (PaaS). 
It uses virtualization instruments such as Vagrant and Docker that 
enable easy integration with a majority of cloud services. The 
main services provided by the platform are:

•Storage, processing and visualization of spatiotemporal data.
•Simultaneous work on several location-based services inside 

one instance of the platform.
•Fast content-building startup by importing and pre-processing 

data from the open databases.
The Geo2Tag data model is as follows. Point is an atomic 

element of spatiotemporal data. Channel is formed as a set of 
points. The service is a set of channels. The user is an application 
or human actor that performs interaction with the platform.

The external interface for LBS developers is provided by REST 
requests over HTTP. API provides control over spatiotemporal 
data, geo-fencing functional and administrative actions for a ser-
vice and the whole platform instance. The spatiotemporal data 
filtration has several criteria: date and altitude intervals, spatial 
region, and allowed channel set. All criteria can be applied inde-
pendently. All REST requests for geo-data support the GeoJSON 
standard. API authorization is implemented by the use of the 
OAuth2 protocol.

Geo2Tag provides an API for high performance geo-data visu-
alization and has a special web-service for displaying results of 
REST queries on a custom map based on a leaflet.js library with 
changeable map provider. With this solution geo-data elements 
(points) can be grouped into clusters, which makes data on the 
map easy to navigate and decreases the volume of used RAM.

Geo2Tag provides an open API for developing third-party plug-
ins. A plug-in is an isolated extension for a platform REST API, 
which can perform background computations on services data 
and can be turned on and off without server restart. The plug-in 

Geo2Tag: The Advanced Open Source 
Ecosystem for LBS Developers
By Mark Zaslavskiy, Kirill Krinkin and Sergey Balandin,  
Geo2Tag LBS Platform Development Team, FRUCT Ltd.

(Continued on Newsletter page 4)

Distinguished Lecturer Prof. Nei Kato and the students of IEEE Communica-
tion Society, Xi’an Chapter.

Distinguished Lecturer Prof. Pradeep Ray and the Members of IEEE Com-
munication Society, Xi’an Chapter.

Prof. Nei Kato in lecture.

Prof. Pradeep Ray in lecture.

Distinguished Lecturer Prof. Zhu HAN and the members of IEEE Communi-
cation Society, Xi’an Chapter.Prof. Zhu Han in lecture.
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ta sources in an interoperable manner; and the combination of 
computer vision with cyber-physical systems for industrial pur-
poses.

All demonstrations were based on the newest testbed toolkits 
from Fraunhofer FOKUS, namely Open5GCore (www.open5G-
Core.org), OpenSDNCore (www.openSDNcore.org), Open5GMTC 
(www.open5GMTC.org), OpenMTC (www.openMTC.org), 5G 
Playground (www.5G-playground.org), as well as the recently 
launched OpenBaton (www.openBaton.org), an open source ETSI 
NFV MANO Orchestrator.

Conclusion

Key takeaways of the event were: 
•5G is not limited to the next generation of mobile commu-

nications, but is accompanied by a paradigm shift regarding soft-
warization and mobile-fixed convergence.

•Softwarization is the major innovation and the change is tak-
ing place today.

•SDN/NFV and network slicing are the enabler technologies 
for the transformation of the network infrastructure.

•Programmable platforms allow for the rapid introduction of 
new services and business agility.

•Outstanding business drivers will be the vertical markets, 
mainly the industrial Internet.

Outlook: FOKUS FUSECO Forum 2016
Based on the global relevance of the addressed topics and 

technologies, and following the continued success of the FOKUS 
FUSECO Forum series in the past, the 7th FUSECO Forum is 
planned for mid-November 2016 in Berlin, Germany. For more 
detailed information, please refer to: www.fuseco-forum.org

FOKUS FUSECO Forum/Continued from page 2

OECC 2015/Continued from page 1
OECC 2015 was concluded with great success. A total of 470 

submissions were obtained for the TPC to review. Among those 
submissions, the three largest submission totals by country/region 
were from mainland China, Japan, and the United States. Finally, 
403 participants, including 206 non-Chinese nationality partic-
ipants (~51%), participated in the conference this year. Three 
plenary talks, 124 invited presentations, 152 oral presentations, 
and 53 poster presentations were arranged. Four PDP presenta-
tions were selected; however, this year there were six no-show 
presentations, including two poster presentations.

OECC/PS 2016, to be held in Toki Messe, Japan, was promot-
ed to all participants on July 1, 2015, a fantastic banquet night in 
Shanghai! 

®

A publication of the 
IEEE Communications Society

Geo2Tag/Continued from page 3

system also contains common interfaces for developing open 
data plug-ins. These extensions allow the importing and process-
ing of external open access web datasets. 

Geo2Tag is used as a platform for various apps and use 
cases3. As an example, the Open Karelia museum system (www.
openkarelia.org) networks a number of museums in Russian and 
Finnish and provides a common set of e-Tourism services. Other 
examples of Geo2Tag based services are: nearest doctor search, 
tracing public transport, car fleet services, and personal tracker.

Future development of Geo2Tag is focused on improving the 
usability of the REST API, getting more LBS developers on board. 
We continuously work to further improve mobile power con-
sumption and performance and increase usability. More content 
is made available to developers via the API and plug-ins. We wel-
come you to start using Geo2Tag by visiting www.geo2tag.com, or 
contacting us via email (Mark.Zaslavskiy@fruct.org, Kirill.Krinkin@
fruct.org, Sergey.Balandin@fruct.org).

1MetricsKey rating http://metricskey.com/open/open-source-location-based-
services/ + is the 2nd in Google for “LBS platform” (after TomTom)

2The reference is at the bottom of the first page in PDF http://iot.ieee.org/
iot-scenarios.html?prp=6.

3E. Balandina, S. Balandin, Y. Koucheryavy, and D. Mouromtsev, “IoT Use 
Cases in Healthcare and Tourism,” Proc. 17th IEEE Conf. Business Informatics (CBI 
2015), Lisbon, Portugal, July 13–16, 2015. pp. 37–44.
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Conference Calendar

2016

J A N U A R Y

COMSNETS 2016 — 8th Int’l. Confer-
ence on Communication Systems & Net-
works, 5–9 Jan.
Bangalore, India
http://www.comsnets.org/index.html

IEEE CCNC 2016 — IEEE Consumer 
Communications and Networking Con-
ference, 8–11 Jan.
Las Vegas, NV
http://ccnc2016.ieee-ccnc.org/

WONS 2016 — 12th Annual Conference 
on Wireless On-Demand Network Sys-
tems and Services, 20–22 Jan.
Cortina d’Ampezzo, Italy
http://2016.wons-conference.org/

ICACT 2016 — 18th Int’l. Conference on 
Advanced Communication Technology, 
31 Jan.–2 Feb.
Phoenix Park, Pyeongchang, Korea
http://www.icact.org/

M A R C H

DRCN 2016 — 12th Int’l. Workshop on 
Design of Reliable Communication Net-
works, 14–17 March
Paris, France
https://drcn2016.lip6.fr/

ICBDSC 2016 — 3rd MEC Int’l. Confer-
ence on Big Data and Smart City, 15–16 
Mar.
Muscat, Oman
http://www.mec.edu.om/conf2016/index.html

OFC 2016 — Optical Fiber Conference, 
20–24 Mar.
Anaheim, CA
http://www.ofcconference.org/en-us/home/

IEEE CogSIMA 2016 — IEEE Int’l. 
Multi-Disciplinary Conference on Cogni-
tive Methods in Situation Awareness and 

Decision Support, 21–25 Mar.
San Diego, CA
http://www.cogsima2016.org/

WD 2016 — Wireless Days 2016, 23–25 
Mar.
Toulouse, France
http://wd2015.sciencesconf.org/

IEEE ISPLC 2016 — 2016 IEEEInt’l.Sym-
posium onPower Line Communications 
and Its Applications, 29 Mar.–1 Apr.
Bottrop, Germany.
http://www.ieee-isplc.org/

A P R I L

IEEE WCNC 2016 — IEEE Wireless Com-
munications and Networking Confer-
ence, 3–6 Apr.
Doha, Qatar
http://wcnc2016.ieee-wcnc.org/

IEEE INFOCOM 2016 — IEEE Int’l. Con-
ference on Computer Communications, 
10–15 April
San Francisco, CA
http://infocom2016.ieee-infocom.org/

WTS 2016 — Wireless Telecommunica-
tions Symposium, 18–20 Apr.
London, U.K.
http://www.cpp.edu/~wtsi/

IEEE/IFIP NOMS 2016 — IEEE/IFIP Net-
work Operations and Management Sym-
posium, 25–29 Apr.
Istanbul, Turkey
http://noms2016.ieee-noms.org/

M A Y

IEEE ICC 2016 — IEEE International 
Conference on Communications, 23–27 
May
Kuala Lampur, Malaysia
http://icc2016.ieee-icc.org/

J U N E

IEEE BlackSeaCom 2016 — 4th Int’l. 
Black Sea Conference on Communica-

tions and Networking, 6–9 June
Varna, Bulgaria
http://www.ieee-blackseacom.org/

IEEE NETSOFT — IEEE Conference on 
Network Softwarization, 6–10 June
Seoul, Korea
http://sites.ieee.org/netsoft/

IEEE HPSR 2016 — IEEE 17th Int’l. Con-
ference on High Performance Switching 
and Routing, 14–17 June
Yokohama, Japan
http://www.ieee-hpsr.org/

EUCNC 2016 — European Conference 
on Networks and Communications, 
27–30 June
Athens, Greece
http://eucnc.eu/

J U L Y

IEEE ICME 2016 — IEEE Int’l. Confer-
ence on Multimedia and Expo, 11–15 
July
Seattle, WA
http://www.icme2016.org/

TEMU 2016 — Int’l. Conference on Tele-
communications and Multimedia, 25–27 
July
Heraklion, Greece
http://www.temu.gr/

A U G U S T

EUSIPCO 2016, 29 Aug.–2 Sept.
Budapest, Hungary
http://www.eusipco2016.org/

S E P T E M B E R

IEEE PIMRC 2016 — IEEE Int’l. Sympo-
sium on Personal, Mobile, and Indoor 
Radio Communications, 4–7 Sept.
Valencia, Spain
http://www.ieee-pimrc.org/

–Communications Society portfolio events appear in bold colored print. 
–Communications Society technically co-sponsored conferences appear in black italic print. 
–Individuals with information about upcoming conferences, Calls for Papers, meeting announcements, and meeting reports should send this information to: IEEE Communications 
Society, 3 Park Avenue, 17th Floor, New York, NY 10016; e-mail: p.oneill@comsoc.org; fax: + (212) 705-8996. Items submitted for publication will be included on a space-available basis.

Updated on the Communications Society’s Web Site
www.comsoc.org/conferences

http://www.comsnets.org/index.html
http://ccnc2016.ieee-ccnc.org/
http://2016.wons-conference.org/
http://www.icact.org/
https://drcn2016.lip6.fr/
http://www.mec.edu.om/conf2016/index.html
http://www.ofcconference.org/en-us/home/
http://www.comsoc.org/conferences
http://www.cogsima2016.org/
http://wd2015.sciencesconf.org/
http://www.ieee-isplc.org/
http://wcnc2016.ieee-wcnc.org/
http://infocom2016.ieee-infocom.org/
http://www.cpp.edu/~wtsi/
http://noms2016.ieee-noms.org/
http://icc2016.ieee-icc.org/
http://www.ieee-blackseacom.org/
http://sites.ieee.org/netsoft/
http://www.ieee-hpsr.org/
http://eucnc.eu/
http://www.icme2016.org/
http://www.temu.gr/
http://www.eusipco2016.org/
http://www.ieee-pimrc.org/
mailto:p.oneill@comsoc.org


IEEE Communications Magazine • January 201610

Guest Editorial

The concept of software defined wireless networks 
(SDWN) has been rapidly evolving as the solution 
to meet the demand for dynamic wireless services 

in ubiquitous computing. In SDWN, the control plane and 
data plane are decoupled, network intelligence is logically 
centralized, and the underlying network infrastructure is 
abstracted from the applications. Thus it highly simplifies 
network administration and management, which facilitates 
the dynamic nature of future network functions and intel-
ligent applications while lowering operating costs through 
simplified hardware, software, and management. This is 
the second part of the “Software Defined Wireless Net-
works (SDWN)” Feature Topic. In Part 1, which was pub-
lished in November 2015, we provided an overview of the 
latest major developments and progress in SDWN archi-
tecture. In this Part II, we present articles that provide 
fruitful insights into selected topics such as Cloud-RAN 
management, flexible spectrum management, SDWN secu-
rity, and SDN-based self organizing strategies. We believe 
that it complements Part I, and together they provide a 
holistic overview of features and trends in future SDWN 
development.

Future radio access networks (RANs) of cellular systems 
need to provide elastic service to dynamic traffic demands. 
The first article, “Software-Defined Hyper-Cellular Archi-
tecture for Green and Elastic Wireless Access” by Zhou 
et al., reviews the state of the art which aims to renovate 
RANs from the perspective of control traffic, decoupled 
air interface, and software definability. The proposed and 
evaluated software-defined hyper-cellular architecture 
(SDHCA) is addressing enabling technologies such as the 
separation of the air interface, green base station opera-
tion, and base station function virtualization. Further, the 
authors summarize several future research directions on 
software-defined systems.

The second article, “Securing Software Defined Wire-
less Networks” by He et al., delves into the important issue 
of security in SDWN. On one hand, SDWN enables new 
security mechanisms. On the other hand, new threats are 
introduced due to the separation of the control plane and 
data plane and its centralized logic. In lieu of these, the 

authors discuss threat vectors for SDWN, as well as design 
issues in making it secure. Security requirements of SDWN 
are analyzed, with security attacks and countermeasures 
summarized. Future research directions are often mani-
fested.

The Cloud-RAN architecture enables dynamic configura-
tion of base stations via virtualization technology. The third 
article, “Elastic Resource Utilization Framework for High 
Capacity and Energy Efficiency in Cloud-RAN” by Pompili 
et al., proposes to utilize this introduced freedom to alle-
viate the issue of decreased energy efficiency of small cell 
networks by dynamically adapting to fluctuations in per-user 
capacity demand. The authors advocate for the need for 
co-location models for provisioning and allocation of virtual 
base stations (VBS), and propose different VBS architec-
tures. The advantages of VBS clustering are demonstrated, 
which can enhance efficiency and capacity via collaborative 
communication techniques.

With the advent of SDWN technology, dynamic spec-
trum management becomes a feasible option. In the fourth 
article, “A Software-Defined Wireless Network Enabled 
Spectrum Management Architecture” by Wang et al., spec-
trum management architecture design, which can reap the 
benefits of SDWN, is systematically investigated. Design 
principles and key challenges in realizing SDWN-enabled 
spectrum management architecture are discussed, and a 
general architecture with a new baseband virtualization 
design is developed. A prototype based on the IEEE 802.11 
protocol is built and used to demonstrate the efficiency of 
the proposed architecture.

The fifth article, “Synergistic Spectrum Sharing in 5G 
HetNets: A Harmonized SDN-Enabled Approach” by 
Akhtar et al., proposes a hierarchical architecture enabled 
by SDN that facilitates reliable and dynamic spectrum shar-
ing in 5G cellular networks. The two key components of the 
proposed HSA framework are the macrocell BSs and the 
SDN controller. The task-sharing between the BSs and the 
controller harmonizes network operation and alleviates the 
SDN controller’s scalability concerns. The article also pres-
ents an efficient resource management algorithm conceived 
for future 5G networks.

Software Defined Wireless Networks: Part 2

Honglin Hu Hsiao-Hwa Chen Peter Mueller Rose Qingyang Hu Yun Rui
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In the last article, “SDN Meets SDR in Self-Organiz-
ing Networks: Fitting the Pieces of Network Manage-
ment” by Ramirez-Perez et al., the authors combine the 
two popular paradigms of software defined networking 
(SDN) and software defined radio (SDR) under a uni-
fied management framework based on self organizing 
networks (SON). The proposed framework leverages pro-
grammable control planes and data planes, calls for the 
convergence of computing, communications, and net-
working research into one domain, and emphasizes the 
need for an open and extensible protocol interface that 
combines the main features of current protocols such as 
OpenFlow, MIH, and XMPP. 

We are confident that these six articles will add value to 
current research activities and provide an overall direction 
for those researchers interested in this topic.

The Guest Editors would like to thank Sean Moore, 
the previous Editor-in-Chief, and Osman Gebizlioglu, the 
current Editor-in-Chief, for their guidance, feedback, and 
encouragement along the way. We also would like to thank 
the large number of people who significantly contributed 
to this Feature Topic, including the authors, reviewers, and 
IEEE Communications Magazine staff.
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Abstract

To meet the surging demand of increasing 
mobile Internet traffic from diverse applica-
tions while maintaining moderate energy cost, 
the radio access network of cellular systems 
needs to take a green path into the future, 
and the key lies in providing elastic service 
to dynamic traffic demands. To achieve this, 
it is time to rethink RAN architectures and 
expect breakthroughs. In this article, we review 
the state-of-the-art literature, which aims to 
renovate RANs from the perspectives of con-
trol-traffic decoupled air interface, cloud-based 
RANs, and software-defined RANs. We then 
propose a software-defined hyper-cellular 
architecture (SDHCA) that identifies a feasi-
ble way to integrate the above three trends to 
enable green and elastic wireless access. We 
further present key enabling technologies to 
realize SDHCA, including separation of the 
air interface, green base station operations, 
and base station functions virtualization, fol-
lowed by our hardware testbed for SDHCA. In 
addition, we summarize several future research 
issues worth investigating.

Introduction
Since their birth, cellular systems have evolved 
from the first generation analog systems with 
very low data rate to today’s fourth generation 
(4G) systems with more than 100 Mb/s capacity 
to end users. However, the radio access net-
work (RAN) architecture has not experienced 
many changes: base stations (BSs) are gener-
ally deployed and operated in a distributed 
fashion, and their hardware and software are 
tightly coupled. Facing the exponential growth 
of mobile Internet traffic on one hand, and 
the significant energy consumption of mobile 
networks on the other hand, breakthroughs 
are strongly expected in RAN architecture 
design and corresponding systematic control 
methods. In the conventional RAN architec-
ture, even though there is little traffic require-
ment, the BSs cannot be switched off in order 
to maintain the basic coverage. This requires 
substantial static power to keep the BS active 
and to transmit the required signaling, thus 
causing energy waste. To meet the urgent 
need for green and elastic wireless access, it is 
envisioned that next-generation RANs should 
become increasingly software-defined, and the 

layout of their physical resources should break 
away from the fully distributed model.

Along with the above paradigm shift, emerg-
ing RAN architectures have been developed 
from three perspectives. The first is the new air 
interface architecture of cellular networks that 
features signaling and data separation, aimed 
at flexible and efficient control of small cells 
for throughput boosting and BS sleeping-based 
energy saving [1, 2]. To make cell coverage more 
adaptive to traffic dynamics, some control signal-
ing functions should be decoupled from the data 
functions so that the data traffic service is provid-
ed on demand, while the control plane is always 
“on” to guarantee basic coverage. The second 
is renovating cellular networks into massive BSs 
with centralized baseband processing and remote 
radio heads (RRHs), which further evolves to 
have a cloud-based baseband processing pool 
[3] and BS functions virtualization. The third is 
inspired by software-defined networking (SDN) 
from wired networks, which separates the control 
and data planes to enable centralized optimiza-
tion of data forwarding.

We believe that successfully delivering green 
and elastic mobile access relies on the deep 
convergence of the above three perspectives, of 
which the rationale is as follows. First, to realize 
the control-traffic decoupled air interface, flex-
ible and efficient signal processing is required 
to reconstruct the frame components from the 
control and traffic layers of the air interface. The 
load of control signaling can also vary over time 
and space for current mobile networks, which 
requires the control coverage to be reconfigu-
rable with adaptive power and spectrum resourc-
es in order to match the signaling load variations. 
To tackle these challenges, cloud-based RAN 
architectures can offer help by providing pro-
grammable BS functions and reconfigurability of 
radio elements. Furthermore, the fronthaul net-
work in cloud-based RAN architectures can be 
aided by SDN to enable efficient data forwarding 
and flexible function splitting. Meanwhile, the 
control-data separation in SDN can be extended 
to wireless access by the control-traffic decoupled 
air interface. Naturally, the air interface separa-
tion should converge with cloud-based baseband 
processing under software-defined provisioning, 
exploiting its high flexibility and reconfigurabili-
ty. In fact, recent studies have begun to investi-
gate the integration of these perspectives [5, 10]. 
However, the problems of how to combine the 
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three perspectives into a converged architecture 
and how to realize the architecture in practice 
remain unclear.

To this end, in this article we propose a 
new software-defined hyper-cellular architec-
ture (SDHCA) that realizes the separation of 
the air interface via a software-defined approach 
in a cloud-based infrastructure. We begin with 
reviewing the recent research on RAN architec-
ture innovations from the aforementioned three 
perspectives. Then we present the overall design 
of SDHCA, which integrates air interface sepa-
ration, cloud RAN, and SDN, emphasizing the 
major technical contributions of SDHCA that 
bring elastic and green mobile service. In the 
next section, our initial research efforts toward 
the key enabling technologies of SDHCA are 
presented, followed by the testbed implementa-
tion showing the feasibility of SDHCA. Finally, 
we outline future research directions that can 
ultimately facilitate SDHCA in practical RANs.

Recent RAN Architecture Developments
People have witnessed a rising interest in novel 
RAN architectures in the recent literature. We 
categorize them into three independent trends, 
and summarize their main features and bene-
fits in Table 1. The first trend is signaling-data 
separation at the air interface. Among them the 
hyper-cellular architecture (HCA) [1] and the 
Phantom Cell concept [2] are typical examples. 
Under such architectures, the network coverage 
is divided into two layers: control coverage and 
traffic coverage. For instance, in HCA, BSs are 
classified into two types: control base stations 
(CBSs) and traffic base stations (TBSs). Specifi-
cally, CBSs take care of control coverage, which 
provides network access, system information 
broadcast, and so on. On the other hand, TBSs 
are meant for data traffic services to mobile 
users. With the decoupled air interface, TBSs 
can be switched on/off for significant energy sav-
ings without generating coverage holes. Besides, 
CBSs can gather network control information 
and globally optimize the on/off states of TBSs 
and the radio resource allocation. The idea of 
decoupled air interface has made its way into the 
cellular standard known as “dual connectivity” 
in Third Generation Partnership Project (3GPP) 
Long Term Evolution (LTE) Release 12 [6].

Industry and academia are also investigating 
integrating cloud computing technologies into 

RANs. Among the most representative are wire-
less network cloud [7] and Cloud RAN (C-RAN) 
[3]. They share the same idea of consolidating 
baseband units (BBUs) of BSs to a centralized 
computing cloud, while only leaving remote radio 
heads (RRHs) in the front-end. Cloud-based 
architecture can reduce energy consumption, as 
well as the RAN deployment and operational 
costs [3]. Besides, with virtualization, virtual base 
stations (VBSs) can be realized, opening up the 
RAN for flexible system configurations and oper-
ations.

Third, SDN has brought a rethinking of 
packet switching and routing in the Internet, 
and there have been emerging studies to bring 
SDN concepts such as control-data separation, 
centralized control, and software application 
programming interfaces (APIs) to RANs. Soft-
RAN [8] aims to enable software-defined RANs 
(SDRANs). It introduces the concept of the big 
BS, including a logically centralized controller 
and distributed radio elements. With the cen-
tralized controller, SDRAN optimizes the global 
utility over a local geographic area, and simplifies 
network management by software programming.

The recent literature has started to explore 
the integration of the above trends for future 
RANs. OpenRAN [5] is proposed to utilize a 
cloud computing resource pool and virtualization 
to implement the SDRAN architecture. CON-
CERT [5] builds a converged cloud and cellular 
system based on control-data decoupling. Arslan 
et al. [9] propose the concept of software-defined 
fronthaul (SDF) based on SDN and C-RAN. 
Zaidi et al. propose an integrated architecture 
that combines SDN concepts from SoftRAN and 
signaling-data separation [10]. These research 
works motivate us to explore the integration of 
the above three perspectives in order to take a 
further step in enabling green and elastic wireless 
access in future cellular systems.

Software-Defined 
Hyper-Cellular Architecture

As shown in Fig. 1, the SDHCA design is based 
on the deep integration of air interface separa-
tion, cloud RAN, and SDN. It exploits the cloud 
infrastructure, which can be divided into three 
subsystems: the RRH network, the front-haul 
network, and the virtual BS (VBS) cloud. The 
radio elements (RRHs) can merely deal with 

Table 1. Summary of new RAN architectures.

Trend Literature Features Benefits

Decoupled air interface • HCN [1]
• Phantom Cell [2]

• Separation of control and data coverage
• CBSs gather network control information

• Energy saving
• Global optimization of network resources

Cloud-based RAN • WNC [7]
• C-RAN [3] 

• BBU RRH separation
• BBU consolidation
• Virtual base stations 

• Cost reduction
• Improved flexibility

Software-defined RAN • SoftRAN [8] • Control data separation
• Logically centralized controller
• Control APIs 

• Global utility optimization
• Simplified network management

Integrated architectures • OpenRAN [4]
• CONCERT [5]
• SDF [9]
• Zaidi et al. [10] 

• Integration of SDRAN and cloud computing
• Integration of SDRAN and decoupled air interface

• Combined benefits
• Realization acceleration
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RF transmission/reception, or have some base-
band processing functions, and their roles can 
be dynamically configured as CBS or TBS, or 
put into sleep mode, according to the network 
status and hardware capabilities of the RRHs. 
The deployment of the RRHs can be done via 
conventional network planning mechanisms, 
satisfying the peak hour traffic of the network. 
From the perspective of logical functions, the 
proposed SDHCA provides one control coverage 
layer and multiple conceptual layers for different 
user traffic types. In this way, the cell coverage is 
“softer” and smarter to deliver greener wireless 
access. RRHs are connected to the VBS cloud 
via the fronthaul network, which is also software 
defined. In the cloud, the functions of CBS and 
TBS are realized as VBS applications in virtual 
machines (VMs).

The key features of SDHCA are summarized 
as follows.

Control Data Separation. The separation lies 
in three aspects. First, in the air interface, CBSs 
are in charge of control coverage, while TBSs are 
responsible for traffic coverage. Second, on the 
infrastructure level, the software in charge of the 
network functions is separated from the hard-
ware that forwards or transmits the data. In par-
ticular, one RRH can be dynamically configured 
to act as a CBS or a TBS or even both (i.e., han-
dling some traffic while acting as a CBS). Last 
but not least, the control and data planes of the 
SDF network are also decoupled.

CBS as the RAN Controller. CBSs take care 
of mobile users and TBSs underlying their cover-
age. Besides, CBSs also control the fronthaul net-
work. In this way, the CBS has a global view of 
the RAN in a local geographic area, and optimiz-

es the on-demand configuration and activation 
of TBSs so that the network resources, including 
spectrum resources and energy resources, can 
well match the dynamic traffic in an elastic way. 
When the traffic load changes, a CBS can also 
control the cell zooming behavior of active TBSs 
to balance the load, as shown in the red dashed 
circles on traffic layer 1 in Fig. 1.

Software-Defined Network Functions via Vir-
tualization. The network functions, including air 
interface control, service analysis and aggregation, 
baseband sample generation, the fronthaul control 
plane, and so on, are realized by software appli-
cations running in VMs. The functions are thus 
easily programmed and updated, allowing for flex-
ible and efficient network operations, potentially 
reducing the computing energy consumption.

Thanks to the above tightly integrated fea-
tures, SDHCA provides flexible services to users 
exploiting spatial-temporal variations of the traf-
fic demand, so the energy efficiency of the whole 
network can be greatly improved:

•The decoupled air interface produces flexi-
ble sleeping opportunities for TBSs. As shown in 
Fig. 1, the access control and other coverage-re-
lated signaling of different traffic layers are han-
dled by CBSs, and the vertical arrows in Fig. 1 
indicate that cells in the traffic layers are covered 
by a CBS in the control layer based on their posi-
tions. Therefore, the RRHs can be configured 
to TBSs on any traffic layer shown in Fig. 1, and 
they can be switched off without having cover-
age holes, leading to significant energy saving. 
Regarding active TBSs, the energy consumption 
related to control signaling can also be saved.

•The required compute resources in the BBU 
pool can adapt to the number of active RRHs, 

Figure 1. Software-defined hyper-cellular architecture.
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and so do the virtualized fronthauling func-
tions needed to support these active RRHs. For 
instance, the VMs that run the CBS and TBS 
realizations can be constructed or released on 
demand based on the active/sleeping status of 
the associated CBSs and TBSs, saving the energy 
of the computing cloud. 

•Unlike conventional cost-inefficient solu-
tions that rely on dark fibers to connect RRHs 
to the VBS cloud, the SDF enables flexible map-
ping between BBUs and RRHs [9], and efficient 
baseband function splitting [11] for equivalent 
baseband signal compression, so the high band-
width requirement of the fronthaul is guaranteed 
at low cost.

In short, the proposed SDHCA is a viable 
solution to offer green and elastic mobile access. 

Enabling Technologies
The enabling technologies of SDHCA are 
described in detail in this section. We first com-
pare existing air interface separation solutions 
and discuss future separation-oriented air inter-
face design. Then our initial research efforts to 
realize green BS operations with BS dispatch-
ing and BS sleeping are presented. Finally, pos-
sible solutions of BS functions virtualization in 
SDHCA are discussed.

Separation of the Air Interface

For possible air interface separation schemes, 
we observe that the naive “extreme separation” 
scheme is in fact unsuitable. Here, extreme sep-
aration means that only the transmission of user 
perceived data is handled by the TBS, while all 
other parts are processed at the CBS. The reason 
extreme separation fails is that modern cellu-
lar systems rely on pilot symbols to estimate the 
wireless channel to aid the decoding of user data 
bits. With pilots transmitted by the CBS and data 
bits transmitted from the TBS, this extreme sep-
aration approach will lead to inaccurate channel 
estimation and thus incorrect decoding of the 
data.

One possible method suggested in the lit-
erature is functionality separation [12], where 
functionality is defined as the essential sets of 
functions provided by the network to mobile 
users. It can be divided into five classes: synchro-
nization, broadcast of system information, pag-
ing, multicast (for low-rate data transmissions, 
e.g., voice), and unicast (for high-rate data trans-
missions). Through functionality separation, the 
CBS is responsible for the former four classes, 
and the TBS for synchronization and high-rate 
data transmission. Careful analysis was conduct-
ed to ensure that the user equipment (UE) state 
transitions continue to work after the separation, 
although specific to the LTE standard. Based on 
functionality separation, an alternative separa-
tion scheme was proposed in HyCell [14], which 
is discussed in detail in the next section.

Besides, the separation of the air interface 
has also undergone discussion in 3GPP, called 
dual connectivity [6]. In dual connectivity, CBS 
and TBS are called PeNB and SeNB. respec-
tively, and the separation scheme is specified in 
the aspects of the control plane (C-Plane) and 
user plane (U-Plane). In the C-Plane, only a CBS 
sends out radio resource control (RRC) messag-

es to the user after coordination with the TBS. 
Two options are available for the U-Plane:
1. Independent Packet Data Convergence Pro-

tocol (PDCP) layers are used at the CBS 
and the TBS, and each node carries one 
bearer.

2. A slave bearer is split between the PDCP 
and radio link control (RLC) layers so that 
CBS processes the PDCP layer, and TBS 
processes the RLC and lower layers.

The advantage of dual connectivity is that it 
requires minimum changes to the overall RAN 
architecture in LTE, and one can expect stan-
dard terminals to gradually support it. However, 
minimum changes also limit the degree of free-
dom in separation, which implies the separation 
scheme can be suboptimal.

For future cellular systems, a new separa-
tion-oriented air interface design is preferable 
if one is allowed to break backward compati-
bility with earlier cellular standards, guided by 
the principle of separating control from traf-
fic. It is expected to reduce redundancy and 
keep the protocol simple. It can also improve 
network efficiency through independent opti-
mization of the air interface at the CBS and 
TBS according to their different characteris-
tics. Besides, the air interface should be made 
easily programmable and upgradable via soft-
ware, thus improving flexibility. The discussion 
of the aforementioned separation schemes is 
summarized in Table 2. 

Green Base Station Operations

As mentioned earlier, SDHCA can improve net-
work energy efficiency by allowing flexible TBS 
sleeping and reducing the signaling related ener-
gy consumption on TBSs. We conduct a simu-
lation study to evaluate the energy saving gain. 
We use a system-level simulator in accordance 
with 3GPP simulation requirements, and the BS 
power model is from the EARTH project [13]. 
The layout of 19 CBSs follows a standard hexag-
onal topology, while the distribution of TBSs fol-
lows a homogeneous Poisson point process with 
a total of 38 TBSs on average. Users, each with 
an FTP downloading source of the same vol-
ume, are randomly and uniformly dropped in the 
19-hexagonal area, and we vary the number of 
users according to a daily traffic profile provided 
by EARTH [13], resulting in the average total 
number of users in each hour shown in Fig. 2a. In 
Fig. 2b, three schemes are compared. “HCA w/o 
sleep” corresponds to the case when TBSs are 
not allowed to sleep, while in “HCA w/ sleep” 
TBSs can dynamically go to sleep according to 
a simple load-threshold-based policy.  “HetNet” 
corresponds to a conventional heterogeneous 
network, where we turn CBSs into macro BSs 
and TBSs into micro BSs from HCA w/o sleep. 
The time-frequency resource blocks (RBs) are 
fully used in all BSs in HetNet, while on CBSs, 
only those for control signaling are used, and the 
RBs for control signaling are muted on TBSs. 
The energy reduction from HetNet to HCA w/o 
sleep is due to the muted control-signaling-relat-
ed RBs, while the energy saving from HCA w/o 
sleep to HCA w/ sleep is due to the dynamic TBS 
sleeping. Note that the separated air interface 
guarantees this flexible TBS sleeping. One of the 
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fundamental issues in SDHCA or any air inter-
face separation scheme is the channel condition 
acquisition, which is particularly important for 
BS dispatching and sleeping. When a new user 
arrives, the network should dispatch the best 
RRH to act as its serving TBS, which possibly 
requires waking up a sleeping RRH. However, 
getting to know the channel conditions of the 
sleeping RRH to the user is very challenging.

We thus propose a novel method based on 
machine learning to see the unobservable chan-
nel conditions of sleeping RRHs. The main 
idea is to build a mapping function from the 
user’s observable channel conditions of active 
CBSs and TBSs to the unobservable channel 
conditions of sleeping RRHs. A neural net-
work (NN)-based algorithm for RRH selec-
tion learning in SDHCA is designed, which 
combines the standard approaches in NN with 
crafted processing procedures including discrete 
Fourier transform (DFT), quantization by log-
arithmic treatment, and Lloyd’s algorithm to 
form input features. We consider a single CBS 
with 80 antennas and 5 candidate single-anten-
na RRHs in sleep. The objective is to select 
a RRH from the five candidates with the best 
channel gain to a user, given that the user only 
has the instantaneous channel condition to the 
CBS, and historical channel conditions to the 
CBS and RRHs recorded by other users. The 
prediction accuracy is defined as the percent-
age of correct selection. Another performance 
metric is relative selection error between the 
predicted RRH’s channel gain and the actual 
best channel gain. We compare our algorithm 
with other algorithms, and the results are shown 
in Table 3. The random selection (RS) method 
provides the baseline accuracy, which is 20 per-
cent for all scatterer configurations. The simple 
K-nearest-neighbor (KNN) algorithm, which 
outputs the dominant choice among the K near-
est neighbors in the channel space, increases the 
accuracy to about 55 percent. In comparison, 

the accuracy of the proposed NN-based chan-
nel learning algorithm with channel response as 
input (NN-CR) is around 70 percent. Moreover, 
there is an 8 percent gap between the accuracies 
of NN-CR and an NN-based algorithm using 
genuine user location as input (NN-LO). But 
note that in practical systems, location informa-
tion sufficiently accurate for channel estimation 
is generally hard to obtain.

Base Station Functions Virtualization

BS functions virtualization is part of network 
functions virtualization (NFV) in cellular sys-
tems. Proposed and standardized by ETSI, NFV 
aims to virtualize the network node functions 
and build virtual networks. With BS functions 
virtualization, BSs become VBSs, and their func-
tions are software defined and can provide vari-
ous APIs to network operators.

Currently there are several proof-of-con-
cept implementations of VBSs in cellular 
networks, typically implemented on hypervi-
sor-based virtualization platforms, such as KVM 
and VMWare ESX, and one major challenge 
is providing real-time performance [3]. Mod-
ern cellular systems have stringent real-time 
requirements. For example, the LTE standard 
specifies that one subframe must be acknowl-
edged after three subframes upon reception 
in frequency-division duplex (FDD) mode. It 
leaves a total of 3 ms budget for decoding and 
subframe generation. To fulfill the task, soft-
ware optimization and hardware accelerators 
are employed in current implementations. In 
the software domain, real-time optimization of 
the whole software stack, including the host and 
guest operating system (OS, typically Linux) 
kernel, the hypervisor, and the guest applica-
tions, is necessary to power up modern cellular 
standards on general-purpose processor (GPP) 
platforms, which makes BS functions virtualiza-
tion a daunting task.

Container virtualization has the potential to 
provide a lightweight but effective way to vir-
tualize the BS functions and realize SDHCA. 
Compared to hypervisor-based virtualization, 
container virtualization eliminates the need for 
a guest OS. By reducing the intermediate virtu-
alization layers, container virtualization provides 
better performance than hypervisor-based virtu-
alization. Therefore, when using container vir-
tualization to build VBSs, the need for real-time 
optimization can be relaxed.

Another issue of realizing BS functions on 
virtualization is inter-VM communication. Vir-
tualization typically provides isolation across 
VMs for fault tolerance, but it also makes 
inter-application interactions difficult, because 
the network communication across VMs can 
degrade system performance dramatically. 
However, coordinated multipoint (CoMP) 
communication and CBS-TBS signaling rely on 
efficient inter-VBS communications. To tack-
le this issue, new mechanisms are needed to 
share resources such as disk, memory, or CPU 
cache to facilitate inter-VBS communications. 
Instruction set architecture enhancements can 
also be exploited as a complementary approach 
to improve the performance of VM communi-
cations.

Table 2. Comparison of air interface separation schemes.

Scheme Advantages Drawbacks

Extreme separation:
• TBS: user data
• CBS: all others (including pilot)

— Unsuitable

Functionality separation [12]:
• CBS: synchronization, broadcast of system 
   information, paging, multicast
• TBS: synchronization, unicast

Analytic feasibility 
validation

LTE-specific

HyCell [14]
• Joint functionality and logical channel  
   separation
• Synchronization only at CBS

• Generic to multiple 
standards
• Testbed evaluation

Evaluation only on 
GSM/GPRS

Dual connectivity [6]:
• C-Plane: CBS sends out RRC
• U-Plane:
     –Option 1: independent PDCP
     –Option 2: slave bearer PDCP at CBS, RLC 
       and lower at TBS

• Standard
• Minimal change

Suboptimal

Separation-oriented air interface: 
• Separation in design phase
• Independent optimization
• Software defined

• Simple and efficient
• Programmable

Backward compatibility 
breakage
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Hardware Testbed

We are prototyping a hardware testbed for sys-
tematic evaluation of SDHCA, which is realized 
via programmable software on GPP platforms. 
Figure 3 shows our current testbed called 
HyCell [14], which is based on OpenBTS,1 an 
open source Global System for Mobile Com-
munications (GSM)/general packet radio ser-
vice (GPRS) BS application, and the USRP2 
hardware platform. The overall system struc-
ture including hardware interconnection and 
major software modules are shown in the left 
part of Fig. 3. In the testbed, the association 
between the BS servers and the USRP devices 
is static due to hardware limitations. The static 
assignment makes it relatively simple and easy 
to implement our testbed, while it cannot fully 
reveal SDHCA’s potential adaptiveness to traf-
fic dynamics.

Our testbed work presents an alternative 
separation scheme by jointly considering the 
functionality and logical channels of current stan-
dards. In this design, synchronization only resides 
at the CBS side, and the TBS is only in charge 
of high-rate data transmission. As a result, syn-
chronization between the TBS and the UE is 
guaranteed by CBS-UE synchronization over the 
air. One major advantage of this synchroniza-
tion scheme is that no user side modification is 
needed, so existing mobile terminals can seam-
lessly access the renovated cellular network. The 
scheme has been evaluated on our GSM/GPRS 

based testbed implementation, and is generic to 
multiple standards. Currently we are investigat-
ing its implementation over the LTE standard 
based on an open source platform OpenAirInt-
erface.3

Besides, our testbed is able to demonstrate 
green BS operations including BS dispatching 
and BS sleeping. BS sleeping is utilized when 
the network load is light, and some TBSs can be 
switched off for energy saving, while load-balanc-
ing BS dispatching is beneficial for highly loaded 
networks or when some TBSs are in sleep mode 
and the remaining “active” network has high 
load. In the testbed, we also evaluate the delay 
overhead of the air interface separation and BS 
sleeping scheme, which are important factors to 
guarantee quality of service (QoS) while enjoying 
the energy saving benefits. In the performance 
measurements of Fig. 3, we have shown the delay 
overhead of signaling interaction between the 
CBS and the TBS when processing the channel 
request from a user terminal, of which the mean 
is about 0.36 ms and the standard variance is 
about 0.1 ms . The small values indicate the fea-
sibility of the air interface separation in SDHCA. 
As for BS sleeping, we measure the close-down 
time of turning off a TBS, and its mean is about 
52 ms. On the other hand, the setup time of wak-
ing up a TBS is several seconds; its optimization 
needs future study.

Regarding BS functions virtualization, we 
are prototyping a VBS pool on a commod-
ity x86 server based on Docker4 containers in 

Figure 2. Simulation comparison of the network power consumption: a) average total number of users in the network for each hour; 
b) average total network power consumption for each hour.
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Table 3. Prediction accuracy/relative prediction error of different algorithms.

No. of scatterers 10 15 20 25 30 35

RS 0.2/0.4062 0.2/0.3815 0.2/0.3665 0.2/0.3562 0.2/0.3488 0.2/0.3395

KNN (K = 5) 0.5601/0.1741 0.5532/0.1622 0.5420/0.1606 0.5306/0.1601 0.5188/0.1593 0.5029/0.1563

NN-CR 0.7483/0.0662 0.7249/0.0703 0.7140/0.0662 0.6871/0.0744 0.6700/0.0791 0.6528/0.0855

NN-LO 0.8268/0.0317 0.7972/0.0376 0.7845/0.0392 0.7788/0.0398 0.7584/0.0429 0.7443/0.0476

1 http://openbts.org/ 
 
2 http://www.ettus.com/ 
 
3 http://www.openairinterface.org/ 
 
4 https://www.docker.com/
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order to implement dynamic resource allocation 
algorithms for multiple VBSs and design the 
API for software-defined network control and 
management, including more sophisticated BS 
dispatching and sleeping algorithms. We envi-
sion a complete SDHCA testbed to demonstrate 
its concepts, compare different algorithms, and 
evaluate system performance as well as inspire 
new research directions.

The Way Forward
Synchronization is a big challenge in realizing 
SDHCA. Fine synchronization between different 
network elements is required to enable green BS 
operations. Current implementations typically 
make heavy use of GPS receivers. However, it 
incurs additional cost, and might not work well in 
indoor and underground environments. Alterna-
tive solutions such as fronthaul-based synchroni-
zation or radio-based synchronization should be 
investigated to tackle this challenge.

Inherited from the cloud-based RAN, SDHCA 
also faces the challenge of designing high-band-
width fronthaul. Moreover, future fronthaul 
networks can have heterogeneous physical reali-
zations, including wireless, fiber, high-speed Eth-
ernet, and so on. As a promising solution for the 
next generation fronthaul, software-defined pack-
et switching should be evaluated, and the question 
of how to realize it needs to be answered [15].

From the perspective of better satisfying 
mobile users’ needs, SDHCA should be pro-
grammed to provide user-centric services by 
making the network aware of mobile users’ states 
and allocating network resources to deliver their 
request contents. How to capture users’ state and 
how to schedule users accordingly have yet to be 
addressed; for example, interference-aware RRH 
selection in SDHCA is a valuable but challenging 
issue.

By building virtual network functions on a 
software-defined platform, the same physical 
infrastructure can be shared by multiple net-
work operators, including virtual operators. 
Dynamic RAN sharing relies on high-level 
abstraction of the RAN as a controllable entity. 
Technical problems lie ahead including RAN 
resource slicing and isolation, as well as RAN 
provisioning and orchestration. Besides, novel 
business models between multiple operators call 
for investigation, possibly via a game theoretic 
approach.

SDHCA enables green and elastic wireless 
access, and can further serve as a platform for 
RAN innovations. In this work we focuses on the 
RAN part of cellular systems. There are quite 
a few works trying to bring SDN and NFV con-
cepts to the core network part. How to combine 
the RAN innovations with core network advanc-
es is an exciting research direction.

Figure 3. The HyCell testbed.
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Abstract

Software defined wireless networking 
(SDWN) is a new paradigm of wireless net-
working, physically separating the data and con-
trol planes of various elements in the wireless 
infrastructure. Similar to its wired counterpart, 
SDWN is expected to introduce a wide range 
of benefits to the operation and management of 
wireless networks. Security is always important to 
any network. On one hand, SDWN enables new 
security mechanisms. On the other hand, some 
new threats are introduced due to the separation 
of the control and data planes and the introduc-
tion of the logically centralized controller. In this 
article, we discuss its security threat vectors as 
well as design issues in making it secure. Also, 
we analyze the security requirements of SDWN, 
and then summarize the security attacks and 
countermeasures in this area and suggest some 
future research directions.

Introduction
The protocol architectures of computer net-
works or telecommunications networks gener-
ally consist of a control plane and a data plane. 
The control plane manages the configuration 
of networking devices (i.e., switches or routers) 
and their forwarding functions. The data plane 
consists of protocols to execute the forwarding 
functions according to the rules configured by 
the control plane protocols. Traditionally, as 
shown in Fig. 1a, both control and data planes 
are implemented in each networking device. As a 
result, whenever device configurations or routing 
strategies need to be changed, the firmware of all 
involved networking devices have to be modified. 
This means high labor cost and long delay, which 
increase with the network size.

Software defined networking (SDN), as shown 
in Fig. 1b, is a new and promising networking 
paradigm in which the control and data planes 
are decoupled, network intelligence is logically 
centralized, and the underlying network infra-
structure is abstracted from the applications [1]. 
It provides great advantages in simplifying net-
work management such that network adminis-
trators have central programmable control of 
network traffic via controllers, and new functions 
can easily be supported without physical access 
to the networking devices. That is, SDN is a 
technology that enables efficient provisioning of 
future network services, and lowers the operating 

costs through simplified hardware, software, and 
management.

At the same time, mobile networks become 
more convergent as various wireless technol-
ogies, such as Long Term Evolution (LTE), 
WiMAX, and WiFi, are integrated into the 
network infrastructure. Such an infrastructure 
typically comprises networking devices from dif-
ferent vendors and involves multiple operators. 
Managing the interoperability of these devic-
es with different configurations for different 
policies and security requirements imposes a 
challenge. Moreover, while mobile users roam 
between different networks managed by differ-
ent operators, guaranteeing consistent security 
across multiple domains dynamically and effi-
ciently adds complexity to network management. 
With its virtualized abstraction and program-
mability features, SDN can hide the complex-
ity of wireless protocols and support granular 
policy control. Thus, it is natural to apply the 
SDN paradigm to wireless mobile networks, 
leading to software defined wireless networking 
(SDWN). It is expected that SDWN will also 
bring the benefits of cost-effective infrastructure 
upgrade, delivery of new service, and improve-
ment of user experience to existing infrastruc-
ture. The conceptual architecture of SDWN is 
depicted in Fig. 2. Research work in SDWN is 
emerging, including SDN design for the cellular 
core infrastructure [2], supporting fine-grained 
policies in cellular networks through scalable 
architecture design [3], abstraction of multiple 
base stations into a single virtual big base sta-
tion [4], and decoupling of protocol definition 
from the hardware and provision of the software 
abstraction layer to enable programmable MAC 
and physical layers [5].

From a security point of view, SDWN has 
both advantages and disadvantages. As for one 
advantage, it enhances network security with its 
capability of redirecting or filtering traffic flows 
based on packet contents or network states. Such 
functions normally require additional security 
modules in traditional networks (e.g., firewalls 
or intrusion detection systems). But they can be 
naturally supported in SDWN, just as in the case 
of SDN [6]. On the other hand, due to physical 
separation of the control and data planes, a dis-
advantage is that SDWN is vulnerable to more 
attack vectors than traditional network architec-
tures. This means that the availability, authen-
ticity, confidentiality, consistency, and integrity 
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of network and control traffic could be severely 
affected. Obviously, these security issues have 
to be addressed before SDWNs are adopted in 
production networks.

This article focuses on security issues of 
SDWNs. It is structured as follows. The next 
section describes the security threats to SDWN, 
which are inherited from SDN. We present 
some specific design issues of securing SDWN. 
We discuss the security requirements of SDWN. 
Then some possible attacks to SDWNs and their 
countermeasures are discussed. Subsequently, 
some future research directions are provided.

Security Threats and 
Challenges of SDWNs

In traditional networks, forwarding devices are 
distributed in different geographical locations. 
If an attack to multiple forwarding devices is 
made, it needs to be carried out in a cooperative 
manner; thus, launching such an attack is not 
straightforward. On the other hand, even though 
SDWNs bring the benefits of network program-
mability and logically centralized control, it is 
exactly these benefits that expose SDWNs to new 
threats or those treats that are harder to exploit 
in traditional networks. For example, just a single 
attack on the controller unit can compromise the 
entire network.

As shown in Fig. 3, a vector of threats to 
SDWNs have been identified in [1]. They are 
tabulated in Table 1 and described in this sec-
tion.

1. Forged or faked traffic flows: Both forward-
ing devices and controllers are vulnerable to this 
attack. Either a non-malicious faulty device or 
an adversary could trigger this threat. An attack-
er can launch denial-of-service (DoS) attacks to 
exhaust the resources in forwarding devices and 
controllers. Certainly, this problem can be miti-
gated by an authentication mechanism. However, 
if the attacker has compromised an application 
server that holds the credentials of many users, 
it can easily inject forged flows, which are autho-
rized, into the network.

2. Attacks on forwarding devices: Such attacks 
can easily devastate the network. One single for-
warding device could be used to discard, slow 
down, or deviate network traffic. Even worse, 
forged requests could be injected to overload the 
controller.

3. Attacks on control plane communica-
tions: Such attacks can be used to generate DoS 
attacks or divert flows of network traffic for 
the purpose of data theft. Various weaknesses 
of the transport layer security/secure sockets 
layer (TLS/SSL) communications and the public 
key infrastructure have been reported [7]. As a 
result, the controller can be compromised.  The 
security of those communications suffers from a 
single point of failure, which may be a self-signed 
certificate or a compromised certificate author-
ity. For example, many implementations of SSL 
currently used in mission-critical systems suffer 
from man-in-the-middle attacks [8]. Moreover, 
the TLS/SSL model is not sufficient to establish 
trust between controllers and forwarding devices. 
Once an attacker has gained access to the control 
plane, it may be able to launch distributed DoS 

attacks by aggregating the resources of forward-
ing devices under its control.

4. Attacks on controllers: These could prob-
ably be the most severe threats to SDWNs. A 
malicious or faulty controller could compromise 
the entire network. Since it could be difficult 
to identify the exact combination of events that 
cause a particular malicious behavior, common-
ly used intrusion detection systems may not be 
applicable. Similarly, a malicious application can 
virtually do anything to the network, as the con-
troller only provides abstractions that are used to 
issue configuration commands to the underlying 
infrastructure.

5. Lack of trust mechanisms between the con-
troller and management applications: This is 
similar to threat 3 because trusted relationships 
cannot be established between applications and 
controllers. The major difference is how the cer-
tification is done since the techniques for certify-
ing forwarding devices are different from those 
for applications.

6. Attacks on administrative stations: These 
machines are used in SDN to access the control-

Figure 1. a) Distributed control plane in traditional networks; b) logically cen-
tralized control plane in SDN.
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ler. In fact, they are already exploitable targets 
in traditional networks. For the case of SDN, 
the threat surface as seen from a compromised 
machine is even larger. For example, reprogram-
ming the entire network from a single location 
becomes much easier.

7. Lack of trusted resources for forensics and 
remediation: Such resources help to understand 
the cause of a detected problem and carry out 
subsequent recovery to secure mode. Without 
reliable information from various components 
and domains of the network, it is difficult, if 
not impossible, to investigate and establish facts 
about incidents in question. Moreover, such 
information is useful only if it is trustworthy. Sim-
ilarly, for remediation, reliable system snapshots 
are required for recovering network elements to 
a known working state quickly and correctly.

More Issues for Securing SDWN
Besides handling the above threats, the following 
issues also need to be taken into account when 
designing mechanisms to secure SDWN.

•User Mobility: Since users generally roam 
between networks using different access technol-
ogies, it becomes more difficult to detect anoma-
lous activities and exchange security credentials.

•Multiple Operators: In a typical SDWN net-
work, multiple operators are involved. This com-
plicates the negotiation process between networks, 
raises privacy issuesm and possibly causes policy 
and quality of service (QoS) requirements conflicts. 
Also, interoperability needs to be supported.

•Overhead: Monitoring functions such as that 
provided by OpenFlow incur high overhead and 
have the weakness of incomplete sample infor-
mation.

•Compatibility: Since different generations of 
mobile technologies are likely to be deployed at 
the same time by operators, any proposed securi-
ty solutions should be backward compatible.

Security Requirements and Solutions
Although SDWN is a new networking paradigm, 
the standard network security requirements (i.e., 
confidentiality, integrity, availability, authenticity, 
authorization, non-repudiation, and consistency) 
are still applicable. At the same time, there are 

new requirements due to the specific character-
istics of SDWN. Here, we discuss the security 
requirements of SDWN, which are also listed in 
Table 2 [10].

Authenticity: Authenticity refers to the prop-
erty that entities are actually the ones they claim 
to be. This issue of forwarding devices in SDWN 
networks is similar to that in traditional networks. 
In both cases, the well established techniques for 
mutual authentication are applicable. Moreover, 
authentication and key establishment are closely 
related. Once two entities verify the authentici-
ty of each other, they can establish some secret 
keys over the open wireless channel for subse-
quent secure information exchange. Traditional 
key generation and renewal algorithms should be 
adapted to take into account the characteristics 
of the wireless channel of SDWN. However, the 
authenticity of the controller and applications 
in SDWN is critical because the entire network 
can be compromised by a malicious controller or 
application.  This issue is not relevant to tradi-
tional networks as they do not have the central-
ized controller and applications.

For SDWN, concerns have been raised about 
authentication and authorization mechanisms 
that simultaneously allow multiple entities to 
access network resources and provide appropri-
ate protection of resources [11]. Generally, appli-
cations require different network privileges, thus 
a security model is needed to isolate applications 
and support network resources protection. Role-
based authorization, such as FortNOX [12], is a 
potential solution. It resolves the issue of con-
flicting flow rules from two different applications.  
However, role-based authorization alone is not 
sufficient to deal with the complexity of SDWN 
to isolate applications or resources. The control-
lers are particularly vulnerable to attacks in the 
SDWN architecture open to unauthorized access 
and exploitation.  Moreover, without a robust 
and secure controller platform, an attacker could 
possibly masquerade as a controller to carry out 
malicious activities. These threats can be miti-
gated by existing security technologies such as 
TLS to enable mutual authentication between 
the controller and forwarding devices. However, 
the use of TLS in the current specifications of 
OpenFlow [13] is only optional. A full specifica-
tion for secure interface between controller and 
forwarding devices is needed.

Confidentiality: Confidentiality prevents 
information disclosure to unauthorized third par-
ties. Its impact on SDWN networks and tradi-
tional networks is similar. Many techniques for 
the two common methods to ensure confidenti-
ality, encryption, and access control have been 
developed for traditional networks and could be 
adapted to SDWN networks. Encryption of the 
communication channel between the controller 
and a forwarding device means that an attacker 
cannot recover the original plaintext even though 
it has access to the cipher-text. For example, TLS 
can be used to establish an encrypted channel. 
Access control ensures that only authorized enti-
ties have access to system data of the controller 
and forwarding devices. It may be enforced by 
the operating system.

Availability: Availability means that autho-
rized users can access data, devices, and services 

Figure 3. A vector of threats to SDWNs.

1

3

Data plane

5

2

Control plane

7

4 6

Cellular access

WiFi access



IEEE Communications Magazine • January 2016 23

whenever they have the need. In SDWN, if a 
forwarding device is not available due to either 
technical errors or DoS attacks, it can be mitigat-
ed by the controller to dynamically re-establish 
the network paths. Thus, similar to traditional 
networks, the issue of availability of forwarding 
devices is not as critical because network paths 
can be changed accordingly. However, non-avail-
ability of the controller in SDWN is critical.  If 
the controller is unavailable due to a technical 
error, misconfiguration, or a DoS attack, the for-
warding devices are only able to operate in a pre-
defined way. For DoS attacks, possible solutions 
are rate-limiting mechanisms, discarding DoS-at-
tack packets [14], or redundant controllers [15].

Integrity: It ensures that information has 
not been modified by any adversary. In SDWN, 
mainly the integrity of flow rules and protocol 
messages exchanged between the layers need to 
be ensured. The message authentication code is 
a commonly used approach to ensure integrity. 
The issue of flow rule integrity is critical in both 
SDWN networks and traditional networks since 
undesirable effects are caused by modified rules.

Consistency: This is about network traffic and 
control data. Generally, multiple applications 
could define flow rules and, as a result, could be 
inconsistent. One possible solution is to deploy 
a mediator between the controller and applica-
tions to resolve conflicting rules. FortNOX [12] 
is an example of such a mediator.  This issue is 
critical in both traditional networks and SDWN 
networks because it can cause unpredictable 
behavior in both types of networks.

Fast Responsiveness: No matter whether 
security events are processed in reactive or pro-
active ways, it should be done in a timely fashion. 
This may involve efficient triggering and local 
optimization.

Adaptation: To take into account user mobil-
ity and dynamic network conditions, SDWN 
should be made adaptive by using mechanisms 
such as monitoring tools for network and user 
activities.

Attacks and Countermeasures on 
SDWNs

SDWNs are subject to a variety of security 
attacks such as spoofing, tampering, repudiation, 
information disclosure, DoS, and elevation of 
privileges. Table 3 maps attacks to the properties 
that guard against them. In the following, we give 
a glimpse of recent developments of counter-
measures to attacks by focusing on solutions to 
information disclosure and DoS attacks.

Information Disclosure: The objective of this 
attack is to exploit the use of flow aggregation 
to extract some network state information. An 
attacker can use such information to determine 
the nature and presence of services on a network, 
which may be useful in a later stage of an attack. 
Approaches to mitigate this attack should aim to 
prevent the internal system states from being dis-
closed in the observable system parameters. The 
following approaches are potential candidates.

1. Proactive Strategies: The establishment 
of proactive flow rules make the response time 
independent of the network states. Of course, 
this situation may be worsened by automatic flow 

aggregation techniques as an attacker might infer 
the presence of another connection, which is 
aggregated with its current one.

2. Randomization: The statistical uncertain-
ty of an attacker can be increased while the 
strength of the attack can be reduced by increas-
ing the variance of response times. For example, 
in OpenFlow, timeouts of the installed flow rules 
can be randomized to introduce unpredictable 
behavior. This prevents an attacker from having 
a coherent view of network states.

3. Attack Detection: Attacks based on tim-
ing analysis would exhibit distinctive and repet-
itive patterns. They could be exploited by 
controller applications to detect attacks and trig-
ger countermeasures. Possible countermeasures 
include dropping suspicious traffic or adapting 
the forwarding strategies accordingly.

Denial of Service: DoS attacks can target 
forwarding devices and the controller, aiming 
to drain their resources so that the intended ser-
vices are not available. One example is to send 
a large number of requests to the controller 
to install new flow rules in forwarding devices, 
leading to flow table overflow. The following are 
potential approaches to mitigate the attacks.

1. Packet Dropping and Timeout Adjustment: 
If attackers can be detected, flow rules can be 

Table 2. Security requirements.

Property Description

Confidentiality To prevent information disclosure to unauthorized third parties.

Integrity To ensure that information is not modified by any adversary.

Availability To ensure that authorized users can access data, devices, and services when-
ever they have the need.

Authenticity Entities are ensured to actually be the ones they claim to be.

Authorization Only legitimate users can access resources.

Nonrepudiation Users cannot deny any action that they have performed.

Consistency To ensure that flow rules defined by different applications have no conflict.

Fast responsiveness Security events should be processed in a timely fashion.

Adaptation To take into account user mobility and dynamic network conditions.

Table 1. Threats inherited from SDN.

Num Threats Consequences in SDWN

1 Forged or faked traffic flows Can be a door for DoS attacks.

2 Attacks on forwarding devices The impact is potentially augmented.

3 Attacks on control plane communications Communication with logically centralized 
controllers can be explored.

4 Attacks on controllers Controlling the controller may compromise 
the entire network.

5 Lack of trust mechanisms between the 
controller and management applications

Malicious applications can now easily be 
developed and deployed on controllers.

6 Attacks on administrative stations Now the impact is potentially augmented.

7 Lack of trusted resources for forensics 
and remediation

It is still critical to ensure fast recovery and 
diagnosis when faults happen.
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installed to identify malicious traffic and drop the 
misbehaving packets. On the other hand, if it is 
not possible to detect attackers, traffic prioriti-
zation and QoS mechanisms can be deployed to 
cope with the load. Moreover, flow timeouts can 
be adjusted to reduce the impact of DoS attacks.

2. Flow Aggregation: With this proactive strat-
egy, multiple network flows are matched to a flow 
rule; the number of flow rules required to match 
traffic is thus reduced. It has the advantage that 
flow tables are less prone to overflows, and there 
is less load on the controller. Aggregated flow 
rules are suitable for networks such as backbone 
carriers, which deploy proactive strategies, but 
may not be applicable to enterprise networks, 
which deploy fine-grained control.

3. Access Control: This approach enforces 
access control lists stored as flow rules in for-
warding devices. For example, traffic originat-
ing from a trusted domain is allowed to pass, 
while other incoming traffic is compared against 
a set of flow rules representing whitelists. This 
approach is particularly suitable for corporate 
networks, which have traffic coming from inter-
nal users or trusted external hosts.

Future Directions
SDWN influences defense against DoS attacks 
in negative ways. The middle-boxes or devices 
distributed within traditional networks are now 
located on top of the controller. Compared to 
packet processing based on hardware, it is much 
slower to process packets in software. The traffic 
overhead and network delay caused by the com-
munications between the defense mechanisms 
and the forwarding devices could be the new 
attack surface. Thus, in the design of defense 
against DoS attacks, the computation and com-
munication overhead must be taken into account 
in order to avoid introducing new security vul-
nerabilities.

The centralized and fine-grained control that 
comes with SDWN introduces a greater risk of 
outages due to errors made by network admin-
istrators. Misconfiguring of a controller by an 
administrator could significantly degrade network 
performance, even if the controller is functioning 
properly and the forwarding devices have no prob-
lematic flow rules installed. Detecting degraded 
network performance is challenging and needs 
further research. For example, even if Byzantine 
controller failures are assumed, it is difficult to 
determine what constitutes a fault for a properly 
functioning but misconfigured controller.

The threats to confidentiality, authenticity, integ-
rity, availability, and consistency discussed in earlier 
sections are not totally new. Future work can lever-
age on established solutions to tackle these threats. 
Especially, there is increasing demand in the inte-
gration of public key infrastructures into SDWN in 
order to protect communications between differ-
ent components of SDWN networks and to ensure 
authenticity of components.

Since a compromised controller can take con-
trol of the whole network, one simple attack is 
to suspend the functions of the controller. To 
deal such an attack, we can deploy multiple 
controllers in the network. Unfortunately, there 
are other possible attacks, such as issuing mali-
cious commands from a compromised controller. 
Deploying multiple controllers would open more 
possible points of attacks. Therefore, more effec-
tive and secure mechanisms to protect control-
lers are needed.

In SDWN, the controller sends policies to 
forwarding devices to instruct them how to 
deal with flows. Also, some policies may have 
to be sent to multiple forwarding devices. It is 
very important to keep these policies authentic 
and confidential because the wireless channel 
is insecure. Work on designing policy distri-
bution schemes that ensure the polices to be 
authentic and confidential simultaneously is 
needed.

Conclusion
SDWN, resulting from the extension of the SDN 
concept into wireless networks, will enjoy the 
benefits of cost-effective infrastructure upgrade, 
delivery of new services, and improvement of 
user experience to existing infrastructure. Simi-
lar to SDN, SDWN is vulnerable to new attacks 
due to physical separation of the control plane 
and data plane. Research work to address these 
issues have just commenced. We hope this arti-
cle stimulates development of effective defense 
solutions to make SDWN attack-resilient.
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Abstract
Current radio access network architec-

tures, characterized by a static configuration 
and deployment of base stations, have exposed 
their limitations in handling the temporal and 
geographical fluctuations of capacity demand. 
Moreover, small cell networks have exacerbat-
ed the problem of electromagnetic interference 
and decreased the energy efficiency. Although 
there are some solutions to alleviate these prob-
lems, they still suffer from static provisioning of 
BSs and lack of inter-BS communication. Cloud 
RAN is a new centralized paradigm based on 
virtualization technology that has emerged as a 
promising architecture and efficiently address-
es such problems. C-RAN provides high energy 
efficiency together with gigabit-per-second data 
rates across software defined wireless networks. 
In this article, novel reconfigurable solutions 
based on C-RAN are proposed in order to adapt 
dynamically and efficiently to the fluctuations in 
per-user capacity demand. Co-location models 
for provisioning and allocation of virtual base 
stations are introduced, and pros and cons of 
different VBS architectures are studied. Also, 
the potential advantages of VBS clustering and 
consolidation to support recently proposed coop-
erative techniques like cooperative multipoint 
processing are discussed.

Introduction
Over the last few years, the proliferation of per-
sonal mobile computing devices like tablets and 
smartphones, along with a plethora of data-in-
tensive mobile applications, has resulted in a tre-
mendous increase in demand for ubiquitous and 
high data rate wireless communications. The cur-
rent practice to enhance data rate is to increase 
the number of base stations (BSs) and go for 
smaller cells to increase the band reuse factor. 
However, additional deployment and mainte-
nance of a large number of BSs bring high inef-
ficiencies due to excessive capital and operating 
expenditures. It has also been found that increas-
ing the BS density or the number of transmit 
antennae will decrease energy efficiency (EE) 
due to the exacerbation of the electromagnetic 
interference problem and of the cooling require-
ments of cell site equipment [1].

On the other hand, the spatial distribution of 

users and the demand for capacity vary depend-
ing on the time of the day and week (the so-called 
tidal effect). In traditional cellular networks, each 
BS’s spectral and processing resources are only 
used by the active users associated with that BS, 
causing idle BSs in some areas/times and over-
subscribed BSs in others. The use of small cells 
is quite efficient in terms of power consumption 
as well as the utilization of spectral and pro-
cessing resources when the capacity demand is 
high and evenly distributed in space. However, 
it becomes less so when the data traffic is low 
and/or uneven due to static resource provisioning 
and fixed power consumption. In this article, we 
discuss how the centralization of baseband units 
(BBUs), together with enabling virtualization of 
BSs while leveraging the paradigm of software 
defined wireless networking (SDWN), can be an 
effective way to address these challenges.

Cloud radio access network (C-RAN) is a new 
architecture for cellular networks where the BSs’ 
computational resources are pooled in a central 
location; its main characteristics are:
•	Centralized management of computing 

resources.
•	Reconfigurability of spectrum resources.
•	Collaborative communications.
•	Real-time cloud computing on generic plat-

forms.
C-RAN consists of three main parts:
1.	Remote radio heads (RRHs) plus antennae, 

which are located at the remote site and are 
controlled by virtual BSs (VBSs) housed in 
centralized processing pools.

2.	The BBU (VBS pool) composed of high-
speed programmable processors and real-
time virtualization technology to carry out 
the digital processing tasks.

3.	Low-latency high-bandwidth optical fibers, 
which connect the RRHs to the VBS pool.

The communication functionalities of the 
VBSs are implemented (in software) on virtual 
machines (VMs) hosted over general-purpose 
computing servers that are housed in one or more 
racks of a small cloud data center. In a centralized 
VBS pool, as all the information from the BSs is 
resident in a common place, BSs can exchange 
control data at gigabit-per-second speed.

In this article, we propose a novel elas-
tic resource utilization framework in which the 
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VBS size, RRH density, and transmit power can 
be dynamically changed to meet fluctuations in 
per-user capacity demand. This elasticity brings 
significant improvement in user quality of service 
(QoS) as well as efficiency in energy and com-
puting resource utilization within the C-RAN 
paradigm. Our solution includes a proactive and 
a reactive component: the former anticipates 
the fluctuation in per-user capacity demand 
and provisions the VBSs in advance for a cer-
tain (limited) horizon; the latter monitors the 
VM utilization and triggers over- or underprovi-
sioning alerts when there is a mismatch between 
the expected resource utilization and the actu-
al observation. We explore innovative models 
for VBSs that capture the effect of computing 
resource contention (CPU, memory, network 
interface) among co-located VBSs in racks or 
servers in the data center. We discuss pros and 
cons of different architectures ranging from the 
traditional all-in-one VBSs (like legacy BSs) to 
split PHY- and medium access control VBSs 
(MAC-VBSs), which is more suited to exploit 
specific hardware characteristics, minimize 
computing resource contention, and maximize 
resource utilization. We also present the novel 
idea of a VBS-Cluster, in which we merge VBSs 
serving a cluster into a unit VBS-Cluster while 
the RRHs’ antennae in each cluster act as a sin-
gle coherent antenna array distributed over a 
cluster region, and discuss its advantages.

The rest of this article is organized as follows. 
We present the state of the art; we describe the 
idea of elastic VBS and explain the proposed 
resource provisioning and allocation models; we 
introduce the VBS-Cluster idea, and explore 
some advantages that can be achieved through 
the cooperation of VBSs within a cluster; and 
finally, we draw our conclusions.

State of the Art
Centralized management of computing resourc-
es (i.e., BS pooling) renders information global, 
and hence enables cooperative communication 
techniques at the MAC and PHY layers that 
were previously not implementable due to the 
strict throughput/latency inter-BS coordination 
requirements. Examples of MAC- and PHY-layer 
enhancements include joint flow scheduling and 
load balancing, collaborative spatial multiplex-
ing, interference alignment and cancellation, and 
advanced mobility management. Although work 
has been done on the aforementioned cooperative 
communication techniques that can benefit from 
the C-RAN characteristics, research on enabling 
technologies for C-RAN itself is at a nascent 
stage, so there are only a few works in this area.

In [2], a partitioning and scheduling frame-
work is proposed that is able to reduce the com-
pute resources by 19 percent. In [3], the authors 
present a solution for small cells that reconfig-
ures the fronthaul based on network feedback 
to maximize the amount of traffic demand. The 
authors of [4] propose the concept of cell zoom-
ing, where the cell size is adaptively adjusted 
according to traffic load, user requirements, and 
channel conditions. The authors of [5] introduce 
a reconfigurable backhaul scheme to allow for a 
flexible mapping between the BBUs and radio 
access units (RAUs); through real-world exper-

iments, they show that their proposed solution 
improves RAN performance and decreases ener-
gy consumption. In [6], the authors propose a 
cross-layer resource allocation model in which 
they optimize the set of selected RRHs and 
the beamforming strategies at the active RRHs 
in order to minimize the overall system power 
consumption. In [7], the authors explore the 
trade-off between full centralization and decen-
tralization of BBUs, and provide an overview of 
the challenges for fifth generation (5G) networks 
and why cloud technology will be a key enabler 
for such networks. In [8], the authors propose 
low-complexity three-stage group-sparse beam-
forming algorithms to minimize the network 
power consumption in C-RAN. The authors of 
[9] consider the coordinated transmission prob-
lem to minimize the downlink power in C-RAN; 
in order to serve each user, they determine a 
set of RRHs and the precoding vectors for the 
RRHs to minimize the total transmission power 
subject to the fronthaul capacity constraint.

In contrast to prior works on C-RAN, we pro-
pose the idea of elastic VBSs and dynamic RRH 
density that adapt to the fluctuations in capac-
ity demand on the fly through demand-aware 
dynamic VM provisioning and allocation. More-
over, we introduce the notion of VBS-Cluster, 
and propose innovative techniques where clus-
tering, consolidating, and cooperation of VBSs 
improve the overall system performance.

Demand-Aware Provisioning
The number of active users at different loca-
tions varies depending on the time of day and 
week. This movement of mobile network load is 
referred to as the tidal effect. Today, each BS’s 
spectral and computing resources are only used 
by the active users in that BS’s cell. Deploying 
small cells for peak traffic (i.e., for the worst case) 
leads to grossly underutilized BSs in some areas/
at some times and is highly energy inefficient; con-
versely, deploying for the average traffic leads to 

Figure 1. Cloud radio access network architecture, 
where the base stations are physically unbun-
dled into virtual base stations and remote 
radio heads. Virtual base stations are housed 
in centralized processing pools and can com-
municate with each other at gigabit-per-second 
speeds.
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oversubscribed BSs in some other areas/at other 
times. On the other hand, since traffic changes 
over time, there is no fixed cell size and transmis-
sion power that optimize the energy consumption; 
consequently, these system parameters can only 
be optimized for a fixed user density. Conversely, 
we propose a dynamic provisioning approach, at 
both the VBS and RRH sides, aimed at increas-
ing the resource utilization and energy efficiency 
while providing a high level of QoS. As shown in 
Fig. 2, we cluster the neighboring RRHs and their 
corresponding VBSs, and change the density of 
active RRH and VBS size based on user density. 
Below we review the key features of our demand-
aware provisioning approach.

Dynamic VBS resource provisioning: We advo-
cate demand-aware resource provisioning in which 
VBSs are dynamically resized to meet the fluctu-
ating traffic demand in the cellular network. As 
shown in Fig. 2a, during working hours, VBS-Clus-
ter #2 will be provisioned with more comput-
ing resources compared to the ones serving a 
residential area (VBS-Cluster #3) or a stadium 
(VBS-Cluster #1). However, at night (Fig. 2b), the 
VBSs serving the stadium (e.g., on a game night) 
or a residential area will be provisioned with more 
resources than the ones downtown in order to meet 
the change in demand (VM resizing).

Size of a VM: All or some of the communica-
tion functionalities of a VBS (e.g., PHY, MAC, 
packet processing) are implemented in a VM. 
In order to achieve demand-aware dynamic VM 
provisioning, we introduce the notion of size of 
a VM, which is represented in terms of its pro-
cessing power [CPU cycles per second], mem-
ory and storage capacity [bytes], and network 
interface speed [bits per second]. It primarily 
depends on the number of mobile users and type 
of data traffic (per-user capacity requirements) 
as well as on the computational complexity and 

memory footprint of the signal processing algo-
rithms at the PHY layer, and the scheduling and 
frame processing algorithms at the MAC layer. 
In addition, the complexity of communication 
algorithms (e.g., the ones for inter-cell interfer-
ence mitigation among densely deployed BSs in 
high-capacity RANs) may also affect the size of 
VMs. Therefore, to perform dynamic resource 
provisioning, a clear mapping from the number 
and type of mobile data users to the size of the 
VMs needs to be created. Hardware provisioning 
for VBSs must be such that the frame processing 
time be less than the frame deadline.

Known pattern vs. time-series prediction: 
Our solution for dynamic provisioning (or repro-
visioning) of VBS resources to handle traffic 
fluctuations is composed of a proactive and a 
reactive component; in the former, the fluctua-
tion in per-user capacity demand is predicted, 
and the computational resources are provisioned 
in advance for a limited time horizon. This antic-
ipation is a result of knowledge of known patterns 
(e.g., day and night, weekdays and weekends, 
holidays, game schedules, etc.) or predictions 
based on advanced time-series analysis of his-
torical traffic traces from the immediate as well 
as distant past. Once estimates of the number 
and combinations of different types of mobile 
data traffic are available, one just has to look up 
the closest profile and decide on the amount of 
resources to be provisioned for the VM.

Prediction uncertainties: Even though the 
proactive component allows for a smooth tran-
sition and greater optimization with respect to 
(w.r.t.) energy expenditure and resource utiliza-
tion in the ensuing VM allocation procedure, it 
falls short in handling uncertainties. Some of the 
causes for uncertainties include unanticipated 
fluctuations in the number of users and per-user 
capacity demands in emergency scenarios aris-

Figure 2. Virtualization in C-RAN allows for dynamic re-provisioning of spectral and computing resources (simplified here using 
different colored rectangles) to VBSs based on traffic demand fluctuation: a) and b) illustrate the movement of mobile network 
load from the downtown office area to the residential and recreational areas over the course of 24 hours, that is, during day and 
night, respectively; a) and b) also depict the corresponding changes in active RRH density and VBS size (note that active/inac-
tive RRHs are identified by different icons, with or without wireless transmission).
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ing out of natural (e.g., hurricanes, tsunamis) or 
man-made (e.g., industrial accidents, transporta-
tion system failures) disasters, unavailability of 
certain profiles, inaccuracies in the generated pro-
files, and mismatch between the generated profiles 
and reality due to hardware performance degra-
dation. For these reasons, the reactive component 
monitors/profiles the CPU/memory/network uti-
lization of the VMs and triggers over- or under-
provisioning alerts when there is a “significant” 
mismatch between the expected resource utilization 
(based on the profile) and the actual observation.

A simple simulation scenario: To demon-
strate the multiplexing processing gain (i.e., the 
increase in the region of feasibility) that can be 
achieved through dynamic resource provision-
ing, we simulated the following simple scenario: 
two BSs, one serving indoor users (or users in 
a downtown area with a large number of obsta-
cles) and another serving outdoor users (say, a 
recreational area in a suburb). At each BS, we 
assume that each user’s traffic belongs to one of 
the three following types with equal probability 
and in increasing order of priority:
•	Voice over IP (very low and constant bit 

rate).
•	Light browsing (bursty but low data rate).
•	Streaming/downloading (high data rate).
We also assume that the cost of serving one user 
of each type at the downtown BS is higher than 
the corresponding cost at the suburb BS (this 
cost takes into account both the computation-
al complexity as well as the memory footprint). 
We define region of feasibility as the total num-
ber of active users served by the BS pool with 
an acceptable blocking probability of 5 percent, 
which is a metric used in the context of voice 
calls. Here, for simplicity, we reuse the term to 
also convey an acceptable level of service deg-
radation in data traffic. Figure 3 shows that 
dynamic resource provisioning (case 3) increases 
the region of feasibility (in terms of number of 
active users) by as much as 50 percent compared 
to the simplest static provisioning case (case 1). 
Note that knowledge of relative spatial distribu-
tion of users among BSs can help improve the 
feasibility region (case 2), but may also result 
in chronic over- and/or underprovisioning when 
the demand fluctuation is high. Greater benefits 
can be obtained when the distribution of users of 
different traffic types is unequal.

Dynamic RRH provisioning: Similar to what 
we mentioned above, deploying small cells (to 
provide enhanced spectrum resources for the 
peak traffic time) will make the network become 
energy inefficient due to the unavoidable ener-
gy costs when the capacity demand is low. For 
instance, circuitry, paging channel, cooling sys-
tem, backhaul, and amplifiers all consume power 
so that even in a non-operational mode, BSs 
would consume a considerable amount of ener-
gy [10]. In traditional cellular networks, the cell 
planning and optimization, mobility handling, 
resource management, signal processing, and 
coverage are all done by each BS uniformly. In 
this case, even if the small cells have no traffic, 
they cannot be turned off [11]. Conversely, by 
decoupling BSs into VBS and RRH, the latter 
would only be responsible for providing spec-
tral resources, and could be dynamically turned 

on and off as needed according to the traffic 
demand. Hence, in order to minimize energy 
consumption, we propose to optimize dynami-
cally the number of active RRHs to adapt to the 
current traffic demand and user spatial distribu-
tion. For instance, as shown in Figs. 2a and 2b, 
due to the higher capacity demand during the 
day in cluster #2 (Fig. 2a), we provision it with 
more active RRHs than at nighttime (Fig. 2b) 
when we have lower capacity demand.

Moreover, to minimize power consumption 
while ensuring a target data rate and user cov-
erage, we need to adapt the transmission power 
of each cluster based on the density of its active 
RRHs. Both coverage and outage probability high-
ly depend on the density and transmit power of the 
RRHs. This means that, given a fixed RRH densi-
ty, we can minimize the transmit power of RRHs 
to target a certain coverage and outage probability. 
Since the RRH density of different clusters changes 
in time based on the capacity demand, we need 
to dynamically optimize the transmission power 
in each cluster. For instance, when the density of 
active RRHs becomes higher, each RRH has only 
a small coverage area, and users can receive accept-
able signal-to-interference-plus-noise ratio (SINR) 
even when a lower output power is transmitted, 
which would save energy.

QoS-Aware VBS Allocation
Once the VMs holding the VBSs are provisioned, 
they have to be allocated to physical machines 
(PMs), that is, servers in the data center (called the 
centralized BS pool). The VM allocation has to be 
energy-, thermal-, and mobile-user-QoS-aware in 
order to fully realize the potential of C-RAN.

Thermal-aware VM consolidation: We advo-
cate thermal-aware VM consolidation [12] for 
the VM-allocation problem. Thermal aware-
ness, which is the knowledge of heat generation 
and heat extraction at different regions inside a 
data center, is essential to maximize energy and 
cooling efficiency as well as to minimize server 
system failure rates. Thermal-aware VM consoli-
dation has the following three benefits:
1.	The energy spent on computation can be 

saved by turning off the unused physical 
servers after VM consolidation.

2.	The utilization of servers that are in the 

Figure 3. The benefit of dynamic computing-resource provisioning for VBSs 
at the remote data center: increase in the “region of feasibility” (w.r.t. 
active users).
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“better cooled” areas of the data centers 
(i.e., with high heat extraction) can be maxi-
mized.

3.	According to thermodynamics, heat can be 
extracted more efficiently (i.e., with a lower 
amount of work) by the cooling system from 
the consolidated server racks, which are 
hotter than non-consolidated racks.

In addition, consolidation on servers hosting 
VBSs allows efficient implementation of com-
mon functionalities such as signaling, channel 
state information (CSI) estimation for active 
users in a RAN, as well as for joint processing 
and scheduling techniques, such as ccordinated 
multipoint (CoMP) processing in 4G, for inter-
cell interference mitigation.

Resource contention: Thermal and energy 
awareness alone, however, are insufficient for guar-
anteeing high VBS performance and maximizing 
energy and resource utilization efficiency. As mul-
tiple VMs share the same server resources (e.g., 
CPU, memory [RAM, cache], storage, and network 
interface), the performance of the corresponding 
VBSs in terms of per-user capacity and latency, and 
therefore the QoS of its mobile users, depend on 
the level of contention for the computing resources 
among co-located VMs. To factor in the effect of 
resource contention in VM allocation, we propose 
to classify the VBSs running a specific suite of algo-
rithms for MAC- and PHY-layer functionalities 
as CPU-, memory-, and/or network I/O-intensive, 
and to develop co-location models that convey 
the degree of “compatibility” among co-located 
VMs. This way, we can incorporate the knowledge 
derived from co-location models into our VM allo-
cation algorithm, thus making it QoS-aware.

Split-VBS architectures: To improve user 
QoS and resource utilization in C-RANs, we 
can deploy different architectures for VBSs. Fig-
ure 4 shows three possible/competing split-VBS 
architectures in addition to the traditional all-
in-one VBSs in which the software modules for 
PHY and MAC are all implemented in one VM. 
The all-in-one architecture inherits characteris-
tics from legacy BS designs, in which there is a 
one-to-one correspondence between MAC- and 
PHY-layer modules. One of the primary motiva-
tions for this study is that the PHY and MAC layers 
are functionally quite different.

One-to-one: PHY-layer processing requires 
vector execution techniques to accelerate sig-

nal processing, while MAC-layer processing 
requires multithread architecture and network 
accelerators for high-efficiency packet/protocol 
processing. In a data center with heterogeneous 
servers, exemplified as two separate servers in 
Fig. 4a (i.e., PHY server and MAC server), we 
can match the workload of BS-stack components 
with the capabilities of specific hardware.

Many-to-one: In general, communication 
between BSs can improve cellular system per-
formance by exploiting the global and shared 
nature of information to make optimal decisions. 
For instance, in BS cooperation schemes, signifi-
cant control information needs to be exchanged 
among neighboring BSs; however, cost, laten-
cy, and scarce interconnect capacity among BSs 
have been major impediments to the implemen-
tation of such schemes. We propose a split-VBS 
architecture, exemplified in Fig. 4b, in which the 
information of the MAC layers can be shared at 
gigabit-per-second speeds, making very-low-la-
tency inter-BS communication possible. As a 
result, faster mobility management, more sophis-
ticated interference suppression, and advanced 
cooperative multiple-input multiple-output 
(MIMO) techniques can be implemented to 
improve the user QoS. Finally, in order to take 
advantage of the heterogeneous processing pool 
as well as the high-speed inter-BS communica-
tion, we propose the architecture in Fig. 4c in 
which the VBS-MACs are merged together, and 
different physical servers are used for PHY- and 
MAC-layer processing.

Advantages of VBS Consolidation
In current distributed cellular systems, BSs can 
barely communicate with each other as the mes-
sages among BSs have to be exchanged through 
costly backhaul links. In C-RAN, as all the 
VBSs are located in a common rack of servers, 
they can exchange data with each other at giga-
bit-per-second speeds. Also, clustering the VBSs 
of the neighboring cells — together with enabling 
the coordination of the VBSs in the cluster — 
can greatly improve the system performance by 
exploiting the extra degrees of freedom, thus 
making optimal decisions. 

We introduce the novel idea of a VBS-Cluster, 
according to which:
•	All the VBSs associated with a certain clus-

ter are merged together.

Figure 4. Split-VBS architectures: a) One-to-One mapping between PHY and MAC (different servers); 
b) Many-PHY-to-One-MAC (one server); c) Many-PHY-to-One-MAC (different servers). Note 
that the architectures in (a) and (c) (multi servers) can exploit the heterogeneity in datacenter server 
hardware.
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•	The RRHs’ antennae in each cluster act as 
a single coherent antenna array distributed 
over the cluster region.

Figure 5 shows two VBS-Clusters, #1 (on the 
left) and #2 (on the right), where the sizes of 
the clusters are 2 and 3, respectively. Since in 
C-RAN VBSs are implemented on VMs, the 
size of VBS-Clusters (in terms of number of 
VBSs) can also be changed based on the net-
work requirements. In such a case, the serving 
VBS-Cluster sends a CLS-REQ message to the 
target cluster to check whether it is ready to 
change the cluster size. As a response, the target 
cluster sends back a CLS-RSP message to the 
serving cluster to report whether it approves or 
rejects the CLS-REQ. If the decision is to change 
the size, the serving VBS sends a VBS-REQ 
message to the candidate cluster as a request to 
join. At this point, the target cluster acknowledg-
es the VBS-REQ by sending a VBS-ACK to the 
serving VBS, which is finally added to the cluster.

In C-RAN, we are also able to assign each cell 
to different clusters in order for them to cooper-
ate with each other using different techniques. 
As associated VBSs of each cluster need high-
data-rate communication to perform cooperative 
techniques, they have to be allocated to the same 
server to rely on high-speed inter-VBS connec-
tions. Moreover, as the number of active users in 
the cluster determines the size of the VBS-Clus-
ter, resource allocation needs to be performed 
for each cluster. We present here a few scenarios 
where clustering the VBSs to enable cooperation 
improves system performance.

Mobility management: In 4G wireless net-
works, only hard handover (HHO) (in which the 
connection between the serving BS and user is 
terminated before the connection between the 
new BS and the user is started) is defined to sup-
port users’ mobility. As studied in [13], the service 
disruption time caused by HHO can be 250 ms or 
longer, which is intolerable for real-time services 
like voice over IP (VoIP). Note that with small 
cells, users perform handover more frequent-
ly, leading to a decrease in the perceived QoS; 
such degradation of QoS is a consequence of the 
short interruption in communication during HHO 
caused by overhead generated for controlling 
and managing the handover procedure itself. On 
the other hand, soft handover (SHO), which is 
a code-division multiple access (CDMA)-based 
handover scheme, can avoid service disruption 
as a user is actively connected to multiple BSs 
simultaneously. This contrasts with non-CDMA 
systems, in which a user can only be connected 
to one BS at a time. In C-RAN architectures, as 
the VBSs are co-located in a common place and 
can communicate and exchange data as well as 
controlling signals with each other, we are able 
to connect a user to multiple VBSs regardless of 
the modulation/access scheme. This means that 
we are able to use SHO for both non-CDMA and 
CDMA systems. By clustering VBSs, a user is 
actively connected to the associated RRHs as long 
as it remains in a certain cluster; in this case, a 
handover is needed less frequently (i.e., only when 
the user wants/needs to change the VBS-Cluster). 
To support CDMA in the VBS-Cluster, additional 
network resources are used; also, the associated 
VBSs need to perform a time correlation oper-

ation to detect the signal. On the other hand, to 
support a non-CDMA system, VBSs need to know 
the CSI from all the users, and matrix multiplica-
tions need to be performed to detect the signal.

Interference cancellation: In conventional cel-
lular networks, each BS only serves users with-
in its coverage area; thus, transmissions from 
neighboring cells interfere with each other, which 
decreases the SINR and spectral efficiency of cell 
edge users. A popular approach to address such 
interference is to employ CoMP, where neighbor-
ing cells are grouped together into clusters within 
which the BSs are connected to each other via the 
backhaul processing unit (BPU) [14]. In order to 
mitigate intra-cluster interference, the BSs in each 
cluster can perform coordinated beamforming 
and/or joint processing, which lead to improve-
ments in spectral efficiency at the cost, however, 
of higher information exchange overhead among 
the BSs and more complex resource allocation. 
Although CoMP is able to reject the intra-clus-
ter interference, it cannot mitigate the inter-clus-
ter interference; consequently, cluster-edge users 
would still suffer from this type of interference. 
In addition, due to the distributed nature of the 
traditional cellular architecture, the latency and 
scarce interconnection capacity among the BSs 
have restrained the degree of cooperation among 
the BSs and the deployment of CoMP in practice.

These limitations can be overcome in C-RAN, 
where each cell can be associated with different 
clusters, and different clusters can communicate 
with each other at very high speeds. We envi-
sion a system employing CoMP over C-RAN to 
be highly capable of dynamically forming and 
reconfiguring user-centric clusters. In such a 
strategy, each scheduled user is in the center of its 
associated cluster, making it different from tradi-
tional static-clustering approaches where the clus-
ter boundaries are fixed, and each cell belongs to 
one cluster only. This will eliminate cell-edge and 

Figure 5. VBS-Cluster with a many-PHY-to-one-MAC architecture: VBSs 
associated with a cluster are merged together in the VBS-Cluster, and 
RRHs’ antennae in each cluster act as a single coherent antenna array dis-
tributed over the cluster region.
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cluster-edge users, mitigating both inter-cell and 
inter-cluster interference. The result of our work 
[15], shown in Fig. 6, demonstrates that a C-RAN 
system employing dynamic user-centric radio coop-
eration enables more effective beamforming tech-
niques and outperforms traditional systems.

Technical challenges and open research issues: 
BSs have stringent real-time, low-latency, and 
high-performance requirements, to meet which the 
traditional virtualization technique is challenged. 
Specifically, in order to deploy a real-time VBS 
pool, the following requirements need to be met:
•	Advanced real-time signal processing algo-

rithms as well as high-performance low-pow-
er computing optimized for wireless signals.

•	High-bandwidth, low-latency, low-cost BBU 
interconnection topology among physical 
processing resources in the baseband pool, 
which include the interconnection among 
the chips in a BBU, among the BBUs in a 
physical rack, and across multiple racks in 
the data center.

•	Efficient and flexible real-time operating sys-
tems to achieve virtualization of hardware/
resource management as well as dynamic allo-
cation of physical processing resources to each 
VBS. This is needed to ensure latency and 
jitter control at the hardware level to support 
virtualization smoothly and efficiently.

Conclusion
We present novel reconfigurable solutions in 
the context of the cloud radio access network, a 
new centralized computing paradigm based on 
virtualization technology that has emerged as a 

promising architecture for broadband wireless 
cellular access. Such solutions adapt dynamical-
ly to fluctuations in per-user capacity demand, 
and offer higher energy efficiency and data rate 
(even in high-mobility scenarios). We advocate 
the need for co-location models for provision-
ing and allocation of VBSs, propose different 
VBS architectures, and discuss their pros and 
cons. Also, we present the advantages of VBS 
clustering, which can enhance energy efficien-
cy and capacity in wireless cellular systems via 
advanced collaborative communication tech-
niques.
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Figure 6. Improvement in downlink weighted sum rate (megabits per sec-
ond) vs. RRH transmission power (dBm) of a C-RAN system employ-
ing dynamic clustering and cooperative beamforming. The competing 
strategies considered are dynamic-RC [15], a user-centric dynamic radio 
cooperation scheme; CVSINR, a user-centric heuristic clustering scheme 
with clustered virtual SINR beamforming; and greedy, a non-overlapping 
clustering scheme with zero-forcing beamforming.
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Abstract

Recent years have seen the proliferation in 
versatile mobile devices and application ser-
vices that demand different data rates and 
latencies. Fixed channelization configuration 
in today’s wireless devices fail to be efficient 
in the presence of such dynamic demands. In 
this regard, fine-grained spectrum management 
designs have been advocated by the research 
community to embrace the heterogeneity in 
devices and services. However, manufacturers 
hesitate to make hardware investments without 
comprehensive understanding of these designs. 
To break this stalemate, software-defined wire-
less networking (SDWN) has been pushed to 
market as a cost-effective paradigm. Motivated 
by recent innovations in SDWN, this article 
systematically investigates the spectrum man-
agement architecture design that reaps the 
benefits of SDWN while maintaining the fea-
tures of fine-grained channelization. We shed 
light on design principles and key challenges 
in realizing the SDWN-enabled spectrum man-
agement architecture. With these principles 
and challenges in mind, we develop a general 
architecture with a new baseband virtualization 
design. We build a prototype that seamlessly 
integrates with the IEEE 802.11 protocol stack 
and commodity RF front-end. We demonstrate 
that the proposed architecture improves spec-
trum efficiency by emulating the upper layer 
behaviors using the traces captured in a cam-
pus WLAN.

Introduction
Recent years have witnessed a boom in versatile 
applications and heterogeneous wireless devices. 
A wireless device, such as a smartphone or lap-
top, may simultaneously run different types of 
applications, including video streaming services 
(Youtube, Netflix), cloud computing applications 
(Google photo auto backup, Dropbox, iCloud), 
and so on. These applications differ in required 
data rates and delay sensitivities. Moreover, the 
emerging of a new generation mobile internet 
devices, such as tablets, smartphones, and wear-
able devices, have augmented the heterogeneity 
in traffic demands.

The ever increasing heterogeneity in traffic 
demands has raised the stakes on developing new 

spectrum management architecture to utilize 
the limited spectrum resource in a cost-effective 
manner. The research community has realized 
that flexible channelization should be advocated 
to embrace the heterogeneous traffic demands. 
This vision is illustrated in Fig. 1, where mobile 
devices adopt different bandwidths according to 
their power constraints and service types. Wi-Fi 
access points (APs) communicate with smart-
phones on narrower channels to conserve power 
by using lower sampling rates, with tablets on 
medium-width channels to balance power and 
data rate requirements, and with laptops on 
wider channels to support traffic-intensive desk-
top services. Moreover, each mobile device runs 
versatile services with different latency and data 
rate requirements, which calls for finer-grained 
channelization.

To embrace the above vision in today’s wire-
less LANs (WLANs), comprehensive under-
standing is required to properly manage the 
spectrum allocated to each AP [1]. Network 
operators need to configure each AP separately 
and even set service-specific preferences using 
vendor-specific commands. The configurations 
should be upgraded together with wireless proto-
cols, which evolve continuously (once every few 
months) [2]. In addition to complex configura-
tions, the operators should also have deep under-
standing of the impact of link dynamics and load 
changes. Ultimately, this situation has made the 
capital and operational expenses in spectrum 
management prohibitively high.

To fend off this ossification, both the tele-
communication industry and the research com-
munity have placed considerable attention on 
a new paradigm, software-defined wireless net-
working (SDWN) [3], which creates a bundle 
of opportunities for managing current wireless 
networks in a cost-effective manner. Notably, 
SDWN simplifies network management by 
decoupling the control plane logic from the data 
forwarding plane. The control plane is logically 
centralized, while it can be implemented using 
a centralized controller or multiple controllers 
distributed in the network. As such, the logic of 
traditional networks is abstracted from within 
the hardware implementation and raised to a 
higher software level that can easily be manipu-
lated by network operators. 

Despite growing attempts and extensive 
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efforts on SDWN-enabled management archi-
tectures [2, 4, 5], few have systematically investi-
gated the spectrum management architecture to 
facilitate fine-grained channelization. The archi-
tecture should be carefully designed to ensure 
that the whole network stack operates reliably 
while performing fine-grained channelization 
at the lower layers, that is, it has to account for 
the mutual impact of the application require-
ments and the spectrum dynamics at the physical 
(PHY) and media access control (MAC) layers. 
Another challenge stems from the overhead 
incurred by spectrum adaptation, which mainly 
manifests itself in handling the spectrum agree-
ment between transmission pairs and the coordi-
nation among multiple links.

In this article, we explore how the SDWN par-
adigm can be leveraged to efficiently overcome 
the limitations in current spectrum management 
architectures, and call attention to a clean-slate 
redesign of the fine-grained channelization 
mechanism. Specifically, we start at a deep dive 
into the features of the SDWN paradigm, and 
then review the challenges in realizing the 
SDWN-based architectures for spectrum man-
agement. We propose a spectrum management 
architecture that harvests the benefits of flexi-
bility and programmability through the SDWN 
paradigm, while maintaining high efficiency in 
fine-grained channelization via a new baseband 
virtualization design. The benefits of our archi-
tecture are verified through experimental eval-
uation, and implications about future lines of 
research in architecture designs and applications 
are provided.

SDWN-Enabled Spectrum Management: 
Design Principles and Challenges

This section first presents an introduction to 
fine-grained spectrum management and the 
SDWN concepts. In particular, we highlight how 
the SDWN paradigm can be exploited to bene-
fit spectrum management. We also investigate 
key SDWN-related technologies and review the 
state of the art. Then we discuss the challenges 
of realizing the SDWN-enabled spectrum man-
agement.

Fine-Grained Spectrum Management

This work considers a typical WLAN scenario as 
envisioned in Fig. 1, where a central controller 
interacts with APs in the WLAN through Eth-
ernet backhaul. Each AP is associated with mul-
tiple clients, including different types of devices. 
Each client device may run a bundle of applica-
tions and services with different latency and data 
rate requirements.

In our vision, the bandwidth for each transmis-
sion is specified according to device and service 
types. On one hand, the channel bandwidth affects 
transmissions in many aspects. Wider bandwidth 
can provide higher throughput but require higher 
sampling rates for encoding and decoding, thereby 
consuming more power. Additionally, the transmis-
sion opportunities for links with wider bandwidth 
are lower as these links require larger amounts of 
vacant spectrum. On the other hand, today’s wire-
less devices range from energy-constrained personal 
devices, such as smartphones and wearable devices, 
to powerful but data-hungry devices, such as laptops 
and personal computers. For each device, services 
have heterogeneous requirements on data rates and 
latency. Therefore, the transmission bandwidth of 
each AP should be dynamically adjusted to fit the 
requirements of devices and services.

Traditionally, such fine-grained spectrum 
management schemes are prohibitively com-
plicated for network operators to realize on 
WLAN infrastructures, which may consist of 
devices from different manufacturers and are 
incrementally upgraded to support new proto-
cols. To overcome this predicament, we borrow 
the SDWN architecture, the essential concepts 
of which are introduced in the following section.

SDWN Paradigm

SDWN is an emerging paradigm that has pio-
neered the introduction of programmability to 
network management. Architecturally, it contains 
three pillars, which are borrowed from the gener-
al SDN architecture [6]:
•	Decoupled control and forwarding planes. 

Control logic is completely removed from 
network devices, which become simple data 
forwarding elements.

Figure 1. Illustration of fine-grained spectrum management.
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•	Network logic abstraction. The logic of tra-
ditional networks is abstracted from within 
the hardware implementation into a higher 
level defined by software.

•	The presence of a programmable network 
controller entity. The controller interacts 
with the underlying forwarding plane devic-
es and coordinates their forwarding deci-
sions.
By the clear separation of control and for-

warding planes, SDWN exposes functions that 
have traditionally been deeply hidden in the net-
work stack to higher levels [7]. The control plane 
interacts with higher layers via the northbound 
interfaces to understand operational tasks and 
network policies. The forwarding plane is con-
trolled by the southbound interfaces, which refer 
to the interface and protocol between the con-
troller and the SDWN-capable devices. These 
interfaces are generic, in that they are not tied 
to any particular system design or hardware plat-
form architecture.

The control plane encodes the decision logic 
using a set of rules that compile higher-lev-
el policies and translate them into lower-level 
device configurations referred to as actions [6, 
7]. Rules and actions are concrete representa-
tions of the separation of control and forward-
ing planes. In particular, rules determine the 
logic content, including scheduling and resource 
allocation, without dictating implementation 
details; actions, on the contrary, only specify 
functional behaviors such as signal processing 
operations, without knowing the logic content. 
Note that the SDWN paradigm follows on the 
heels of the SDN design principle to separate 
the control and forwarding planes, while SDWN 
differs from SDN in that wireless networks 
have distinct functions and lower-layer proto-
cols, which should be carefully considered when 
implementing the SDWN architecture for dis-
tinct use cases in wireless networks.

Achieving SDWN-Enabled Spectrum Management: 
Designs and Challenges

The SDWN paradigm has promise to facilitate 
the spectrum management that can achieve 
the best of both worlds: we can maximize the 
spectrum efficiency and service quality through 
fine-grained channelization at the device side, 
meanwhile retaining simple management at the 
operator side. Architecturally, the SDWN-en-
abled spectrum management should provide the 
following capabilities:
•	It is self-configuring, in that network opera-

tors do not need to understand the detailed 
signal processing procedures and when/how 
to apply lower-layer configurations.

•	It automatically translates higher-level deci-
sions into signal processing procedures and 
dynamically enforces the right configura-
tions at MAC, PHY, and the RF front-end.

•	It is efficient, in that it enables existing hard-
ware to perform fine-grained channelization 
with merely lightweight overhead in both 
the time and frequency domains.

•	It is fully compatible, in that it is integrated 
into existing infrastructures without modify-
ing the existing protocol stack.
Realizing the above design goals requires 

systematic consideration from the high-level 
management architecture to the low-level base-
band techniques. To make network management 
self-configuring and automatic, we need to prop-
erly design high-level management architecture. 
The SDWN paradigm has recently been applied 
to wireless network management in different 
aspects, from generic network architecture [3] 
and programmable forwarding plane [2] to spe-
cific use cases such as mobility management [4] 
and interference management [5]. These archi-
tectures follow the notion of separated data 
and control planes as envisioned by the SDWN 
framework, and introduce programmability and 
automation into wireless infrastructures to sup-
port a wide range of management techniques.

To make network management efficient and 
fully compatible, virtualization techniques at lower 
layers are the cornerstones to management archi-
tectures seamlessly integrating with the network 
protocol stack and devices based on software. To 
support spectrum adaptation for generic MAC/
PHY protocols and RF front-ends, baseband vir-
tualization techniques can be exploited to sepa-
rate spectrum programmability from the general 
PHY modulation design [8]. Architecturally, spec-
trum adaptation functions are abstracted away 
from the PHY and RF front-end. As such, the 
protocol stack and the RF front-end are agnos-
tic to the fine-grained spectrum dynamics as well 
as the underlying signal processing procedures, 
thereby adopting conventional configurations, 
such as modulation, pilot placements, and channel 
contention, without any modification [9].

Although the above innovations demonstrate 
significant benefits, in the case of fine-grained 
spectrum management we still face several design 
challenges that have not yet been fully explored:

Systematic integration. Both high-level man-
agement architecture and low-level baseband 
techniques should be seamlessly integrated with 
the conventional network protocol stack and 
hardware. It requires systematic investigation 
into how to precisely translate the upper-layer 
requirements into spectrum configurations at the 
PHY and RF front-end. Furthermore, spectrum 
management functions and interfaces to the net-
work stack and RF front-end should be carefully 
defined. 

Spectrum adaptation overhead. To achieve 
efficient channelization and spectrum adaptation, 
there are two practical hurdles:
•	Out-of-band signal detection.
•	Spectrum agreement.

As envisioned in Fig. 1, the spectrum band 
of one link is promptly adapted to maximize 
transmission opportunity. However, most exist-
ing approaches detect spectrum using spectrum 
virtualization techniques that are limited to 
signal detection within one channel (in-band 
signal detection). What prevents these tech-
niques from out-of-band signal detection is that 
it results in frequency aliasing at the receiver. 
Additionally, before channel switching, senders 
and receivers need to agree on the transmission 
band, which is achieved by central coordination 
or separate control channels. Unfortunately, 
these approaches incur substantial overhead 
and are not prompt enough to respond to 
frame-level channel variance.

The protocol stack 

and the RF front-end 

are agnostic of the 
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dynamics as well as 
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Spectrum Management Architecture

In this section, we develop an efficient spectrum 
management architecture that seamlessly inte-
grates with the conventional network protocol 
stack and infrastructures.

Overview

Figure 2 outlines the architecture building blocks 
and their interfaces. Basically, the proposed 
architecture conforms to the SDWN framework 
in that it separates the control and forwarding 
planes. In particular, the key design components 
are described as follows.

•The control plane is realized using a two-
tiered architecture: a top-level manager, referred 
to as the global manager, residing in the central 
controller, and a mid-level manager, referred to 
as the local manager, at or near each AP. Note 
that the local manager can be either a dedicat-
ed controller locating near the AP or a remote-
ly programmable component within the AP. As 
such, the local manager can handle time-critical 
events with little latency and few load-intensive 
events, while the global manager can handle 
events that require global coordination [10]. The 
design rationale is that the central controller 
manages spectrum allocation across APs to avoid 
conflicts and interference, while delegating the 
traffic scheduling of applications and services to 
the local manager at each AP; that is, the local 
manager dynamically schedules which flow to 
transmit and its spectrum configurations.

•The control plane interacts with the network 
protocol stack and the RF front-end through 
a spectrum manager and a radio agent, which 
expose functions and information deeply hidden 
in the network protocol stack to the higher-level 
control plane.

•To support efficient and fine-grained spec-
trum adaptation, a decoupled baseband process-
ing layer that employs baseband virtualization 
techniques is added between the legacy PHY/
MAC layer and the RF front-end. By decou-
pling spectrum tuning and detection from packet 
decoding and scheduling, the legacy PHY/MAC 
protocols work independently, and the spectrum 

adaptation functionality can be integrated into 
existing devices without modifying the radio.

Our architecture focuses on the interaction 
and interfaces between the control and forwarding 
planes, while the management functions are simply 
implemented as part of the control plane. Note 
that we can also add a management plane to imple-
ment management functions and specify the man-
agement interface to configure the control plane.

Interface

At a high level, our architecture conforms to the 
SDN architecture [6] to define the southbound 
and northbound interfaces. In particular, the local 
and global managers interact with higher-layer 
applications through the northbound interface, 
and interact with lower layers and RF front-end 
through the southbound interface. We define 
interfaces based on their functionalities: we define 
the spectrum management interfaces to interact 
with the network protocol stack and the radio 
agent interfaces to interact with the RF front-end.

Spectrum manager interfaces. The spectrum 
manager acts as a central hub, coordinating the 
information flow between the control managers 
and the network protocol stack. On one hand, 
the spectrum manager extracts the quality of 
service (QoS) requirements of different types of 
service from the upper layers, while it retrieves 
the spectrum availability information from the 
MAC layer. All the collected information is for-
warded to the local and global managers in order 
to assist them in traffic scheduling and spec-
trum adaptation. On the other hand, the control 
managers enforce the necessary configurations, 
including channel contention and traffic schedul-
ing, into the network protocol stack through the 
interfaces of the spectrum manager.

Radio agent interfaces. As the spectrum 
adaptation and traffic scheduling decisions also 
rely on the link quality information, our architec-
ture employs the radio agent to periodically pass 
the fine-grained link information such as channel 
state information (CSI) and clear channel assess-
ment (CCA) to the control managers. Addition-
ally, the radio agent controls the baseband and 
RF front-end to tune the bandwidth and central 
frequency of each transmission. 

Global Manager

The global manager is the top-level manager 
residing in the central controller. Essentially, the 
global manager only handles global tasks that 
require coordination across APs, and offloads 
all AP-standalone functions to local managers. 
The global manager takes as input the network 
state from the spectrum manager interfaces and 
controls the channelization attributes of each AP 
through the local manager. The network state is 
described by an interference vector, which spec-
ifies the interference relations among APs, and 
a demand vector, which specifies the traffic load 
of each AP. The channelization attributes specify 
the bandwidth and central frequency of each AP.

Local Manager

The goal of the local manager is to dynamical-
ly schedule which flow to transmit and its spec-
trum configurations (i.e., the central frequency 
and bandwidth). The local manager takes the QoS 

Figure 2. SDWN-enabled system architecture for spectrum management.
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requirements and link information as input, and 
allocates the spectrum band assigned by the glob-
al manager to different flows. Note that as the 
local manager is programmable, the QoS poli-
cy can be updated by the network administrator. 
In particular, the local manager can allocate the 
whole spectrum band to a single flow with high 
throughput requirement, or split the band into 
multiple orthogonal sub-bands, each of which acts 
as an independent channel to transmit a flow. 
Such fine-grained channelization can be realized 
via baseband virtualization, which is elaborated 
in the following section. To fulfill the throughput 
and latency requirements of each flow, the local 
manager prioritizes the traffic queue, and steers 
a flow’s packets toward a particular sub-band for 
transmission. After arbitration, the sub-band allo-
cation command is directed to the radio agent, 
while the channel contention and traffic sched-
uling commands are forwarded to the spectrum 
manager. Then the radio agent and spectrum 
manager compile these commands, and enforce 
corresponding configurations to the devices.

Basically, the local manager makes sched-
uling and allocation decisions based on service 
types. The service type is categorized based on 
required data rate and latency. The local man-
ager tags each flow with a class identifier, with 
standardized values associated with correspond-
ing characteristics, such as scheduling priority, 
packet delay budget, and packet error loss rate 
as defined in the Third Generation Partner-
ship Project (3GPP) QoS Class Identifier (QCI) 
mechanism [11]. To enforce QoS requirements 
of different flows, the local manager controls the 
transmission properties, such as bandwidth, cen-
tral frequency, data rate, and power, of a flow.

Baseband Virtualization

The global and local managers frequently change 
PHY configurations and need different base-
bands to support flows for multiple clients. To 
support such flexibility on commodity hardware, 

we need to build a software abstraction layer that 
decouples the tight connection between the PHY 
and RF front-end. This layer provides a virtual 
baseband that can be programmed by the con-
trol plane using the radio agent interfaces. The 
virtual baseband abstracts out the underly base-
band dynamics and modifies the RF front-end 
for a given channelization configuration specified 
by the control plane. The baseband virtualiza-
tion and its interactions with the radio agent are 
shown in Fig. 3. On one hand, the radio agent 
gathers link and channel statistics from lower 
layers and exports the statistics to the local and 
global managers. On the other hand, the radio 
agent exposes the functions of the virtual base-
band to the local manager. The local manager 
controls the transmission attributes, including 
bandwidth, central frequency, data rate, and 
power, through the radio agent interfaces, and 
the virtual baseband takes the transmission attri-
butes as input to reshape the baseband signals 
before feeding the signals to the RF front-end. 
The PHY/MAC exposes an interface to the vir-
tual baseband to allow streams of complex digital 
baseband samples flowing between the layers. 
The virtual baseband receives spectrum adap-
tation decisions from the radio agent, and adds 
or removes extra preambles to those baseband 
samples for spectrum agreement and out-of-band 
detection. The prepended preamble exempts 
extra control frames for spectrum agreement and 
thus makes frame-level adaptation more prompt 
and efficient. As such, the functions of spec-
trum agreement and out-of-band detection are 
decoupled from packet encoding/decoding and 
channel contention, allowing the legacy PHY/
MAC and RF-front-end to work independent-
ly without any modification. It is worth noting 
that although the management architecture is 
built on top of WLAN infrastructure and does 
not involve changes to the user terminal, the user 
terminal should be spectrum agile so that prompt 
spectrum adaptation can be performed.

Figure 3. Architecture of baseband virtualization.
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Evaluation in a Campus WLAN Scenario
A primary motivation behind our spectrum man-
agement architecture is that the spectrum can be 
managed more efficiently when the fine-grained 
PHY functions are exposed to the upper-lay-
er managers. The objective of this section is to 
demonstrate the efficacy of our architecture in 
promptly adapting spectrum according to link 
quality and upper-layer information.

Experimental setup. We realize the basic spec-
trum management blocks in existing OFDM PHY 
using commodity radios. We implement the entire 
baseband design directly in the Universal Software 
Radio Peripheral (USRP) hardware drive (UHD). 
Nodes in our experiments are USRP N210 devices 
equipped with RFX2450 daughterboards as the 
RF front-end, which operate in the 5.1–5.2 GHz 
range. Due to large processing delay of USRP 
hardware and limited power of general-purpose 
processors, the spectrum adaptation strategy 
cannot be performed in real time on USRP. To 
demonstrate the overall performance of the spec-
trum management architecture, we emulate the 
upper layer behaviors using the traces captured in 
a campus WLAN operating under IEEE 802.11n. 
In particular, we use Intel 5300 network interface 
cards (NICs) to send back-to-back frames and log 
the CSI and signal-to-noise ratio (SNR) traces 
at receivers. We vary the sender’s and receiver’s 
locations to measure 20 different links, with SNRs 
varying from –3 dB to 28 dB. Each link transmits 
500 frames for every 20 MHz channel across an 
entire 80 MHz band.

To minimize unnecessary coordination over-
head, the control plane triggers spectrum adapta-
tion only when the channel availability or quality 
is unable to support reliable transmission. We 
adopt two metrics — transmission opportunity 
and SNR — to estimate the channel conditions. 
The transmission opportunity is defined to be 
the ratio of successful transmissions to the total 
number of transmission attempts. Only when the 
transmission opportunity or the SNR falls below 
the predefined threshold does the global man-
ager reassign the central frequencies and band-

widths of APs. The central controller uses the 
following greedy spectrum adaptation strategy to 
assign channels. When an AP suffers from low 
transmission opportunity or low SNR, the local 
manager sends a spectrum adaptation request 
to the global manager via backhaul. The global 
manager goes through all possible channels, and 
selects the solution that maximizes the overall 
throughput in the WLAN. The global manag-
er computes the overall throughput by measur-
ing the SNR of each channel and mapping the 
SNR to corresponding data rate. Then it selects 
the spectrum adaptation solution that maximiz-
es the overall throughput. The global manager 
calls off the adaptation if reassignment cannot 
improve the overall throughput. The global man-
ager coordinates multiple APs and may simul-
taneously change the channel configurations 
of multiple APs. To be compatible with legacy 
Wi-Fi nodes, all nodes conform to the legacy 
data communication function (DCF) MAC (e.g., 
IEEE 802.11a/g/n/ac) to contend for channels. In 
particular, all nodes sense channel, backoff, and 
transmit as legacy nodes.

Baselines. In Fig. 4, we compare the pro-
posed architecture (proposed) with two base-
line approaches: 802.11 standard channelization 
(802.11) and the state-of-the-art spectrum adap-
tation approach [9] (spectrum adaptation). It is 
worthwhile noting that we take into account the 
spectrum adaptation overhead.

Figure 4 varies the number of links accessing 
the 80 MHz spectrum, which consists of four 20 
MHz channels. The results show that on average, 
the proposed architecture outperforms 802.11 
and spectrum adaptation approaches by 102 and 
37 percent, respectively. When the number of 
links goes larger than 10, the throughput of all 
approaches decreases due to larger contention 
overhead. Figure 5 further compares the perfor-
mance of all approaches when varying the total 
bandwidth. The number of links is set to eight. 
By leveraging the frequency diversity of multi-
ple channels, the proposed architecture achieves 
higher throughput than the other two approaches 
when there is more than one channel. 

The results demonstrate the merits of our 
architecture in making decisions by jointly con-
sidering the global interference relations as well 
as fine-grained PHY attributes. We show that 
it is feasible to harvest the benefits of flexibili-
ty and programmability using the SDWN par-
adigm, while still achieving high efficiency in 
fine-grained channelization. However, the pre-
liminary implementation considers the band-
width and central frequency of each flow; future 
spectrum management schemes can expose PHY 
functions, such as multiple-input multiple-output 
signal processing blocks, to high layers.

Concluding Remarks
This article has envisioned the crucial roles 
of the SDWN paradigm and baseband virtu-
alization in achieving efficient fine-grained 
spectrum management in WLANs. Instead of 
modifying existing wireless devices or protocols, 
the SDWN-enabled architecture realizes the 
abstraction of fine-grained spectrum adaptation 
by employing decoupled components that seam-
lessly integrate with the network protocol stack 

Figure 4. Throughput under various numbers of links.
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or RF front-end. Through careful investigation 
of the pros and cons of existing approaches, we 
observe that the main hurdles in realizing the 
above vision lie in the systematic integration and 
spectrum adaptation overhead.

Under the design principles resulting from 
our investigation, we have presented a spectrum 
management architecture that reaps the merits 
of the SDWN paradigm and fine-grained spec-
trum adaptation. To efficiently support high-level 
SDWN-enabled architecture, we also devise a new 
virtual baseband that removes the need for extra 
spectrum coordination. The virtualized baseband 
is a clean-slate design that integrates with existing 
commodity radios without any hardware modifi-
cation. We provide a case study on a campus sce-
nario to demonstrate the benefits of the proposed 
architecture. We believe that the SDWN-enabled 
spectrum management architecture can contribute 
to future wireless networks by better supporting 
heterogeneous devices and versatile services.
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Figure 5. Throughput under various total bandwidths.
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abstract

Given the anticipated 1000 times growth of 
tele-traffic, the conception of efficient spectrum 
management and sharing mechanisms becomes 
essential for 5G networks due to the scarcity of 
spectral resources. To meet this ambitious goal, 
we propose an SDN-based synergistic spectrum 
sharing technique, the harmonized SDN-enabled 
approach (HSA), which relies on distributed 
input reporting on spectrum availabilities in 5G 
heterogeneous networks. Conventional spectrum 
sharing mechanisms, particularly those using cog-
nitive radio techniques, rely heavily on spectrum 
sensing and adaptive transmission-aided com-
munications devices. However, this device-level 
spectrum sharing might lead to inaccurate shar-
ing decisions due to the widely fluctuating signal 
quality observed by each device. Moreover, the 
network becomes vulnerable to malicious devic-
es that report false sensing data to gain unfair 
access to the spectrum. These problems are fur-
ther compounded by the fact that operational 
cellular networks have a somewhat rigid archi-
tecture relying on vendor-specific configuration 
interfaces, hence restricting the operators to 
have, at best, only indirect control of the net-
work’s operation and resources. In addressing 
these challenges, we adopt a synergistic approach 
that integrates the distributed sensing devices, 
cellular base stations, and SDN controller into an 
intrinsically amalgamated network. To alleviate 
any potential controller scalability and latency 
concerns, HSA harmonizes the network’s oper-
ation by distributing the local decision making 
and network-wide policy making tasks among 
the base stations and the SDN controller, respec-
tively. The article outlines the detailed net-
work architecture and also presents an efficient 
resource management algorithm.

Introduction
With the advent of smart multimedia devices, 
mobile data traffic has seen an unprecedented 
growth over the last decade. It has been report-
ed that the mobile data traffic in 2014 was 30 
times higher than the entire global Internet traf-
fic in 2000. This trend is predicted to continue as 
recent forecasts suggest that the global mobile 

data traffic between 2014 and 2019 will witness 
a further 10-fold increase [1]. The explosive 
growth of mobile traffic necessitates intensive 
global research efforts on 5th generation (5G) 
networks.  However, the anticipated 1000-fold 
increase of network capacity to be supported by 
5G will inevitably lead to significantly increased 
demand for spectral resources. Consequently, 
the conception of efficient spectrum manage-
ment schemes becomes critical for 5G in achiev-
ing a dramatically increased network capacity.  
Additionally, 5G is also envisioned to have a 
heterogeneous network (HetNet) architecture, 
providing ubiquitous networking capabilities by 
using a diverse range of wireless networks and 
access technologies. The heterogeneous nature 
of 5G is mainly due to the inevitable  network 
densification in the quest for high capacity and 
relying on a multi-tier architecture for providing 
ubiquitous coverage, bearing in mind the poten-
tial mixed use of legacy networks and the future 
5G for reducing the deployment costs.  As such, 
supporting the expected high network capacity 
in 5G in such diverse environments mandates 
the shared exploitation of the available spectral 
resources through dynamic coordination amongst 
devices and networks, which may be achieved by 
introducing software-defined networking (SDN) 
into 5G networks.

Spectrum sharing is capable of substantial-
ly improving the utilization efficiency of the 
available spectrum. Through spectrum sharing, 
mobile networks can exploit various unlicensed 
bands, including the industrial, scientific, and 
medical (ISM) band, visible light communication 
(VLC), [2] and the much-touted millimeter-wave 
(mm-Wave bands) [3]. It can be used to aggre-
gate the channels of the licensed and unlicensed 
bands, thus supporting high-bandwidth applica-
tions to achieve data rates in the gigabit range in 
5G. It also allows secondary (unlicensed) users 
(SUs) to access the licensed spectrum band, and 
this functionality can also be used for implement-
ing device-to-device (D2D) communications and 
so forth. However, despite all the promise and 
interest generated by the research on spectrum 
sharing, widescale deployment of this technology 
remains yet to be seen. As detailed later, some of 
the reasons for the lack of practical implementa-
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tion include over-reliance on spectrum sensing, 
device-level decision making, and the lack of an 
efficient admission/eviction mechanism for SUs. 
Operators are hesitant to relinquish control of 
the spectrum by allowing SUs to make spectrum 
access decisions. Moreover, the current cellular 
networks have an inflexible architecture relying 
on vendor-specific equipment, which is remark-
ably complex and expensive, with an ever-in-
creasing number of tunable parameters. These 
restrictions make it difficult for the operators 
to dynamically adapt their network parameters, 
which is another critical requirement of efficient 
and dynamic spectrum management.

In this article, we address the aforementioned 
challenges by designing a harmonized SDN-en-
abled approach (HSA) for 5G HetNets. To facil-
itate spectrum sharing, HSA adopts the principle 
of centralized management based on distributed 
inputs. The centralized management is facilitat-
ed by SDN and the cellular base stations (BSs), 
while the distributed inputs arrive from the SUs. 
Due to its open interface and ease of reconfigu-
ration, SDN provides network operators with an 
ideal platform for complete global control over 
their entire network. However, it suffers from 
scalability and latency issues [4]. Especially in the 
context of wireless networks, latency may signifi-
cantly impact the overall network performance. 
In order to address these issues, HSA harmo-
nizes network operation by balancing the task 
distribution between the controller and the BSs. 
To this end, the controller is restricted to only 
managing the network rules and regulations by 
defining fine-grained operational policies, while 
the BSs are used for carrying out all the localized 
decision making based on the framework defined 
by the controller. It is only logical that the BSs 
at the edge of the access network carry out the 
local decision making, since they have the most 
up-to-date information about the rapidly varying 
wireless channel conditions. Instead of relying 
on spectrum sensing, we argue that the spectrum 
can be utilized more efficiently through data-
base-assisted spectrum management. The article 
also presents a complete algorithm for optimal 
resource management.

The rest of the article is is organized as fol-
lows. We discuss related works and the chal-
lenges associated with current spectrum sharing 
techniques. Initially, we present a detailed archi-
tecture for software defined cellular networks. 
Following this, an optimal resource management 
algorithm is outlined and its performance is eval-
uated. Finally, we draw the conclusion to the 
article.

Related Works
Generally, spectrum sharing is a well researched 
area, especially in the context of cognitive radio 
(CR) networks [5]. However, despite all the 
research efforts spanning a period of more than 
a decade, CR-based spectrum sharing mecha-
nisms have yet to be deployed on a large scale. 
One reason for this is the lack of a compelling 
business model that provides operators suffi-
cient incentive to share their spectrum. Conse-
quently, some recent research efforts have been 
focused on developing technologies that encour-
age network operators to share their spec-

trum. For example, in [6], the authors develop 
a scheme in which a mobile operator leases a 
channel in its licensed spectrum band to a pri-
vately owned WiFi access point (AP), and in 
return, the AP allows the mobile operator to 
offload its Internet traffic. Simulation results 
demonstrate significant throughput improve-
ment for both the primary users (PUs) and SUs. 
The authors of [7] study resource allocation for 
indoor multihoming and multimode mobile ter-
minals (MTs) in future HetNets. Specifically, 
the multihoming MTs aggregate resources from 
RF femtocells and VLC systems, while the mul-
timode MTs only use one specific network at a 
time. It is shown that multihoming outperforms 
multimode under tight delay constraints. In [8], 
the authors propose both non-cooperative and 
cooperative architectures for cellular networks, 
and study the energy efficiency-spectral efficien-
cy (EE-SE) trade-offs.
The SDN philosophy is a relatively new con-
cept, and research in this area is still in its 
infancy. The idea of programmable networks 
has been around for many years. Nevertheless, 
the advent of the OpenFlow interface has given 
a new lease on life to SDN [4]. Consequently, 
some of the recent research efforts have shift-
ed to introducing the SDN concept into cellu-
lar networks, with the aim of improving overall 
network performance and providing complete 
network control for the operator. In [9], the 
authors propose the concept of SoftCell, which 
aggregates traffic based on the service policy, 
BS locations, and user equipment (UE). By 
implementing packet classification through soft-
ware-defined access switches and configuring 
optimal routing paths through specific middle-
boxes, SoftCell is shown to improve the flexibil-
ity of the cellular core networks of the future. 
In [10], Gudipati et al. introduce a software-de-
fined centralized control plane of the radio 
access network, SoftRAN, which is based on a 
virtual big base station consisting of a central-
ized controller and the physical BS. It provides 
an architecture for coordinated radio resource 
management through the software defined cen-
tralized control plane of the RAN.

In the context of specific SDN applications in 
cellular networks, the authors of [11] study SDN-
based mobile data offloading and load balancing. 
A partial offloading scheme is introduced in which 
the cellular network partially offloads the data traf-
fic onto a WiFi network, under the constraint that 
the end-user quality of service (QoS) remains unaf-
fected. Simulation results showed that SDN-based 
partial offloading and load balancing schemes sig-
nificantly improve overall network performance. 
The authors of [12] introduce SDN-based efficient 
authentication handover and privacy protection 
for 5G networks. It is demonstrated that SDN-en-
abled security solutions are especially suitable for 
delay-constrained 5G networks.

Challenges in Spectrum Sharing

Current spectrum sharing approaches face sev-
eral challenges. The most notable ones are out-
lined below.

Spectrum Sensing: Spectrum sensing is used 
to detect the presence of PUs and identify 
vacant spectral resources. The reliable detec-
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tion of a PU over wide bandwidth can be a chal-
lenge, not least because there is a wide range of 
transmission parameters employed by the PUs. 
The task becomes even more difficult due to 
the varying propagation losses and the interfer-
ence generated by other SUs. Cooperative spec-
trum sensing has been shown to improve the 
performance of spectrum sensing techniques. 
However, as shown later, this performance 
improvement comes at the cost of substantial 
transmission overhead.

The two most important challenges associ-
ated with spectrum sensing are the problems of 
hidden terminals and missed opportunities [13]. 
The hidden terminal problem arises when the 
PU is passive, and the channel between the SU 
and the primary BS is in deep fade. Hence, the 
SU fails to detect the primary transmissions and 
mistakenly starts its transmissions. A suggested 
technique to tackle this problem is to allow the 
SUs roaming in the vicinity to opportunistically 
access the spectrum using the uplink frequencies 
in interference limited systems such as code-di-
vision multiple access (CDMA) [14]. However, 
in this scenario, if the SUs sense the spectrum, 
it will be deemed to be occupied by PUs (i.e., 
by mobile phones). Even a small number of PUs 
will render the spectrum unusable for the SUs, 
hence leading to missed spectrum access oppor-
tunities.

Decision Making: Most of the existing 
solutions conceived for opportunistic spec-
trum access rely on distributed decision mak-
ing, allowing SUs to make decisions related to 
spectrum availability. The SUs invoke spectrum 
sensing algorithms to decide whether or not 
they should access the spectrum. As mentioned 
in the previous subsection, spectrum sensing has 
its associated drawbacks, and it is difficult to 
achieve high levels of accuracy in decision mak-
ing. Moreover, such an approach also makes the 
network vulnerable to malicious devices that 
transmit false sensing data in order to selfishly 
access the spectrum. Lastly, allowing the SUs to 
make independent decisions is also problematic 

for operators, since they tend to improve the 
network’s spectrum exploitation rate through 
complete control over their spectrum. Thus, to 
facilitate harmonious coexistence between the 
PUs and SUs, and to encourage the operators 
to be more open to the idea of spectrum shar-
ing, all decision making related to spectrum 
access should be carried out in a centralized 
manner, for example, at the BS.

Admission Control: Admission control is 
another critical challenge for optimal spectrum 
sharing. Due to PU activities, the availability of 
frequency resources fluctuates quite erratically; 
hence, the quality of service (QoS) requirements 
of SUs can only be satisfied by relying on the 
efficient integration of admission and eviction 
control schemes into the medium access con-
trol (MAC) layer. This integration enables the 
MAC to adapt to the available communication 
resources. The design of an efficient admission/
eviction control mechanism still remains an open 
research challenge.

Software-Defined 5G HetNets
In order to address the aforementioned chal-
lenges, we adopt HSA to design an SDN-based 
synergistic 5G HetNet relying on centralized 
management based on distributed inputs. The 
distributed inputs arrive from the SUs, which 
sense the spectrum and report their findings 
to their nearest BSs. The centralized manage-
ment is carried out by the macrocell BSs and 
SDN controller. As mentioned previously, this 
task sharing between the BSs and the control-
ler eases the burden imposed on the central-
ized SDN controller and harmonizes overall 
network operation. In order to minimize the 
dependence on spectrum sensing, HSA restricts 
the BSs to utilizing the SUs’ inputs only as side 
information. Spectrum sharing decisions are 
based on the policies defined by a centralized 
SDN controller and the contents of a local data-
base (LDB) maintained at each BS. The LDB 
is updated whenever a PU or an SU enters or 
leaves the network.

Figure 1. Software-defined 5G HetNet architecture that supports HSA. The macrocell BSs are directly connected to the controller, 
while the BSs of the smaller cells connect with the macrocells through a reliable backhaul link.
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The Network Architecture

Bearing in mind the 5G network vision, the pro-
posed architecture, which supports HSA, con-
sists of a HetNet environment, as shown in Fig. 
1. It has a multi-layered architecture consisting 
of macrocells, microcells, and picocells, which 
communicate over the licensed spectrum band, 
and also incorporates the WiFi APs that com-
municate over the unlicensed band. The HetNet 
supports a multitude of features and technolo-
gies, such as traffic offloading, spectrum sharing, 
multihop, and D2D communications, and mas-
sive multiple-input multiple-output (MIMO). As 
shown in the figure, a cluster of macrocell BSs 
is controlled by a centralized SDN controller, 
which connects to the BSs through high-capacity 
fiber optic links and utilizes the OpenFlow pro-
tocol for controlling the data plane. Additional-
ly, the Simple Network Management Protocol 
(SNMP) plugin shown in the figure enables the 
controller and the relevant applications to mon-
itor and manage (management plane) the data 
plane devices, provided that those devices sup-
port an SNMP agent. In order to alleviate any 
potential scalability concerns, HSA restricts the 
controller to managing only a cluster of macro-
cell BSs. The BSs of the smaller cells in the Het-
Net regularly inform the macrocell about their 
load conditions through a wireless or fiber-optic-
based backhaul link.

Figure 2 shows the operational architecture 
of the proposed framework, where multiple mac-
rocell BSs are connected to the centralized SDN 
controller. Within the framework of HSA, the 
controller decides concerning the policies related 
to various access network functionalities, includ-
ing resource allocation, handovers, transmit power 
allocation, and so on, and this feature forms the 

control plane of the radio access network. The 
base stations constitute the data plane of the net-
work and implement the controller-defined pol-
icies. Below, we discuss these two components 
(i.e., the BSs and the SDN controller) in more 
detail. Unless stated otherwise, the term BS refers 
to a macrocell BS throughout this article.

The Macrocell Base Stations: In the proposed 
framework for 5G HetNets, each macrocell BS 
consists of an LDB and an application module. 
The LDB provides the BS with a view of cell 
load conditions and facilitates local decision 
making. It stores information about the users 
within the cell, and consists of a PU section and 
an SU section. Each of these sections is updated 
when the corresponding PU or SU accesses or 
leaves the spectrum slot. Additionally, the LDB 
also contains the subscriber information and net-
work rules and regulations modules. The former 
module is related to subscriber attributes, such 
as the cellular network provider, device type, 
subscriber type, and recent usage. The network 
rules and regulations module contains the poli-
cies related to the different functionalities pres-
ent in the application module, including packet 
processing and charging, resource management, 
mobility management, routing, update module, 
and admission control. The operator manages 
and enforces these policies through the central-
ized SDN controller. The BSs carry out all local 
decision making based on the regulations defined 
by the centralized controller.

SDN Controller: As shown in Fig. 2, the SDN 
controller incorporates a global database (GDB) 
and a network policy making module. The GDB 
contains information about all the users within 

Figure 2. Operational architecture of the software-defined cellular network. The SDN controller decides the policies related to vari-
ous network functionalities while the BSs implement the controller-defined policies.
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the cluster and is updated regularly by the BSs. 
The controller utilizes the GDB to update the 
policies related to various functions of the net-
work. The SDN controller grants greater control 
for network operators, since any modifications 
or updates to the network rules and regulations 
have to be made at a single control point. The 
controller updates the network policies either 
proactively (after a fixed amount of time) or 
reactively (a BS requests more resources due to 
cell overloading).

Resource Management Relying on HSA
The resource management process of the BSs in 
the proposed HSA-based 5G HetNets is shown 
with the aid of a flow chart in Fig. 3. The BSs 
reserve a channel for their communication with 
the SUs. Whenever the SUs have to access the 
spectrum, they rely on a low-complexity multi-
ple access scheme, such as carrier sense multiple 
access (CSMA), in order to connect with the BS. 
On the other hand, the PUs, which have higher 
priority within the network, gain access by using 
the traditional multiple access schemes of cellu-
lar networks. As shown in Fig. 3, the BS initially 
waits for the users to request spectrum access. 
Upon receiving a spectrum access request, the 

BS first checks whether this request originat-
ed from a PU or an SU. Depending on the PU 
or SU status of the requesting user, a different 
course of action is followed.

Secondary User Access: In the proposed 
framework, each SU first senses the spectrum for 
the sake of detecting the presence of PUs. After 
completing the spectrum sensing process, the 
SUs report their findings to the BS, along with a 
request for spectrum access. The BS aggregates 
the inputs received from different SUs and utilizes 
this information to verify whether or not the con-
tents of the LDB are up to date. If there is a mis-
match, the BS checks by communicating with the 
corresponding spectrum users to validate the accu-
racy of the inputs gleaned from the SUs. The LDB 
is updated only if the SUs’ inputs are proven to 
be accurate. Based on how often each SU’s input 
is true/false, the BSs can also categorize the SUs 
as trusted/untrusted devices for security purpos-
es. Upon successful completion of the aforemen-
tioned procedure, the BS estimates the location of 
each secondary source-destination pair and allo-
cates an optimal spectrum band to each SU.

The optimal spectrum allocation is based on 
a number of factors, including the source-des-
tination locations, the locations of the PUs, the 
specific frequencies already being used by the 
PUs and SUs, and so on. All of this information 
is present in the LDB. As an example, the deci-
sion could be based on the distance between the 
source and the destination. If the two are located 
close to each other, the BS could allocate, for 
example, mmWave frequencies. On the other 
hand, if the distance between the source and the 
destination is large, it would be better to allocate 
lower frequencies, since lower frequencies suf-
fer from lower path loss and hence require less 
transmit power than mmWave frequencies. In 
addition to the distance between the source and 
the destination, the BS also takes into consider-
ation the amount of interference imposed by the 
SUs on the primary network and vice versa.

Once the spectral resource has been allocat-
ed, the BS updates the LDB.  If the cell becomes 
fully loaded after this resource allocation, the 
BS sends a GDB update along with a notifi-
cation to the SDN controller requesting more 
spectral resources. The SDN controller exploits 
the information contained within the GDB to 
check if there are any lightly loaded cells avail-
able within the cluster. If such a cell exists, the 
controller reassigns some of its already allocated 
frequencies to the heavily loaded cells. On the 
other hand, if there are no such cells available, 
the controller checks to see if it is possible to off-
load some of the traffic to another network, such 
as WiFi or TV white space (TVWS). Finally, the 
SDN controller conveys its final decision and the 
corresponding instructions to the BS over the 
backhaul network. Depending on the specific 
type of granted resource (more frequencies allo-
cated, offloading), the BS proceeds as shown in 
Fig. 3. If no new resources are granted, the BS 
frees up parts of the spectrum by removing the 
SUs that have been using the spectrum for the 
longest time.

Primary User Access: If a PU wants to use 
the spectrum, the BS first calculates the locations 
of the primary source and destination. Then it 

Figure 3. Resource management process at the BS. The proposed algorithm 
minimizes the dependence on spectrum sensing by relying on database 
assisted spectrum management.
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calculates the optimal frequency for the associ-
ated primary transmissions. Since the PUs have 
the highest priority, the BS first calculates the 
optimal transmit frequency for the PU and then 
evaluates its impact on the SUs. If an SU is in 
the vicinity of the PU and uses the same fre-
quency as the one calculated for the PU, the BS 
readjusts the transmission parameters for the SU 
(transmit power, frequency, etc.) and allocates 
the frequency deemed most appropriate to the 
PU. Following this, the LDB is updated, and the 
rest of the process follows a similar procedure as 
the one discussed in the previous subsection.

Before proceeding to our performance eval-
uation, it is worth mentioning that the trans-
mission overhead involved in implementing the 
above-mentioned resource management algo-
rithm remains either comparable to or lower 
than that involved in managing the spectrum 
through sensing. For example, as we show in the 
next section, with the aid of cooperative spec-
trum sensing, a large number of cooperating 
nodes has to achieve acceptable levels of suc-
cessful primary detection. The high number of 
collaborating nodes significantly increases the 
overhead involved. By contrast, in the proposed 
design, a new SU entering the system only has 
to communicate with the BS to gain spectrum 
access. As far as updating the LDB is concerned, 
the BSs in current cellular systems already main-
tain this information about their users; hence, 
the cost of implementing and updating the LDB 
remains approximately the same. Additionally, 
the cost of updating the GDB can be minimized 
by updating only those values that have changed 
since the previous update.

Performance Evaluation

We commence our performance evaluation by 
highlighting the shortcomings of cooperative 
spectrum sensing algorithms. Figure 4 shows the 
probability of successful primary detection for 
various cooperative spectrum sensing schemes 
in a network consisting of a single PU and a 
varying number of SUs. We considered a sce-
nario where the users were randomly distributed 
within a square shaped area of 1 km × 1 km, 
and the transmit power of the PU was fixed at 
40 mW. Three commonly used spectrum sens-
ing schemes, multi-peak cyclostationary detec-
tion, one-peak cyclostationary detection, and 
low-complexity energy detection, were compared 
[15]. It can be seen that the multi-peak technique 
outperforms the other two. However, even in the 
case of multi-peak detection, up to eight coop-
erating nodes are required to ensure a success-
ful primary detection probability of 99 percent. 
This high number of cooperating nodes imposes 
both significant latency and increased transmis-
sion overhead since the nodes have to share their 
sensed data.

Figures 5 and 6 compare the performance of 
both sensing-based spectrum access and the pro-
posed centralized spectrum access schemes with-
in a single cell of radius 1 km. The performances 
of the two schemes are compared in terms of 
both the interference imposed on the PUs and 
the ratio of denied access requests (RADAR). 
Explicitly, RADAR is defined as the ratio of the 
denied secondary spectrum access requests to 

the total number of generated requests. For the 
communications, three primary users (PU1, PU2, 
and PU3) were assumed to be communicating 
at frequencies of 900 MHz, 1800 MHz, and 2.4 
GHz. This setup may be considered synonymous 
to a HetNets scenario, where a macrocell, micro-
cell, and/or picocell operate at different frequen-
cies. With the aid of spectrum-sensing-based 
access, the SUs utilized the low-complexity ener-
gy detection technique for sensing the spectrum, 
where the spectrum was deemed to be idle if 
the received primary signal level was less than 
a predefined threshold. On the other hand, the 
proposed scheme utilized the geolocation infor-
mation of the SUs and PUs for estimating the 
interference imposed on the PUs in different 

Figure 4. Probability of successful detection vs. the number of cooperating 
nodes. The figure highlights the fact that cooperative spectrum sensing 
requires a large number of cooperating nodes in order to achieve accept-
able levels of performance.
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frequency bands. The requested spectrum was 
allocated to an SU if the total sum of the inter-
ference at the PU imposed by the SU transmis-
sions remained below a predefined threshold.

Observe from Fig. 5 that the proposed meth-
od significantly outperforms the baseline method 
in terms of the interference imposed on the PUs. 
While the average interference inflicted on PU1 
remains roughly the same for both methods, it 
can be seen that the interference imposed on 
PU2 and PU3 is significantly reduced. The rea-
son for this trend is that with the aid of the pro-
posed method, the BS first attempts to assign the 
new SUs in the lower frequency bands so that 
they transmit at lower power. For this reason, 

PU1, communicating at the lowest frequency of 
900 MHz, experiences the highest interference. 
If it is not possible to accommodate the user in 
the lowest frequency band, the BS searches for 
access opportunities at 1800 MHz and then at 
2.4 GHz. In addition to minimizing interference, 
the proposed method also reduces the relative 
frequency of SUs being denied spectrum access. 
This can be seen from Fig. 6, which shows that 
the SUs are granted more frequent access to the 
spectrum with the aid of the proposed scheme.

Finally, Fig. 7 demonstrates the benefits of 
inter-network cooperation through offloading. 
The figure plots the percentage of SUs that are 
offloaded from each cellular frequency band 
onto a WiFi network. To obtain this result, we 
extended the scenario considered in Figs. 5 and 
6 by allowing the BS to offload SUs onto a WiFi 
network operating at 5 GHz. The offloading 
scheme operates as follows: For each frequency 
band, the BS selects the SUs that cause the high-
est interference for the PUs. Then the selected 
SUs are offloaded onto the WiFi network only if 
their transmissions cause a tolerable amount of 
interference for the SUs that have already been 
offloaded. The process continues until the BS 
has completed checks of all the SUs within the 
cellular network. As shown in Fig. 7, the highest 
percentage of SUs is offloaded from the most 
crowded frequency band, that is, 900 MHz (Fig. 
5). Overall, it can be seen that for supporting 
dense deployments (e.g., 10 secondary transceiv-
ers), up to 43 percent of the SUs are offloaded.

Conclusions
Current spectrum sharing solutions are mostly 
based on cognitive spectrum sensing, which is 
prone to inaccurate decisions due to the uncer-
tainties imposed by the wireless medium. This 
drawback of current spectrum sharing mech-
anisms, coupled with their heavy reliance on 
device-level spectrum management, has discour-
aged network operators from embracing the 
idea of spectrum sharing. In this article, we envi-
sion a hierarchical architecture enabled by SDN 
that facilitates reliable and dynamic spectrum 
sharing in 5G cellular networks. The two key 
components of the proposed HSA framework 
are the macrocell BSs and the SDN controller. 
The BSs form the front-end of the network and 
interact directly with the user devices as well 
as make decisions related to spectrum access. 
The SDN controller forms the back-end of the 
network and enables the network operator to 
define fine-grained policies for network man-
agement. This task sharing between the BSs and 
the controller harmonizes network operation 
and alleviates the SDN controller’s scalability 
concerns. The article also presents an efficient 
resource management algorithm conceived for 
future 5G networks. Finally, our simulation 
results quantify the performance gains achieved 
by the proposed framework.
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Abstract
LTE self-organizing networks (SONs) auto-

mate several management mechanisms related 
to network planning, configuration, and optimi-
zation, which require network programmability 
at both the control plane and data plane. This 
requirement is a design target shared by software 
defined networking (SDN) and software defined 
radio (SDR) paradigms, which are intended to 
achieve open programmable and reconfigurable 
networks. Hence, the convergence of the pro-
grammable-control-plane nature of SDN with 
the programmable-data-plane nature of SDR 
into an SON-based architecture will complement 
and enhance their respective scopes. We pro-
pose an SON-based management framework that 
leverages programmable control and data planes, 
and emphasizes the need for an open and exten-
sible protocol interface that combines the main 
features of current protocols such as OpenFlow, 
MIH, and XMPP.

Introduction
The proper management and orchestration of 
evolving networking technologies, rather than 
technology evolution by itself, is perhaps the 
key to achieving sophisticated network envi-
ronments. The general goal of network man-
agement is to provide configuration capabilities 
flexible enough to allow rapid creation, deploy-
ment, and operation of control services, which 
in turn manipulate the behavior of the data 
plane as needed. Network management has been 
explored for at least 20 years. In 1995, Prof. M. 
Schwartz examined several management issues 
which he referred to as “very interesting, complex 
research questions that will have to be addressed” 
[1]. Most of the questions raised therein are now 
pragmatically covered by radio access networks 
such as 3GPP LTE and IEEE 802.11 WLANs. 
Nowadays, the LTE architecture provides the 
necessary stratum to deploy a sophisticated man-
agement framework, which leverages paradigms 
and tools pertaining to SDN, network function 
virtualization (NFV), and cloud computing. 
Additional network flexibility and adaptability 
may be gained by incorporating programmable 
network elements based on SDR technology. 
Recently, the work in [2] proposes an architec-
tural design aimed at increasing the flexibility 
of network service deployment and facilitating 
operation and maintenance procedures. It allows 

SDR to provide device and function support for 
NFV, which in turn provides infrastructure sup-
port to SDN mechanisms.

An advanced network management frame-
work should harness network programmability in 
order to maximize cohesion between the control 
plane and data plane, while minimizing coupling. 
The 1990s witnessed the emergence of architec-
ture models that laid out design issues that were 
considered revolutionary due to the networking 
know-how of that time. SDN may be considered 
the latest version and innovation in the realm of 
programmable networks [3]. In fact, the SDN 
approach leads to a real and pragmatic change in 
network management. A sign of this is the pro-
liferation of controllers and organizational initia-
tives such as the Open Networking Foundation 
(ONF) and the OpenDaylight platform. 

The term SDN was coined in an MIT Tech-
nology Review article about the OpenFlow proj-
ect at Stanford. However, the earliest use of the 
term software-defined was in the context of pro-
grammable radios or SDR. Intended to enhance 
service quality, SDR is about going from stat-
ic and fixed radio hardware devices toward the 
total programmability of layer-1 (L1) func-
tions. Bringing L1 processing into the software 
domain enables a high flexibility to customize 
the data plane behavior, and exposes new capa-
bilities for management and automation that 
may be exploited at higher levels of abstraction. 
A remaining challenge for SDN is how to go 
from handling the data plane behavior by pro-
gramming the control plane, toward directly 
programming the data plane. Here is where a 
promising application field for SDR technology 
arises. However, neither SDN nor SDR speci-
fy any compelling application. In this work, we 
describe the potential benefits of merging the 
programmable-data-plane nature of SDR with 
the programmable-control-plane nature of SDN 
in the context of LTE self-organizing networks. 
SON-based management frameworks represent a 
prevalent perspective for LTE-based systems [4], 
but deploying SON mechanisms requires nim-
ble network architectures with a high degree of 
programmability. By highlighting some advanced 
features of LTE-based mobile networks, we 
review the architecture, use cases, and function-
alities of SONs. Then we propose an SON-based 
multi-layered management framework composed 
of key technologies and protocols.
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LTE-Based 
Mobile Network Architectures

Given the widespread acceptance of LTE, it will 
have to address innovative system-level design 
goals related to the adoption of novel business 
models, content delivery services, energy effi-
ciency, and sustainability. In addressing these 
issues, future mobile network architectures 
(MNAs) will extend the LTE basic infrastructure 
by incorporating technologies such as HetNets, 
SDN, NFV, and cloud computing. Following the 
C-RAN notation, which refers to the cloud-based 
network architecture, we use the terms H-RAN, 
S-RAN, and V-RAN to refer to architectures 
arising from merging LTE with HetNets, SDN, 
and NFV, respectively. Figure 1 depicts the main 
structural features of the MNAs described below.

Heterogeneous Radio Access Networks (H-RAN)
The key LTE components are the evolved UMTS 
terrestrial radio access network (E-UTRAN) and 
the evolved packet core (EPC). In its most ele-
mental form, the E-UTRAN consists of base sta-
tions called evolved NodeBs (eNBs). A special 
type of E-UTRAN base station known as a home 

eNodeB (HeNB) is a low-power node supporting 
the same functionalities as an eNB. HeNBs pro-
vide additional coverage and service capacity still 
in the licensed spectrum, but within residential 
or enterprise environments. The E-UTRAN may 
deploy a home eNB gateway (HeNB GW), which 
serves as a concentrator for the control plane 
to support a large number of HeNBs in a scal-
able manner. The E-UTRAN also may include 
relay nodes (RNs), another type of low-power 
base stations. An alternative method to improve 
throughput at hot spots is by physically deploy-
ing remote radio heads (RRHs) separated from 
the cell site cabinets and connected to base band 
units (BBUs). A small-cell is an umbrella term 
for low-powered radio access nodes, including 
femtocells, picocells, and microcells. The service 
capacity of macro-cell networks may be extended 
by adding small-cells, deploying HeNBs, RNs, or 
RRHs. Such node aggregation results in hetero-
geneous networks or HetNets, which involve the 
coordinated usage of one complex and dynam-
ic layer of low-power network nodes, under the 
coverage of a structured layer of macro-cells. 
The work in [5] describes issues that must be 
considered during the design, implementation, 

Figure 1. Mobile network architectures enabled by LTE. Heterogeneous radio access networks (H-RAN); centralized radio access 
networks. (C-RAN); virtual radio access networks (V-RAN); and software-defined radio access networks (S-RAN).
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and management of Hetnets. Also, it provides 
solid reason why the extreme heterogeneity of 
future mobile networks requires long standing 
models as well as rethinking the conventional 
wisdom.

Software-Defined Radio Access Networks (S-RAN)
The architecture in [6] applies the SDN princi-
ples in LTE by decoupling network control from 
S-GW and P-GW, which are mostly data-plane 
entities within the EPC. On one hand, with this 
modification significant control functionalities 
can be implmented in a logically centralized man-
ner. On the other hand, it enables the deploy-
ment of S-GW and P-GW as virtual forwarding 
engines over commercial off-the-shelf (COTS), 
such as the Advanced Telecommunications 
Computing Architecture (ATCA), which is the 
leading carrier-grade COTS platform, accord-
ing to recent marketing trend analysis. Hence, 
the deployment of such an SDN-based architec-
ture is not closely tied to the use of data centers. 
From a functional perspective, the mobility man-
agement entity (MME) is a carrier-grade reliable 
multiprocessing serving platform, which makes 
fast decisions at the control plane. Based on the 
observation that the EPC is a fit-for-purpose 
closed system, the S-RAN approach is intended 
to provide maximum flexibility, openness, inno-
vation, and programmability to future mobile 
carriers.

Centralized Radio Access Networks (C-RAN)
The modular design of the eNB integrates 
the BBU and the RRHs. The BBU takes care 
of baseband processing functions and control, 
while the RRH is responsible for radio signal 
transmission and reception, to and from UEs. 
In order to optimize BBU utilization, the strat-
egy of the C-RAN architecture is to centralize 
different BBU resources into a virtual cluster 
commonly referred to as a BBU pool. Basical-
ly, the C-RAN architecture comprises the BBU 
pool, RRH mesh networks, and high speed trans-
port networks connecting them. With the cen-
tralized BBU pool, resources can be managed 
and allocated on demand. Notice that these ideas 
are quite similar to the principles of cloud com-
puting. Nonetheless, a generic public-cloud is 
not suitable to meet the specific performance 
requirements, QoS, and security in wireless sys-
tems. Thus, the concept of carrier-cloud has been 
defined, where ATCA-based technologies and 
platforms play a crucial role. In [7], the authors 
comprehensively review the fundamentals of 
the C-RAN architecture, and they point out 
that in order to support different wireless stan-
dards, hardware solutions based on multi-mode 
base stations may be deployed using SDR-based 
reconfigurable processing boards.

Virtual Radio Access Networks (V-RAN)
In LTE networks, the usual targets for virtual-
ization are the eNBs. However, control entities 
such as the MME may also be implemented in 
virtual environments. Virtualization allows multi-
ple virtual eNBs to share the common hardware 
resources, but also provides a better support for 
multi-tenancy and multi-provider coexistence 
over the same physical substrate. Virtualization 

of network components encompasses several lev-
els of programmability and control. For example, 
the work in [8] explains that RAN virtualization 
may be performed at either the hardware level or 
the flow level, with the latter being better suited 
to support spectrum-sharing-based virtualization 
models, improving resource multiplexing. The 
authors also describe a base station virtualization 
scheme based on the network virtualization sub-
strate (NVS). Aimed at OFDMA-based systems 
such as LTE and WiMAX, NVS allows multi-
ple entities to share the same spectrum. Some 
authors in [8], as part of the European FP7 FLA-
VIA project, were designing programmable link 
processors, exposing interfaces for service cus-
tomization and performance optimization.

LTE Self-Organizing Networks
Each MNA described above may be particular-
ly suitable to achieve some network-wide goals. 
Therefore, future network architectures will have 
to establish several trade-offs to efficiently com-
pose hybrid MNAs. This requires that difficul-
ties should be overcome to administer network 
operations while ensuring network performance. 
The principles for LTE operations, administra-
tion, and maintenance (OAM) were created con-
sidering the ITU-T Recommendation M.3010 
approved in 2000, and are described in the 3GPP 
Technical Specification 32-Series. The M.3010 
recommendation defines fundamental concepts 
of telecommunications management network 
(TMN) architectures, and describes a reference 
model for partitioning the overall management 
functionality, structuring functions into logical 
layers.

Considering that network management should 
coordinate a wide span of organization and 
optimization mechanisms at different network 
levels and time scales, the automation of man-
agement processes is widely accepted as a proper 
approach to deal with such a complex task [4]. 
The Recommendation on Self-Organizing Net-
work (SON), published by the NGMN Alliance 
in 2008, is the base for LTE automation of man-
agement processes. Basically, the idea behind 
SON is to achieve automation by adding certain 
capabilities or intelligence to network elements, 
which enable them to automatically execute 
management procedures to maintain network 
performance in an operational state, ideally the 
optimal. SON-based architectures may be cen-
tralized, distributed, or hybrid, depending on 
where the SON functionalities are implemented. 
In the centralized approach, the OAM system 
communicates with other entities such as eNBs 
to collect measurements and provide parame-
ter settings. In a decentralized architecture, the 
SON functionality is entirely distributed on the 
network entities. The hybrid architecture is a 
compromise between the centralized and decen-
tralized architectures. 

SON use cases are categorized into function-
al areas along the key OAM areas of planning, 
deployment, optimization, and maintenance, 
which are commonly referred to as self-configu-
ration, self-optimization, and self-healing. The use 
cases for self-configuration specified by 3GPP are 
dynamic configuration of the S1 and X2 inter-
faces, automatic neighbor relation (ANR) func-
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tion, physical layer cell ID (PCI) selection, and 
transport network layer (TNL) address discovery. 
While self-configuration applies to the pre-op-
erational state of network elements, self-optimi-
zation is necessary during the operational state 
of the network. The self-optimization use cases 
considered in the specifications are ANR func-
tion, mobility load balancing (MLB), and mobil-
ity robustness optimization (MRO). When the 
ANR function is employed as a self-optimiza-
tion function, cells can be dynamically added/
removed from a neighbor list. Cell degradation 
detection, diagnosis, and prediction are function-
alities related to the self-healing category.

Figure 2 shows a layered structure attempt-
ing to capture the hierarchical composition of 
logical and functional management entities, and 
their relationship with SON categories. The main 
management entities include the network man-
agers (NMs), domain managers (DMs), element 
managers (EMs), and network elements (NEs). 
We distribute each management entity into the 
management, control, and data planes to make 
explicit the level of relevance that these entities 
have on each plane. We also depict in Fig. 2 the 
service management and operations (SM&O) 
processes and the resource management and 
operations (RM&O) processes, which represent 
horizontal functional processes.

SDR Meets SDN on 
Self-Organizing Networks

Going from human-driven management to 
network self-management involves rethinking 
current networking know-how. Besides, the 
deployment and orchestration of SON func-
tionalities require a comprehensive systematic 
approach. Here, we describe the integration of 
SDN and SDR for self-management under the 
LTE scope. SDR and SDN paradigms clearly 
formulate a common design objective, which 
is going from closed-nature hardware-based to 
open programmable and reconfigurable systems. 
Thus, their convergence into an LTE SON-based 

architecture will expose interfaces to retrieve, 
exchange, and update system configurations, as 
well as to supply and query context information, 
all of this in an automated way. Figure 3 depicts 
the multi-layered management framework we 
propose, whose main components are described 
below.

Software Appliance Layer (SAL)
This layer is a software appliance factory, in 
charge of creating, deploying, and orchestrat-
ing management functions, aimed at achieving 
system-level objectives related to high-level 
networking paradigms, such as user-centric 
networking (UCN) or information-centric net-
working (ICN). The SAL is equipped with 
tools for abstract composition and chaining of 
self-configuration, self-healing, and self-optimi-
zation services. Conceptual abstractions relat-
ed to each SON category may be defined using 
a high-level declarative specification language, 
which must be later translated into imperative 
programming language, enabling low-level con-
trol of individual network elements. Nonetheless, 
network programming languages are needed to 
simplify this task. In [9], the Frenetic project is 
presented, which is designed to ease the speci-
fication, composition, and updating of network 
management policies in a consistent way.

The SAL must be aware of what, when, and 
where to place SON software appliances. Distrib-
uting appliances to manipulate traffic as needed, 
alludes to the use of middleboxes that, according 
to RFC 3234, are any intermediary device, in the 
data path between end-to-end hosts, performing 
functions apart from those standard at routers. 
Thus, SON appliances created at the SAL may 
be regarded as software middleboxes. By dynam-
ically placing these software middleboxes, the 
forwarding path of specific traffic flows can be 
established and updated. SDN promises valuable 
opportunities for middlebox policy enforcement 
using logically centralized management. The 
system design challenges addressed in [10] not 
only demonstrate the feasibility of using SDN 

Figure 2. Functional layered networks.
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to simplify middlebox traffic steering, but also 
represent a significant step toward broadening 
the scope of SDN, beyond conventional L3 tasks.

Enhanced Transport Layer (ETL)
As mentioned in [2], to achieve the goals envis-
aged for 5G systems, the core network will have 
to reach unprecedented levels of flexibility and 
intelligence; eventually, this requirement will 
expand toward the radio access networks. Thus, 
it is necessary to account with a transport service 
robust enough to allow quick communication 
between intelligent entities located at the core 
and at the radio network. Next we describe the 
main building blocks of the transport layer in our 
proposal.

Northbound Interface: According to the 
3GPP management reference model, the inter-
face-northbound (Itf-N) is a management inter-
face between network managers (NMs) and 
element managers (EMs). We depict the net-
work manager, element manager, and network 
element entities in Fig. 2. The Itf-N acts as the 
front-end hiding the mapping of generic infor-
mation models used by NMs and vendor-spe-
cific parameter representation used by NEs. 
In SDN, there is an analogous concept for the 
northbound interface [11]. SDN northbound 
applications manage and control the network 

by programming SDN controllers and request-
ing services from them. Since there may be sev-
eral applications featuring different purposes, 
ranging from virtual network provisioning to 
granular traffic steering mechanisms, the devel-
opment of information models to composed 
orchestration systems is needed. To date, SDN 
northbound APIs remain completely closed or 
vendor-specific, because standardization initia-
tives remain stagnant. Notice that SDN-based 
and SON-based architectures are trying to solve 
a similar set of problems looking for solutions 
to orchestrate network management systems. 
Combining the structured self-organizing func-
tions described earlier with the flexibility pro-
vided by SDN developments will greatly benefit 
the automation of management tasks.

Eastbound-Westbound Interface: An addi-
tional interface among network managers and 
domain managers is called Itf-P2P, which is 
also considered in the 3GPP management ref-
erence model. While Itf-N may be considered 
as an interface for management procedures tak-
ing a vertical (north-to-south) path through the 
network, it could be considered that the Itf-P2P 
horizontally exchanges management informa-
tion. Thus, Itf-P2P may be regarded as an east-
bound-westbound interface. The IEEE 802.21 
standard, commonly referred to as media inde-

Figure 3. SON-oriented architecture.
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pendent handover (MIH), may be particularly 
suitable to be employed as an eastbound-west-
bound interface. The primary role of MIH is 
to facilitate handover procedures by making 
available information for network discovery and 
selection. The MIH function (MIHF) is a logical 
entity that communicates with other layers using 
service access points (SAPs). The media indepen-
dent services (MIS) provide event (MIES), com-
mand (MICS), and information services (MIIS). 
Prior to providing the MIS from one MIHF enti-
ty to another, the entities need to be properly 
configured using the MIH capability discovery, 
registration, and event subscription functions. 
The discovery procedure is used by an MIH 
user to find local or remote MIS, then the reg-
istration procedure makes it possible to request 
access to specific services. The event subscription 
mechanism allows the MIH users to subscribe to 
events originating from a local or remote MIHF. 
Access networks may host one or more points of 
service (PoS), which support remote MIES and 
MICS. PoS may be paired with points of attach-
ment (PoAs) or placed deeper beyond the access 
network. To provide information services, MIIS 
servers may be located as independent entities 
on the network side. SDN and MIH frameworks 
may be considered in an integral manner, since 
the former focuses on data path control and 
resource management, and the latter focuses 
on mobility and radio resource management. In 
fact, as described in the ONF Wireless & Mobile 
Working Group documentation, OpenFlow may 
leverage on MICS to effectively perform flow 
reassignments. Also, recent research activities 
focus on analyzing how to enhance SDN control-
lers with MIH services [12].

Southbound Interface: Naturally, a comple-
mentary interface for the northbound and west-
bound-eastbound interfaces is a southbound 
interface. The 3GPP management reference 
model identifies this interface from EMs to NEs, 
and only indicates the possible use of protocols 
such as CORBA IIOP, NETCONF, SNMP, and 
SOAP. In the context of SDN, it is well known 
that the OpenFlow protocol is used as the main 
southbound protocol [13]. With OpenFlow, L3 
forwarding rules can be dynamically controlled at 
the data plane, and therefore it does not provide 
management functions. In this regard, the Open-
Flow Management and Configuration Protocol 
(OF-CONFIG) provides standard methods that 
cen be used to set parameters for communica-
tion between OpenFlow controllers and switches. 
The OF-CONFIG protocol enables the remote 
configuration of datapaths using as transport the 
NETCONF protocol. Due to the extensibility of 
NETCONF, which uses XML-based data encod-
ing, it could be possible to develop an integral 
southbound interface.

Implementation and Deployment: The three 
interfaces described above are either being 
defined or maturing, thus the implementation 
of an integral solution is still an open issue. In 
an SON-based management system, it would be 
natural to use real-time messaging to coordinate 
management tasks between distributed network 
elements. Hence, the Extensible Messaging and 
Presence Protocol (XMPP) may be used as the 
basis for the development of an enhanced and 

extensible transport interface for management. 
According to RFC6120, XMPP is an applica-
tion profile of the Extensible Markup Language 
(XML) enabling near-real-time exchange of 
messages, called stanzas, between network enti-
ties. There are three types of stanzas: message, 
presence, and info/query (IQ). The extensibility 
and scalability of XMPP are perhaps the main 
features making it suitable enough to develop 
a robust and integral management platform. 
On one hand, the base protocol is extended by 
means of an open and collaborative process that, 
if approved, may be considered as an XMPP 
Extension Protocol (XEP). On the other hand, 
the push-based communication model used in 
XMPP solves scalability problems associated 
with traditional pull-based approaches. Since the 
transport interface should be properly secured, 
the XMPP usage may be complemented with an 
authentication and authorization protocol like 
Diameter. According to RFC 6733, the Diameter 
base protocol is intended to provide an authen-
tication, authorization, and accounting (AAA) 
framework for applications such as network 
access or IP mobility. In LTE, the Diameter pro-
tocol is employed for subscription and authenti-
cation data transfers between MMEs and home 
subscriber service (HSS) entities. With Diameter, 
specific commands can be defined with their own 
attribute value pairs (AVPs), which are the basis 
for the extensibility of the Diameter protocol. 
Together, XMPP and Diameter may compose an 
event-driven management system, featuring high 
levels of scalability, flexibility, and extensibili-
ty. Table 1 summarizes some features of MIH, 
OpenFLow, DIAMETER, and XMPP.

To shed some light on the deployment of 
the ETL, we use the scenario shown in Fig. 4, 
wherein several programmable eNBs (PeNB) 
are systematically deployed within the coverage 
area of an eNB to increase its service capaci-
ty. Consider the PeNBs as distributed manage-
ment agents implementing the protocol stack 
shown on the left side of Fig. 4. Within the pro-
tocol suite, upper protocols pertaining to SON, 
ANDS, and SDN management applications are 
enhanced with the XMPP and DIAMETER 
frameworks, and also might be supplemented 
by MIH services. Both XMPP and Diameter 
require reliable transport protocols (L4), such 
as TCP or SCTP. At the middle section of the 
stack, the MIH reference model is coupled 
between management applications and the LTE 
radio resource control (RRC) layer, which is 
the interface for the MAC/PHY protocols. Due 
to the programmability of the PeNBs, they sup-
port the software implementation of both the 
802.11-based MAC/PHY and the LTE-based 
protocols, which might be managed by RRC 
layer. Later we provide further details about the 
technological design of PeNBs. 

To exemplify a use case for such protocol 
composition, assume a hypothetical scenar-
io where the PeNB labeled as penb04 infers an 
imminent congestion condition based on its own 
traffic measurements. The goal is to notify this 
situation to the eNB to somehow obtain assis-
tance. Besides, notice that the nearest neighbors, 
namely penb03 and penb05, are in sleep mode 
due to energy policies. Since all the network ele-
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ments in our example are XMPP entities, they 
need a jabber identifier (JID), which consists 
of localpart@domainpart/resource-
part. The domain part, which typically maps 
to a fully qualified domain name (FQDN), is 
the only required component. In Fig. 4 we 
show the FQDN for the eNB labeled as enb0A, 
running an XMPP server. The LTE identi-
fiers, along with several domain name system 
(DNS) procedures, are described in the 3GPP 
TS 29.303 document. The eNB FQDN identi-
fier represents the domain portion of the JIDs 
for the PeNBs, while the local part corresponds 
with their respective labels. Upon detection of 
the congestion condition, a publishing event is 
triggered, in which the XMPP client hosted in 
penb04 automatically constructs an IQ stanza 
such as the one shown in the right part of Fig. 
4. Notice that the MIH_Link_Going_Down 
indication is embedded in the IQ stanza. This 
example illustrates how MIH primitives might 
be encapsulated into XMPP IQ stanzas. Further 
details of XMPP stanzas and MIH primitives are 
beyond the scope of this article. However, it is 
worth remarking that the implementation issues 
of the MIH mechanisms are out of the scope of 
the IEEE 802.21 standard. Therefore, we con-
sider that XMPP and several of its extensions, 
such as the XMPP PUB-SUB (XEP-0060), the 
Personal Eventing Protocol (XEP-0163), and 
the Presence Information and Service Discovery 

(XEP-0030), may jointly provide standardized 
implementation solutions.

In our example, penb03, penb05, and enb0A 
are subscribed, and therefore authorized to learn 
about the information published by penb04. 
Thus, when penb04 publishes its congestion 
event, the publish-subscribe service pushes an 
event notification to all these entities. After 
being notified, penb03 and penb05 leave sleep 
mode to enter into an expectant state looking 
for instructions coming from the eNB. Another 
possibility is when enb04 publishes its congestion 
event and it also announces information about 
MAC/PHY transmission parameters, which may 
be used by penb03 and penb05 to speed up traffic 
steering mechanisms, like handover. Meanwhile, 
regarding the eNB, it may take different actions 
on the notification. For example, further infor-
mation queries may reveal additional context of 
the operational state of penb04, making it pos-
sible to identify which optimization, healing, or 
configuration procedures are required, as well as 
whether these procedures need to be deployed. 
Of course, this may involve the analysis of con-
siderable amounts of data and making decisions 
based on such analysis. In the example above, we 
can observe that management services need to be 
notified about relevant changes in the network 
state in a timely manner. It is at this point where 
big data analytics and cognitive networks will be 
paramount. 

Table 1. Comparison of several protocols considered for management of SON.

Criteria

Protocol

MIH OpenFlow Diameter XMPP

Main goal Provides a framework for network 
information management

Remote configuration of L3  
forwarding related tasks

Secure authentication,  
authorization, and accounting

Near-real-time exchange of  
XML-based structured data

Standardization 
(entity/year) IEEE/2008 ONF/2008 IETF RFC 6733/2012 XSF/2004 (RFC 6120)

Architecture Peer-to-peer Client-server Peer-to-peer Decentralized client-server P2P

Network entities MIH users
MIH function (MIHF)

OF controllers
OF-capable switches

Clients
Servers
Agents

Clients
Servers
Bots
Gateways

Neighboring list Information element container list 
of networks — Peer and peer-routing tables XEP-0083: nested roster groups

XEP-0144: roster item exchange 

Neighbor 
discovery DNS-based (RFC-5679) — Diameter peer discovery SRVLOC 

and DNS

XEP-0030: service discovery
XEP-0115: capabilities  
advertisement

Fault-tolerance L2+ media-dependent
MIH protocol ACK service

OpenFlow channel: main connection 
and multiple auxiliary connections

Hop-to-hop and end-to-end 
failover and failback procedures 
via alternate paths

XEP-0198: stream management

Element manager 
(EM) MIH point of service (PoS) OF configuration points (CPs) Diameter network access server 

(RFC 7155) —

Data modeling Type-length-value (TLV) or RDF — Attribute-value-pairs (AVPs) —

Encoding language RDF/XML (SPARQL supported) — XML-based structured syntax XML-based structured syntax

Subscription 
support Not defined, but required. — —

XEP-0163: personal eventing  
protocol (PEP)
XEP-0060: publish-subscribe

Extensibility 
support — — Extensible Authentication  

Protocol encapsulation
XEP-0001: XMPP extension pro-
tocols
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Programmable Infrastructure Layer (PIL)
As mentioned, the SAL is a fabric of SON-ori-
ented software appliances that are dynamically 
instantiated and deployed. Also, the ETL pro-
vides the means for reporting network events, 
possibly at different time scales, and exchanging 
context information. Now we discuss the pro-
grammable infrastructure layer (PIL), which 
extends the LTE basic infrastructure. The PIL 
is the last piece to enhance the responsiveness of 
the management framework with network adap-
tiveness. The bottom-left side of Fig. 3 depicts 
the core network merging the C-RAN, S-RAN, 
and V-RAN architectures. The EPC is repre-
sented as a hierarchical network of primary and 
secondary carrier-clouds. While the former are 
centralized data centers featuring highly-avail-
able storage and communication systems, the 
latter allow the migration of virtual entities 
over distributed high performance processing 
units. Secondary carrier-clouds provide support 
for dense Cloud-RAN with a large number of 
RRHs, but they also make it possible to estab-
lish and update forwarding paths applying SDN-
based control functionalities. Introducing NFV 
and SDN into the core networks provides the 
necessary elasticity to dynamically place SON-
based software appliances where needed, making 
it possible to improve load balancing and latency 
issues. Additional network flexibility and adapt-
ability may be gained by strategically deploying 
programmable network elements built on the 
principles underlying the H-RAN, S-RAN, and 
V-RAN architectures. The bottom-right side of 
Fig. 3 shows the E-UTRAN elements, which 
include conventional eNBs and programmable 
eNBs (PeNBs).

Motivation and Deployment: Before delving 
into the design details of PeNBs, we describe the 
potential benefits of their deployment by con-
sidering the interaction of heterogeneous radio 
technologies such as WiFi, small-cells, and relay 
nodes (RNs), which are key building blocks in 
the architectural design of 5G networks. First, 
several research activities such as the licensed-as-
sisted access (LAA), LTE in unlicensed spectrum 

(U-LTE), and LTE Wi-Fi Link Aggregation 
(LWA), are intended to improve the LTE and 
Wi-Fi interworking, guaranteeing their fair coex-
istence. However, with these technologies sharing 
the spectrum in extremely dense and heteroge-
neous network deployments, their coupled inter-
action may not be enough. Second, as explained 
in [14], RNs can effectively improve service cov-
erage and system throughput, especially when 
multiple RNs are deployed. However, the perfor-
mance of relay transmissions is greatly affected 
by the collaborative strategy employed to select 
pairing and relaying schemes. This selection pro-
cess is complex, since it involves the decision of 
when, how, and with whom to collaborate, tak-
ing into account the variable channel conditions. 
Notice that both cases are addressed from the 
perspective of interaction. Nonetheless, we ana-
lyze them from another perspective, which goes 
from interaction toward integration. As men-
tioned in [2], heterogeneous networks take full 
advantage of the complementary characteristics 
of different network tiers of access technology, 
but various service requirements lead to a series 
of problems. The idea behind the PeNBs is to 
have network elements capable of changing their 
behavior by toggling between several radio tech-
nologies. This will help overcome many challeng-
es posed by HetNets to NFV and SDN.

Design and Implementation: Now we provide 
some insights into the internal design of PeNBs. 
As Fig. 5 illustrates, each PeNB is provided with 
an SDR-based multiprocessor platform, which 
contains specialized processing units that execute 
L1, L2, and L3 processes. Then a virtualization 
layer abstracts the hardware resources, allow-
ing for multiple virtual eNBs (veNBs), which 
can be provisioned, controlled, and inspected as 
needed. Any veNB must support the same set 
of functions implemented by conventional eNBs, 
which moves forwarding and packet processing 
toward the BBU, and radio signal processing to 
the RRH. Notice that if eNBs become virtual 
entities, L1, L2, and L3 become threads executed 
by their corresponding processing units, presum-
ably in an optimized way. Currently, WiFi APs 

Figure 4. An instance of PeNBs deployed within the coverage area of an eNB.
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and LTE eNBs implement L2/L1 stacks as firm-
ware in closed-nature specialized hardware plat-
forms. Hence, they might be regarded as control 
entities featuring constrained capabilities to set 
up operational parameters on the fly. However, 
since L1 and L2 procedures are clearly delin-
eated and intrinsically related, it is feasible to 
implement various wireless L2/L1 protocol stacks 
over general-purpose operating systems, enabling 
higher levels of reconfigurability and adaptabil-
ity [15]. In Fig. 5, we indicate some analogous 
L2/L1 functions performed by WiFi APs and 
LTE eNBs. For example, while the LTE Pack-
et Data Convergence Protocol (PDCP) sublay-
er supports ciphering and header compression, 
network coding mechanisms have been widely 
studied in WiFi-based mesh networks to improve 
throughput. The LTE RLC protocol performs 
segmentation and concatenation of PDCP pack-
ets. Similarly, WiFi supports mechanisms such as 
the MAC service data unit aggregation (A-MS-
DU) to send multiple data frames into a single 
larger one. Besides, QoS control at the LTE 
MAC layer is supported by scheduling and pri-
oritizing mechanisms, which dynamically allocate 

radio resources to service data flows associat-
ed with a QoS class identifier (QCI). Analogous 
QoS features are supported in the 802.11e-based 
MAC layer, where the enhanced distributed 
channel access (EDCA), a contention-based 
channel access mechanism, delivers prioritized 
traffic flows using four different access catego-
ries (ACs). Finally, in addressing the challeng-
es to realize the programmable L2/L1 stacks, 
current software development platforms such 
as GNU Radio may be helpful. Even if such 
a platform mainly provides signal processing 
blocks, it may be adapted to support software 
implementations of MAC-layer processing using 
packet-oriented semantics. Equally important 
to software development platforms are the pro-
grammable hardware platforms such as USRPs, 
developed by Ettus Research (www.ettus.com), 
which combine the hardware programmability 
of FPGAs with the software programmability of 
processors.

To complement the L2/L1 with upper-lev-
el functionalities, at the top of the protocol 
stack depicted in Fig. 5, we consider the inte-
gration of the MIH services with the LTE 
radio resource control (RRC) layer, which is 
the main air interface protocol for the control 
plane signaling messages. Also, at this level of 
abstraction the OpenFlow protocol, along with 
its management protocol OF-CONFIG, may 
compose a robust L3 interface for enhanced 
mobility support. At the core of the OpenFlow 
processing pipeline are the match/action pro-
cedures. Under the scope of OpenFlow, these 
operations are constrained to a particular par-
adigm. However, dynamically performing a 
wider range of traffic manipulation functions, 
such as traffic monitoring, marking, and shap-
ing, requires higher levels of customization, 
potentially in software. Hence, programmable 
data planes provide the potential to expand 
the current capabilities of OpenFlow switches, 
making it possible to program custom match/
action primitives.

Concluding Remarks
The ever increasing demand for mobile and 
wireless applications and services calls for a 
robust, flexible, and dynamic management plat-
form. This requires control and data planes fea-
turing high levels of programmability. Even if 
the mass market of current mobile communica-
tions relies on closed-nature hardware-defined 
systems, the adoption of NFV, SDN, SDR, and 
HetNet technologies will narrow the bridge for 
future systems to be self-organized. One of the 
main goals of this work is to promote the symbi-
osis between SDR and SDN within the context 
of LTE self-organized networks. This requires 
the convergence of computing, communica-
tions, and networking research into one domain, 
which hopefully will result in innovative archi-
tectural models that will leverage the features 
of protocols such as OpenFlow, MIH, XMPP, 
and Diameter. Considering the relevance of 
management architectures, there is a compel-
ling need to establish evaluation frameworks 
or benchmarks, intended to measure the effec-
tiveness of emerging architectures. This would 
make it possible to expose the effective success 

Figure 5. Internal design of PeNBs.
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or failure of the methodologies employed for 
the definition, instantiation, deployment, and 
verification of specific SON functionalities or 
general system-level policies.
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Guest Editorial

Joseph Mitola Preston Marshall Kwang-Cheng Chen Markus Mueck Zoran Zvonar

Following the Part 1 that appeared in the September 2015 
issue of IEEE Communications Magazine, this Part 2 of 
the Radio Communications Series features several papers 

illustrating key trends in Software Defined Radio.
The last two decades have brought multiple advances in 

enabling technologies for SDR including radio frequency, ana-
log to digital conversion, and digital signal processing. The 
effort has notably split along two distinctive paths. The first 
path has focused on state-of-the-art commercial software-de-
fined platforms whose software and hardware capabilities clas-
sify them as platforms to enable rapid prototyping and advance 
experimental research in wireless networking. The second path 
was focused on developing volume oriented products, primarily 
in consumer spaces such as cellular systems. 

The first article in this issue, “Addressing Next-Generation 
Wireless Challenges with Commercial Software-Defined Radio 
Platforms”, provides a comprehensive overview of commercial-
ly available platforms and provides key comparisons that can 
help researchers identify the right platform for the testbed of 
interest. Continuing in the same direction, the second article, 
“Software Defined Radio: Revolutionizing Communication 
System Design and Prototyping” by Wyglinski et al., further 
revisits concepts behind the most popular platforms such as 
Universal Software Radio Peripheral (USRP), the GNU Radio 
project, and selective technical computing software. 

The next group of papers in this issue offers forward looking 
concepts for SDR. The third article in the issue by the Univer-
sity of Arizona team expands on the concept of metacognition 
and the opportunities to cognitive radio. Following on the tuto-
rial exposition of metacognition, the authors explore perfor-
mance improvements using a meta cognitive engine. 

Sagar et al. also look forward to the next 20 years of SDR 
with Software-Defined Access (SDA) for heterogeneous wire-
less networks. SDN has been illusive commercially for many 
reasons, including the lack of a control architecture that is 
independent of the specific radio access technology (RAT) 
such as GSM, WiFi, or LTE. Particularly in the early stages of 

5G, service providers confronted with a mix of deployed hard-
ware will benefit from the architecture thinking, framework, 
and demonstration of this final article in the series.

We would like to thank all of our colleagues who signifi-
cantly contributed to this two-part series, including the authors, 
reviewers, and IEEE Communications Magazine editorial team. 
It was a privilege bringing this special issue to IEEE Communi-
cations Magazine, and we look forward to the next productive 
20 years of technology development.
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Abstract

We review commercially available soft-
ware-defined radio platforms and classify them 
with respect to their ability to enable rapid pro-
totyping of next-generation wireless systems. In 
particular, we first discuss the research challeng-
es imposed by the latest software-defined radio 
enabling technologies including both analog and 
digital processing hardware. Then we present 
the state-of-the-art commercial software-defined 
radio platforms, describe their software and 
hardware capabilities, and classify them based 
on their ability to enable rapid prototyping and 
advance experimental research in wireless net-
working. Finally, we present three experimental 
testbed scenarios (wireless terrestrial, aerial, and 
underwater) and argue that the development of 
a system design abstraction could significantly 
improve the efficiency of the prototyping and 
testbed implementation process.

Introduction
Since the early 1990s, the software-defined 
radio (SDR) or “software-radio” architecture, 
conceived by the seminal work in [1], changed 
the landscape of radio engineering by leverag-
ing the flexibility provided by programmable 
software-reconfigurable hardware. Defining and 
programming radio communication function-
alities in software that control heterogeneous 
hardware platforms such as general-purpose pro-
cessors (GPPs), digital signal processors (DSPs), 
and field programmable gate arrays (FPGAs) 
was envisioned as a compelling solution for the 
development of flexible and reconfigurable wire-
less networks.

As of today, commercially available SDR plat-
forms are capable of tuning in software critical 
physical layer communication parameters such 
as carrier frequency, bandwidth, modulation, and 
data rate. However, the ever growing demand for 
communication bandwidth, end-to-end reliability, 
and self-awareness under dynamically changing 
channel conditions requires SDR systems that 
exhibit self-organization and reconfiguration 
capabilities across all the layers of the network 
protocol stack [2]. Arguably, such systems would 
significantly benefit testbed developments in 
emerging research areas such as cognitive radio, 

multiple-input multiple-output (MIMO) com-
munications (i.e., systems with multiple transmit/
receive antennas), full-duplex multi-user MIMO, 
and massive MIMO (also known as large-scale 
antenna systems). 

Existing hardware technologies such as 
FPGAs, DSPs, and GPPs enable individually, 
modular digital signal processing. However, 
rapid simulation, a necessary feature for modern 
SDR systems [3], rapid prototyping, and real-
time experimental testing of next-generation/
reconfigurable cross-layer optimized wireless net-
work protocols require the development of com-
prehensive software environments that are able 
to i) adopt a holistic hardware-software approach 
to wireless system design; ii) provide heteroge-
neous multiprocessing hardware capabilities to 
modularize algorithmic deployment and match 
computational needs of signal processing soft-
ware modules to computational capabilities of 
the available hardware platforms; iii) provide 
multiple layers of abstraction to tame hardware 
complexity and allow rapid iteration between 
simulation and prototyping.

In an attempt to address latency and through-
put needs in software-defined wireless net-
working, recent software developments in both 
GPP-centric and FPGA-centric SDR archi-
tectures follow parallel paths with little or no 
cross-fertilization between the two software com-
munities. Consequently, there are a plethora of 
software tools and pertinent libraries that are 
tightly integrated with specific hardware plat-
forms, without offering consistent abstractions 
toward a unified SDR system design and simula-
tion philosophy. Software tools are distinguished 
into open and closed source (proprietary) pro-
gramming environments, each providing dif-
ferent levels of flexibility and integration with 
hardware. Furthermore, distributing process-
ing across heterogeneous hardware platforms 
toward, for instance, optimizing the implemen-
tation of resource-demanding cross-layer net-
working protocols requires developers to master 
multiple software tools. At the same time, hard-
ware configurations vary across different SDR 
vendors, while software portability is not guar-
anteed across different SDRs. Hence, facilitating 
the transition from concept to simulation and 
then to prototype can become quite a tedious 
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and daunting process for developers who must 
trade off development time for system optimiza-
tion and vice versa, until they finely tune to the 
wireless system’s desired performance for differ-
ent communication standards. 

In light of the above, in this article we pres-
ent current SDR challenges with respect to 
rapid prototyping and testing of reconfigurable 
software-defined wireless networks, review the 
existing state-of-the-art SDR platforms, and dis-
cuss their limitations with respect to projected 
challenges of the next-generation programmable 
wireless networking experimental testbeds and 
applications.

The rest of the article is organized as follows. 
We first provide an overview of a generic SDR 
architecture and discuss in detail the emerging 
challenges toward rapid experimental assessment 
and testing of novel wireless networking protocol 
proposals. Then we list and classify state-of-the-
art commercial SDRs according to the capabil-
ities and limitations of the underlying hardware 
and software platforms. Finally, we highlight key 
future challenges and directions dictated by the 
real-world experimental requirements of three 
diverse (i.e., terrestrial, aerial, underwater) wire-
less networking testbeds. 

Software-Defined Radio Architecture
Software-defined radio proposes a paradigm shift 
from inherently inflexible dedicated-functional-
ity hardware radio platforms by combining ana-
log static or parameterizable (front-end) circuits 
and software reprogrammable digital hardware 
(back-end) components that are easily reconfig-
urable via software updates. Software-defined 
architectures are therefore ideal for rapid pro-
totyping, and testing of new military applications 
and commercial standards. In the context of 
this work we use the term front-end to describe 
the analog signal processing stages between the 
antenna and analog-to-digital converters (ADCs) 
or digital-to-analog converters (DACs), and the 

term back-end to refer to software reprogram-
mable digital processing platforms such as GPPs, 
DSPs, and FPGAs. 

Figure 1 illustrates a generic SDR architec-
ture adopted by the majority of commercially 
available SDRs, consisting of an analog front-end 
interfaced with ADC/DAC converters, an FPGA, 
and a GPP. The SDR front-end consists of ana-
log circuitry responsible for up/down-conversion 
of analog information signals directly to either 
the passband or baseband, respectively (homo-
dyne, zero-intermediate frequency [IF] architec-
ture) or an IF ([super-] heterodyne architecture). 
Bandpass and lowpass filters, and amplifiers in 
the front-end are used for signal conditioning. 
The analog front-end is interfaced with high 
sample rate/resolution ADCs that sample the 
baseband signal, and DACs that convert digital 
samples to analog waveforms for transmission. 
As a result, analog passband signals that arrive 
at the receiver antenna(s) are first bandpass fil-
tered, then amplified via a low-noise-amplifier 
(LNA), down-converted directly to baseband or 
optionally to an IF, lowpass filtered, and finally 
amplitude leveled/power normalized by an auto-
matic gain controller (AGC) before being sam-
pled at the Nyquist rate by the ADC. The reverse 
process is followed at the transmit chain of the 
front-end, where incoming complex baseband 
signals from the DAC are filtered, up-converted, 
and amplified for passband transmission.

Baseband signal processing on the ADC out-
put and DAC input digital samples is handled by 
the SDR back-end. User-defined protocol func-
tionalities (Fig. 1) at different layers of the net-
work protocol stack exhibit variable latency and 
memory requirements for multiple communica-
tion standards, so the wireless system designer 
may decide to split the execution of certain func-
tionalities to heterogeneous hardware platforms 
(e.g., GPP, FPGA). The high parallelism offered 
by the FPGA is usually leveraged to accelerate 
the implementation of computationally demand-

Figure 1. Generic software-defined radio architecture. Static analog transmit/receive circuitry (front-end) is interfaced with program-
mable hardware processing platforms (back-end) through ADCs/DACs. Analog-to-digital converters (ADCs)/digital-to-analog 
converters (DACs) and analog front-end radio circuitry may be featured under the same compact card, referred to as an FPGA 
mezzanine card (FMC).
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ing signal processing operations (e.g., filters) on 
incoming/outgoing data from/to the ADC/DAC 
at the expense of increased implementation com-
plexity. Digital data can be transferred to and 
stored long-term in an external storage medium 
such as a secure digital (SD) card or an onboard 
synchronous dynamic random access memory 
(SDRAM) for faster access, while upper layer 
(e.g., link and network layer) functionalities may 
be handled by either a software co-processor 
implemented in the FPGA, an embedded DSP, 
or a GPP (as depicted in Fig. 1). GPPs are well 
suited for the implementation of highly branch-
ing programs and offer short development times 
by exploiting high-level software programming 
languages. However, real-time operating sys-
tems at GPPs offer low resolution in strict real-
time data flow constraints. Typical SDR designs 
implement physical layer functionalities and han-
dle the data at the packet level at a GPP. Dig-
ital samples are then transferred to the FPGA 
through an external high-speed data bus con-
nection (e.g., Gigabit Ethernet). GPPs are either 
external host PCs or embedded system-on-chip 
(SoC) processors, sometimes even incorporated 
in the same integrated circuit (IC) package with 
the FPGA. 

Software-Defined  
Radio Challenges in Next-Generation 

Wireless Systems Prototyping
Next-generation wireless networking protocols 
and sophisticated network topologies such as 
multi-user MIMO are difficult to model and 
test in a software simulation environment. For 
example, software simulation mostly relies on 
simplified channel fading models that do not 
incorporate critical real-world networking con-
ditions or hardware impairments. As a result, 
researchers can either loosely emulate in soft-
ware the performance of new signal processing 
and wireless networking algorithms, or experi-
mentally validate them in heterogeneous mul-
tiprocessing hardware platforms consisting of 
application-specific ICs (ASICs), FPGAs, GPPs, 
and DSPs. Figure 2 illustrates the trade-off 
between reconfigurability and development time 
for FPGA, ASIC, DSP, GPP, and hybrid GPP/
FPGA-centric SDR architectures. 

ASIC implementations have a static applica-
tion-specific architecture and provide tailored 
processing units to optimize computational effi-
ciency and power consumption for dedicated 
functionalities. On the other hand, FPGAs are 
field-programmable for different applications 
and provide rapid reconfiguration between dif-
ferent signal processing designs, thus enabling 
the development of software programmable 
SDR platforms at the expense of increased 
power consumption and circuit area. Recon-
figurable SDR platforms aim to minimize the 
utilization of ASIC modules such as analog fil-
ters, amplifiers, digital down and up converters 
(DDC and DUC) due to their limited flexibili-
ty, or allow their parameterization and runtime 
reconfiguration through primitive functions that 
are activated by a processor such as a DSP or 
a GPP. DSPs offer the best trade-off between 
processing power and power consumption by 

providing optimized features especially target-
ed for digital signal processing operations (e.g., 
combined multiply-accumulate operations). 
They are usually embedded in FPGA hardware 
platforms to efficiently address signal processing 
tasks that can be pipelined (i.e., sequenced and 
repeated for each sample in a buffer). In addi-
tion, GPPs are real-time reprogrammable pro-
cessing alternatives that can handle processing 
of a wide variety of applications at low imple-
mentation complexity. Furthermore, multi-core 
architectures of DSPs and GPPs can enhance 
processing performance by executing multiple 
operations in parallel. 

The rest of this section reviews and discusses 
the major emerging hardware and software chal-
lenges in existing commercially available SDRs 
toward accelerating experimental assessment and 
testing of novel wireless networking protocols. In 
this context, we study and classify SDR systems 
according to the following criteria:
•	Level of flexibility and efficient interaction 

between analog front-end and digital back-
end hardware technologies

•	Multiprocessing capabilities in heteroge-
neous hardware platforms

•	Level of abstraction between software envi-
ronments and hardware platforms
Analog/Digital Hardware: The analog nature 

of the transmission medium (air, water, soil, 
etc.) as well as the requirements for multi-band 
support to accommodate multiple standards 
challenge the design of reconfigurable SDR 
architectures with respect to both the design of 
the analog front-end circuitry and their respective 
physical interface with back-end digital process-
ing platforms. As an example, the (super)-het-
erodyne transceiver architecture depicted in the 
circuitry design of Fig. 1 fails to reconfigure its 
fixed narrowband components, such as channel 
selective filters, to meet the broadband require-
ments of multiple standards. On the other hand, 
the homodyne (zero-IF) transceiver architecture 

Figure 2. Trade-off between reconfigurability and development time for FPGA, 
ASIC, DSP, GPP, and hybrid GPP/FPGA-centric SDR architectures.
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minimizes the number of analog (fixed) compo-
nents and is a flexible design alternative to the 
(super)-heterodyne architecture at the expense 
of increased baseband interference and phase 
noise (DC offset due to local oscillator leakage 
and IQ imbalance, respectively), which can be 
partially compensated for in the digital domain. 
Flexible receiver design implementation with 
minimal analog components requires ADCs with 
high dynamic range to be able to detect weak 
desired signals in the presence of possibly strong 
undesired in-band signal interference. Further-
more, the effective (useable) bandwidth of the 
SDR system of Fig. 1 is defined as the minimum 
of:
•	The radio’s analog bandwidth, which should 

not exceed the ADC/DAC sample rate
•	The FPGA processing bandwidth, which 

depends on the FPGA clock rate
•	The host-GPP bandwidth
Typical commercial SDR platforms either include 
a high-speed 1/10 Gigabit Ethernet (GigE) con-
nection to address the host GPP-FPGA com-
munication or implement FPGA-based soft-core 
processors or select wireless-focused embed-
ded hard processors (e.g., ARM). In this way, 
the FPGA is able to handle GPP-like branch-
ing logic. Therefore, performance efficiency for 
multiple standards entails effective interaction 
and data transfer optimization between different 
hardware platforms at the SDR back-end.

Heterogeneous Multiprocessing: Multipro-
cessing is an SDR intrinsic requirement that aims 
to enhance SDR computational efficiency by 
off-loading complex signal processing operations 
such as finite impulse response (FIR) filtering 
or fast Fourier transform (FFT) to heteroge-
neous hardware platforms. However, software 
development of such architectures suffers from 
increased implementation complexity and lack 
of a standard methodology for partitioning the 
implementation of signal processing functional-
ities to heterogeneous hardware platforms [4]. 
As an example, GPPs and DSPs have memory 
architectures well suited for streaming data and 
rely on sequential execution of a single instruc-
tion stream. They are single-instruction multi-
ple-data (SIMD) units where each processor 
is constrained to execute the same instruction 
at a single program but operate over multiple 
data streams in parallel. Therefore, GPPs and 
DSPs are suitable for simple computational tasks 
such as modulation/demodulation and encod-
ing/decoding, higher-level logic applications, and 
network and medium access layer functions. On 
the other hand, FPGAs are well suited for imple-
mentation of logical functions that can be sepa-
rated and run simultaneously or for execution of 
tasks that use non-standard data-type represen-
tations (i.e., 12- or 14-bit ADC/DAC); howev-
er, they exhibit increased development time and 
complexity. Data-type consistency, sampling rate 
adaptation, and resource mapping and schedul-
ing of software applications for heterogeneous 
hardware are additional architectural consider-
ations in the development of heterogeneous mul-
tiprocessing platforms. Exchanging a common 
data stream between multiple hardware architec-
tures that use different data-type representations, 
say between a GPP that utilizes floating-point 

SIMD instruction sets and a DSP or FPGA that 
uses fixed-point representations, requires data-
type conversions. Data-type conversions (e.g., 
conversion of a 12/14-bit ADC output to 16-bit) 
short at GPP input lead to increased process-
ing load. Furthermore, sampling rate adaptation 
is necessary for interfacing multiple subsystems 
with different clock rates as well as for fine tun-
ing to the sampling rate of multiple communica-
tion standards. Implementation of reconfigurable 
sampling rate adaptors suffers from the design of 
highly dynamically adaptive and computationally 
efficient FIR filters. Thus, existing SDR archi-
tectures assign the implementation of sampling 
rate adaptors to the FPGA. Finally, automatic 
instead of ad hoc resource mapping for hetero-
geneous multiprocessing may enable adaptation 
of protocol execution speeds that can be traded 
off during runtime to satisfy pertinent latency 
requirements of the specific communication stan-
dard.

Hardware Abstraction: The majority of exist-
ing SDR software tools are tightly integrated 
with specific hardware platforms with few or 
no abstractions available to the wireless sys-
tem designer. As a result, optimization of the 
system design flow at a high level depends on 
software-hardware co-design for objects exe-
cuted in processors and FPGAs, respectively. 
As an example, a researcher willing to develop 
and experimentally evaluate a complex mod-
ulation waveform or channel/source coding 
scheme is required to develop and optimize sig-
nal processing components, as well as decide 
on the optimal execution architecture accord-
ing to the available hardware platforms and 
the respective software tools. Nevertheless, the 
implementation of abstract hardware applica-
tion programming interfaces (APIs) that offer 
granular control and separate the execution 
architecture from signal processing may allow 
trading off prototyping time for optimization of 
platform resources and vice versa. In addition, 
the availability of dedicated software tools for 
particular hardware platforms in combination 
with hardware abstractions may give the wire-
less system designer the opportunity to integrate 
optimized intellectual property (IP-protected) 
processing components developed by domain 
specialists or third party developers, and rely 
only on abstract characteristics such as memo-
ry use and execution speed. Multiple levels of 
granularity in hardware control may also accel-
erate the transition from simulation to proto-
typing by providing bit level visibility into the 
design and the capability to quickly test its func-
tional behavior. FPGA software development 
will definitely benefit from such abstractions as 
currently, long compile times, synthesize times, 
and place-and-route times are prohibitive for 
trial-and-error performance assessment of new 
wireless designs.

Commercial Software-Defined 
Radio Platforms

For small-scale laboratory testbed setups, com-
mercially available SDR platforms offer low-cost 
hardware and software solutions for rapid exper-
imental assessment of programmable wireless 
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networks. In the following section, we discuss the 
strengths and limitations of both software frame-
works and hardware architectures with respect to 
rapid prototyping and testing of next-generation 
wireless systems. We also provide a compatibility 
overview between the available software tools 
and heterogeneous SDR platforms in Table 1.

Software Frameworks

GNU Radio: GNU Radio is an open source 
software framework that follows a compo-
nent-based design, where signal processing 
chains are broken into primitive components/
blocks, therefore enabling code reusability 
and rapid block reconfiguration. Each block is 
assigned to a dedicated processor thread, while 
data exchange between blocks is achieved 
through shared memory buffers. GNU Radio 
applications are only supported by GPPs (Table 
1) as well as embedded processors that support 
floating point SIMD instruction sets. New GNU 
Radio applications, called flow graphs, are pro-
grammed in Python and C++. The API of the 
GNU Radio framework enables integration of 
optimized signal processing blocks (GNU Radio 
IP) such as modulators and demodulators. The 
framework allows simulation of the performance 
of new physical layer communication designs 
through an XML-based graphical user interface 
(GUI), called GNU Radio Companion (GRC). 
With respect to performance acceleration of 
pure GPP-centric designs, GNU Radio provides 
a programming tool, named VOLK (vector-op-
timized library of kernels) [5], which enables 
vectorized mathematical operations and is inde-
pendent of the processor’s architecture. VOLK 
offers an abstraction layer to hardware-specific 
SIMD implementations, which vary across differ-
ent processor families and vendors. Packet-based 
processing in upper layers is enabled by stream 
tagging and asynchronous message passing soft-
ware APIs. More specifically, stream tags enable 
sample streams to carry metadata information 
(e.g., information on packet boundaries), while 
message passing enables asynchronous parame-
ter reconfiguration in flow graph blocks regard-
less of their location in the data flow (upstream 
or downstream blocks). As a result, GNU Radio 
provides rapid software simulation and testing of 
new GPP-centric wireless system designs. 

Mathworks/LabVIEW: Mathworks provides 
rapid radio prototyping solutions [6] by build-
ing a bridge between simulation at the Simulink 
environment and execution on heterogeneous 
hardware platforms, such as an FPGA inter-
faced with a DSP or GPP. More specifically, 

Simulink follows a graphical high-level modeling 
design approach that enables fast building and 
simulation of new designs based on Mathworks 
libraries. Simulation models are then linked to 
C-based DSPs or GPPs through the Mathworks 
RealTime Workshop tool, which enables auto-
matic translation of Simulink simulation models 
into C-code. Simulink has the ability to interface 
with System Generator, a Xilinx DSP design tool, 
thus reducing the FPGA software development 
time. System Generator contains platform-spe-
cific sets of Xilinx FPGA IP blocks such as FFT, 
filters, and memory blocks that are guaranteed 
to exhibit equivalent cycle accuracy to the IP 
blocks available at Simulink. Mathworks there-
fore provides the required hardware abstrac-
tions to the SDR system designer to effectively 
integrate heterogeneous processing elements in 
the Simulink model-based environment and 
thus accelerate the transition from simulation to 
real-world testing. However, the available hard-
ware APIs are constrained by the FPGA pro-
vider and technology. Another Mathworks tool 
that requires no prior experience with low-level 
FPGA or register-level (RTL) programming is 
the hardware-description-language (HDL) coder. 
The HDL coder enables automatic conversion of 
floating-point MATLAB or Simulink simulation 
models into fixed-point FPGA designs that are 
ready to be synthesized. Similar programming 
approaches are followed by the LabVIEW soft-
ware tools, which target rapid development of 
heterogeneous multiprocessing system designs, 
that is, hybrid GPP-FPGA-centric architectures 
restricted to Ettus/National Instruments SDR 
platforms (Table 1).

Hardware Architectures

Ettus/NI: Ettus/National Instruments (NI) 
Universal Software Radio Peripherals (USRPs) 
are a family of heterogeneous hardware SDR 
platforms. They are classified into the Networked 
(N)-series, the Bus (B)-series, the Embedded 
(E)-series, and the X-series. USRP N- and 
X-series consist of an FPGA-based mother-
board that is interfaced with a single-input sin-
gle-output (SISO) daughterboard and multiple 
daughterboard(s) (MIMO capable), respective-
ly, through high sample rate ADCs and DACs. 
Table 2 lists the frequency range (DC-6.0 GHz) 
and bandwidth capabilities (10–160 MHz) of 
Ettus daughterboards, which allow for flexible, 
interchangeable analog front-end circuitry for 
a variety of applications. FPGA-based signal 
processing designs are either controlled by host 
GPPs via external high-speed data bus connec-

Table 1. Software/hardware compatibility for state-of-the-art commercially available SDR platforms.

Ettus/NI USRP Nutaq Mango WARP Per Vices Epiq

GPP FPGA GPP FPGA GPP FPGA GPP FPGA GPP FPGA

GNU Radio � N/A � N/A � N/A � N/A � N/A

Mathworks � � � � � � � � � �

NI LabVIEW � � � � � � � � � �

� Compatible option; �: Incompatible option; N/A: option is not available.

GNU Radio is an 

open source software 

framework that follows 

a component-based 

design, where signal 

processing chains are 

broken into primitive 

components/blocks, 

therefore enabling code 

reusability and rapid 

block reconfiguration. 

Each block is assigned 

to a dedicated proces-

sor thread, while data 

exchange between 

blocks is achieved 

through shared  

memory buffers.
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tions (Table 3, USRP X, N, and B-210), by soft-
core processor cores implemented at the FPGA 
(e.g., 32-bit AeMB, MicroBlaze soft-processor 
cores), or by wireless-focused embedded (SoC) 
processors such as ARM Cortex-A9, that enable 
small-form-factor, portable SDR solutions (Table 
4, USRP E310). Transceiver architectures such 
as homodyne or (super)-heterodyne vary across 
different daughterboards, while ADC, DAC 
sample rates and bit resolutions vary across dif-
ferent models of the USRP-series. The USRP 
family is compatible with the majority of soft-
ware frameworks, as seen in Table 1, through 
the USRP-Hardware-Driver (UHD) software 
API that acts as a host communication driver 
for controlling Ettus SDRs. Furthermore, Ettus 
introduces a novel Network-on-Chip mechanism 
(RFNoC) [7], which enables integration of het-
erogeneous processing components into a GNU 
Radio flow graph by providing a standard meth-
od of consistently routing data and distributing 
processing throughout complex heterogeneous 
hardware platforms (i.e., FPGA and GPP). As 
a result, a researcher is able to minimize devel-
opment time by integrating modular IP blocks 
that are executed in heterogeneous hardware. 
At the same time, she is able to maintain system 
design flexibility during runtime for performance 
demanding protocols by moving timing critical 
and computationally complex functionalities 
(e.g., lower medium access control and physical 
layer) at the FPGA, and implementing high-level 
control (e.g., upper medium access control) func-
tionalities at the GPP. However, testbed require-
ments pertinent to specific applications entail 
proper selection and combination of daughter-
boards, USRP hardware back-end, and software.

Nutaq: Table 3 depicts two heterogeneous 
hardware SDR platforms provided by Nutaq, 
called PicoSDR (FPGA interfaced with an 
embedded PC or host PC) and ZeptoSDR 
(SoC-FPGA platform). Instead of using inter-
changeable analog front-ends or integrated radio 
chipsets, Nutaq SDRs use an FPGA mezzanine 
card (FMC) that features ADCs/DACs on the 
same compact card with analog front-end cir-
cuitry. The FMC card’s transceiver follows a 
homodyne architecture with software selectable 
bandpass and baseband filters that enable easy 
runtime adaptation of the analog front-end to 
multiple communication standards. Furthermore, 
the separation of SDR back-end from the ADC/
DAC and front-end circuitry enables hardware 
interoperability to deal with challenges imposed 
by different channel environments, on the con-
dition that software APIs are backward compat-
ible with different analog components. Nutaq 
provides an FPGA framework for embedded 
applications development (board-software-devel-
opment kit [BSDK]) that includes custom-built 
hardware IPs and software APIs to enable effi-
cient interaction with both Mathworks and GNU 
Radio software tools. In addition, Nutaq provides 
a set of custom blocks to control and handle real-
time data exchange between the host or embed-
ded processor and FPGA, thereby enabling easy 
synthesis and testing of heterogeneous multipro-
cessing designs through Simulink’s model-based 
design approach.

Others: Tables 3 and 4 present additional 
tabletop and small-form-factor SDR platforms. 
In particular, the third revision of the wireless 
open access research platform (WARP) pro-
vides an FPGA-based SDR architecture with 
two integrated ADC/DAC and homodyne radio 
transceiver chipsets. The WARP platform allows 
expansion to four radio transceivers through 
FMC expansion ports, while rapid software 
development of new wireless designs is enabled 
through the WARPLab framework. WARPLab 
provides online and offline processing capabil-
ities by allowing rapid physical layer prototyp-
ing with MATLAB at the host PC. Real-time 
online processing requires user modifications to 
existing WARPLab reference designs, which are 
implemented in MATLAB and System Gener-
ator. Epiq provides low-power portable SISO 
and MIMO-capable SDR platforms with propri-
etary IPs to reduce development time. More spe-
cifically, Maveriq’s package features an FPGA 
interfaced with two homodyne wideband radio 
transceivers, an embedded Intel processor and 
an internal hard drive for recording and playback 
operations. Sidekiq and Matchstiq are small-
form-factor SISO-capable alternatives that pro-
vide host and embedded multi-core processing 
capabilities, respectively. Per Vices offers both 
a SoC-based wideband SDR platform (Table 3, 
Crimson) equipped with four integrated homo-
dyne radio transceivers, as well as a low-cost 
peripheral-component-interconnect-express 
(PCIe)-based alternative (Table 3, Noctar), 
which can be controlled and reprogrammed by 
custom web or Python-based GUIs. Both Epiq 
and Per Vices SDR platforms can be interfaced 
with GNU Radio; however, they currently lack 
the software abstractions to accelerate complex 

Table 2. Ettus USRP daughterboards.

Daughterboard Function Low 
frequency

High
frequency

Max RF Bandwidth per 
channel

UBX1 Transceiver 10 MHz 6 GHz 40 MHz
160 MHz

WBX1 Transceiver 50 MHz 2.2 GHz 40 MHz
120 MHz

CBX1 Transceiver 1.2 GHz 6.0 GHz 40 MHz
120 MHz

SBX1 Transceiver 400 MHz 4.4 GHz 40 MHz
120 MHz

XCVR Transceiver2 2.4 GHz
4.9 GHz

2.5 GHz
5.9 GHz

36 MHz (RX)
48 MHz (TX)

Basic RX Receiver 1 MHz 250 MHz 100 MHz

Basic TX Transmitter 1 MHz 250 MHz 100 MHz

LFRX Receiver DC 30 MHz 30 MHz

LFTX Transmitter DC 30 MHz 30 MHz

DBSRX2 Receiver 800 MHz 2.3 GHz 60 MHz

TVRX2 Receiver 50 MHz 860 MHz 10 MHz

1 The N-series family of USRPs is compatible only with 40 MHz bandwidth daughterboards, while the 
X-series can support both 40 MHz and 120/160 MHz daughterboards.
2 TVRX2 supports half-duplex operation only.
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algorithmic developments on either the FPGA 
or GPP.

Future Research Challenges and 
Next-Generation SDR Applications

A platform-independent system design flow can 
expedite rapid testing and fast standardization 
of novel signal processing algorithms and net-
working protocols. Such a high-level system 
design flow should also be capable of support-
ing the throughput and latency requirements 
of next-generation mobile communication 
protocols such as Long Term Evolution-Ad-
vanced (LTE-A) or large-scale MIMO systems, 
advances in the 802.11 family of networking 
standards as well as state-of-the-art program-
mable wireless networks (e.g., cognitive radio 
networks with dynamic spectrum access capa-
bilities) that require fast and intelligent adapta-
tion at all layers of the protocol stack. Existing 
software-hardware SDR architectures offer 
considerable flexibility and high performance 
for experimentation with new concepts at the 
physical layer, but lack adequate and coherent-
ly designed abstractions to define either net-
working protocols with cross-layer interactions 
across multiple layers of the protocol stack or 
decision making mechanisms to control such 
interactions [8]. Thus, state-of-the-art medium 
access protocols that need to comply with the 

IEEE 802.11 distributed coordination function 
(DCF) and enhanced distributed channel access 
(EDCA) timings, as well as routing protocols 
are implemented “from scratch” for different 
SDR testbed configurations. In this context, we 
describe the research challenges arising from 
three wireless networking testbeds (wireless 
terrestrial, aerial, and underwater) and argue 
for the potential future benefits of wireless net-
work-specific APIs and abstractions to easily 
control network reconfiguration. 

All-Spectrum Cross-Layer Optimized 
Cognitive Networks

In the context of multihop cognitive underlay net-
works, where primary spectrum licensees coexist 
with unlicensed secondary users, state-of-the-art 
proposals require reprogramming and optimiza-
tion of the entire wireless protocol stack for every 
specific SDR platform. For example, the work in 
[9–11] implements a distributed algorithm that 
maximizes secondary network throughput, while 
at the same time avoiding interference to pri-
mary users. Implementation and deployment of 
the proposed cognitive algorithm at each SDR 
node requires complex optimization and low-la-
tency interaction across the network and physical 
layers of the protocol stack to enable real-time 
adaptive decisions on the optimal channel wave-
form and routing path. Thus, implementation 
and deployment efforts would significantly bene-

Table 3. State-of-the-art tabletop SDR platforms.

SDR 
platform Hardware

Number 
of TX/RX 
antennas

Low fre-
quency

High fre-
quency

Max. RF BW 
per IQ channel

ADC speed 
(MS/s, bits)

DAC speed 
(MS/s, bits)

Ext. data bus 
host 

connections

Maximum 
host 

throughput 

Ettus USRP 
B-210 

Xilinx Spartan 6 FPGA 
with integrated radio 

chipset
2/2 70 MHz 6 GHz 56 MHz 61.44,12 61.44,12 USB 3.0 1.96 Gb/s

Ettus USRP 
N-series1 

Xilinx Spartan 3A-DSP 
FPGA 1/1 DC 6 GHz 40 MHz 100,14 400,16 GigE 0.8 Gb/s

Ettus USRP  
X-series1 Xilinx Kintex 7 FPGA 2/2 DC 6 GHz 160 MHz 200,14 800,16 Dual 1/10 GigE

PCIex4 6.4 Gb/s

Nutaq 
PicoSDR2 Xilinx Virtex 6 FPGA 2/2 300 MHz 3.8 GHz 28 MHz 80,12 80,12 Dual GigE

PCIex4 6.4 Gb/s

Nutaq 
ZeptoSDR

Xilinx Zynq 7020 SoC 
(Dual-core ARM 

Cortex-A9)
1/1 300 MHz 3.8 GHz 28 MHz 80,12 80,12 GigE 0.8 Gb/s

Mango 
WARP v3 Xilinx Virtex 6 FPGA 2/2 2.4 GHz

4.9 GHz
2.5 GHz
5.8 GHz 40 MHz 100,12 170,12 Dual GigE 0.8 Gb/s 

Epiq 
Maveriq

Dual-core Intel Atom 
processor Xilinx Spartan 

6 FPGA
2/2 70 MHz 6 GHz 50 MHz 50,12 50,12 GigE Dual USB 0.8 Gb/s

Epiq 
Sidekiq Xilinx Spartan 6 FPGA 1/2 70 MHz 6 GHz 50 MHz 61.44,12 61.44,12 PCIex1 USB 2.0 1.6 Gb/s

Per Vices 
Noctar Altera Cyclone IV FPGA 1/1 100 kHz 4.4 GHz 200 MHz 125,12 250,16 PCIex4 6.4 Gb/s

Per Vices 
Crimson

Altera Arria V ST SoC 
(Dual-core ARM Cor-

tex-A9 MP)
4/4 100 kHz 6 GHz 322 MHz 370,16 2500,16 Dual 1/10

GigE USB 6.4 Gb/s

1 Larger-scale antenna system setups with USRP X or N-series require additional hardware such as an OctoClock(-G), which is a clock distribution system for coherent operation 
of multiple SDRs under external clock reference.
2 PicoSDR is also available in a 4  4 MIMO antenna configuration and a 2  2 embedded-PC (Quad-core i7) configuration.
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fit from future SDR architectures that effectively 
separate decision and control from data process-
ing so that the optimization of the protocol stack 
becomes SDR-platform-independent.

Software-Defined Autonomous Airborne Networks

The design and evaluation of airborne networks 
[12] in the context of network-centric warfare 
suffer from high network dynamics, such as 
bandwidth efficiency, link reliability, and secu-
rity, across wireless nodes that are either geo-
graphically or hierarchically dispersed. Existing 
approaches rely on either unrealistic channel/
network simulations or small-scale laboratory 
SDR setups with static wireless protocol designs. 
Thus, an SDR architecture with self-reconfigu-
rable functionalities that can easily be controlled 
through a modular and declarative program-
ming interface may enable rapid real-world 
deployment of novel complex communication 
techniques [13]. Such a radio architecture may 
also decouple network implementation from 
the underlying hardware through available wire-
less network APIs, and thus allow easy hetero-
geneous network integration and autonomous 
reconfiguration for next-generation airborne net-
works.

Real-Time Reconfigurable Underwater 
Acoustic Networks

Spectral efficiency of underwater acoustic net-
works is currently limited by the spatially and 
temporally variable characteristics of the under-
water acoustic channel. As a result, research 
efforts focus on tailored protocol designs for 
different layers of the wireless protocol stack 
that are well suited to the deployment environ-
ment (e.g., ocean, lake). At the same time, exist-
ing commercially available underwater acoustic 
modems rely on fixed hardware designs that 
prevent real-time reconfiguration at any layer 
of the protocol stack or experimental testing 
of novel algorithmic developments [14, 15]. 
As a result, the definition of abstractions in a 
software defined radio architecture to handle 
cross-layer interactions will allow next-genera-
tion software-defined acoustic modems to decide 
intelligently and adapt their communication 
parameters to maximize spectral efficiency.

Conclusions
We have presented a comprehensive overview 
of the SDR design challenges in the context 
of next-generation programmable wireless net-
works, reviewed commercially available hard-
ware and software platforms, and classified 
them according to their capability to promote 
rapid prototyping, testing, and evaluation. 
Finally, we have referred to three experimental 

testbed environments (wireless terrestrial, aeri-
al, and underwater) and argued that although 
there is a wide variety of hardware and software 
frameworks for flexible SDR prototyping, the 
selection of the appropriate platform is still con-
nected to the application and communication 
standard requirements. Thus, SDR-platform-in-
dependent system design flow is necessary to 
allow rapid prototyping, testing, evaluation, and 
standardization of novel wireless networking 
proposals.

Acknowledgments

This work was supported in part by the National 
Science Foundation under grants CNS-1422874, 
CNS-1126357, CNS-1117121, and CNS-1055945.

References
[1] J. Mitola, “Software Radio Architecture,” IEEE Commun. Mag., vol. 33, no. 

5, May 1995, pp. 26–38.
[2] M. Mueck et al., “ETSI Reconfigurable Radio Systems: Status and Future 

Directions on Software Defined Radio and Cognitive Radio Standards,” 
IEEE Commun. Mag., vol. 48, no. 9, Sept. 2010, pp. 78–86.

[3] T. Ulversoy, “Software Defined Radio: Challenges and Opportunities,” IEEE 
Commun. Surveys Tutorials, vol. 12, no. 4, 4th qtr. 2010, pp. 531–50.

[4] D. Efstathiou, J. Fridman, and Z. Zvonar, “Recent Developments in 
Enabling  Technologies for Software Defined Radio,” IEEE Commun. 
Mag., vol. 37, no. 8, Aug. 1999, pp. 112–17.

[5] T. Rondeau, N. McCarthy, and T. O’Shea, “SIMD Programming in GNU 
Radio, Maintainable und User-Friendly Algorithm Optimization with 
volk,” SDR, Wireless Innovation Forum Europe, June 2012.

[6] C. Moy and R. M., “High-Level Design Methodology for Ultra-Fast Software 
Defined Radio Prototyping on Heterogeneous Platforms,” Advances in 
Electronics and Telecommun., vol. 1, no. 1, Apr. 2010, pp. 67–85.

[7] J. Malsbury and M. Ettus, “Simplifying FPGA Design with a Novel Network-
on-chip Architecture,” Proc. 2nd Wksp. Software Radio Implementation 
Forum, ser. SRIF ‘13, 2013, pp. 45–52.

[8] E. Demirors et al., “RcUBe: Real-Time Reconfigurable Radio Framework 
with Self-Optimization Capabilities,” Proc. 12th IEEE Int’l. Conf. Sensing, 
Commun., and Networking, June 2015.

[9] K. Gao et al., “Cognitive Code-Division Channelization,” IEEE Trans. Wire-
less Commun., vol. 10, no. 4, Apr. 2011, pp. 1090–97.

[10] L. Ding et al., “All-Spectrum Cognitive Networking through Joint Distribut-
ed Channelization and Routing,” IEEE Trans. Wireless Commun., vol. 12, 
no. 11, Nov. 2013, pp. 5394–5405.

[11] G. Sklivanitis et al., “All-Spectrum Cognitive Channelization Around Narrow-
band and Wideband Primary Stations,” Proc. IEEE GLOBECOM, Dec. 2015.

[12] K. Kwak et al., “Airborne Network Evaluation: Challenges and High Fidel-
ity Emulation Solution,” IEEE Commun. Mag., vol. 52, no. 10, Oct. 2014, 
pp. 30–36.

[13] W. Su et al., “On the Capacity of Airborne MIMO Communications,” IEEE 
GLOBECOM, Dec. 2012, pp. 4629–34.

[14] G. Sklivanitis et al., “Receiver Configuration and Testbed Development 
for Underwater Cognitive Channelization,” Proc. 48th Asilomar Conf. 
Signals, Systems and Computers, Nov. 2014.

[15] E. Demirors et al., “Design of A Software-Defined Underwater Acoustic 
Modem with Real-Time Physical Layer Adaptation Capabilities,” Proc. 
ACM Int’l. Conf. Underwater Networks & Systems, Nov. 2014.

Biographies

George Sklivanitis [S’11] (gsklivan@buffalo.edu)  received his Diploma 
degree in electronic and computer engineering from the Technical University 
of Crete, Greece, in 2010. He is currently working toward his Ph.D. degree 
in electrical engineering at the State University of New York at Buffalo, and 
his research interests span the areas of signal processing, software-defined 
wireless communications and networking, cognitive radio, and underwater 
acoustic communications. In 2014 he was the winner of the Nutaq Soft-
ware-Defined Radio Academic US National Contest and in 2015 he received 
the Graduate Student Excellence in Teaching award from SUNY Buffalo.

Table 4. Portable small-form-factor SDR platforms.

SDR 
platform Hardware Number of TX/

RX antennas
Low 
freq.

High 
freq.

RF BW per 
IQ channel

ADC speed 
(MS/s, bits)

DAC speed 
(MS/s, bits) Form factor

Ettus USRP 
E310

Xilinx Zynq 7020 SoC (Dual-core ARM 
Cortex-A9) with integrated radio chipset 2/2 70 MHz 6 GHz 56 MHz 61.44, 12 61.44, 12 133  68  

26.4 mm
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Abstract

SDR has increasingly become an invalu-
able research, development, and educational 
tool within the telecommunications sector with 
respect to rapidly prototyping new algorithms 
and paradigms in actual radio hardware and 
evaluating them in real-world over-the-air con-
ditions. Due to advances in microprocessor tech-
nology, radio frequency hardware, and software, 
SDR has matured into a reliable tool that is now 
part of almost every communication engineer’s 
toolbox, and it has changed the way the telecom-
munication sector produces innovative solutions 
to technical challenges. In this article, we explore 
four case studies that highlight SDR as a reli-
able tool in industry, academia, and government. 
Specifically, we study four examples that illus-
trate: advances in low-cost, reliable, and versatile 
SDR platforms, open source and universal SDR 
software development environments, powerful 
technical computing environments employing 
SDR hardware for real-world experimentation, 
and educational paradigms for synthesizing dig-
ital communications and digital processing con-
cepts using SDR technology. By understanding 
the impact of these case studies, we intend to 
provide some insight on how the SDR revolu-
tion has changed the way the world designs and 
implements telecommunication systems.

20 Years of SDR:  
A Revolution in the Making

Software defined radio, or SDR, has increasingly 
captured the attention of the telecommunica-
tions sector over the past several decades with 
its promise of rapid design cycles, flexible real-
time operations, reusable hardware for different 
transceiver implementations, ease of manufac-
turing, and upgrading, and accessibility to many 
communication system engineers, technologists, 
and researchers. This SDR vision, which has rev-
olutionized the telecommunications sector over 
the past 20 years, has been fueled by significant 
advances in digital processing technologies, ana-
log-to-digital and digital-to-analog converters, 
software tools, and radio hardware. Consequent-
ly, SDR technology is finally beginning to fulfill 
its promise, and become a mainstream, powerful, 
and accessible communication system and net-
work prototyping tool. 

In fact, at the time of the writing of this arti-
cle, many companies, research laboratories, and 
universities are using SDR to support a wide 
range of communications-related activities.

Although SDR technology possesses signif-
icant potential to make communication system 
prototyping more efficient and accessible to the 
telecommunications community, there were sev-
eral challenges that needed to be resolved in 
order to realize this potential. In order to enable 
the widespead use of SDR technology for proto-
typing communication systems and networks, the 
following conditions need to be achieved:
•	Affordable SDR hardware platforms that pos-

sess sufficient computational horsepower, 
operate across a wide range of carrier fre-
quencies and bandwidths, and are portable

•	Availability of SDR software development 
environments that provide the communica-
tion technologist with a high level of control 
of the SDR platform, a rich set of modules, 
algorithms, and features, and a substantial 
level of accessibility to the software (i.e., 
shallow learning curve)

•	Support between SDR hardware and powerful 
technical computing software that enables 
communication technologists to use reliable 
software models and tools in experiments 
using real-world SDR hardware in real time

•	Established SDR-based engineering under-
graduate curricula that introduce hands-on 
SDR design, prototyping, and experimenta-
tion to the next generation of communica-
tion technologists
Fortunately, the latest advances in SDR tech-

nology have recently achieved these conditions, 
making SDR more accessible to the telecommu-
nications sector for use in prototyping communi-
cation systems and networks.

In this article, we present four case studies 
that highlight the SDR revolution by focusing on 
how it was fueled by advances in SDR hardware 
platforms, SDR software development environ-
ments, technical computing software solutions 
for SDR, and undergraduate educational ped-
agogy using SDR systems. It is expected that 
this article will provide the reader with a better 
understanding of current SDR technology, the 
many different layers that constitute these com-
plex systems, and their capabilities with respect 
to prototyping communication systems.

The rest of this article is organized as fol-

Revolutionizing Software Defined Radio: Case 
Studies in Hardware, Software, and Education

Alexander M. Wyglinski, Don P. Orofino, Matthew N. Ettus, and Thomas W. Rondeau

Software Defined Radio: 20 Years Later

SDR has increasingly 
become an invaluable 
research, development, 
and educational tool 
within the telecom-
munications sector 
with respect to rapidly 
prototyping new algo-
rithms and paradigms 
in actual radio hard-
ware and evaluating 
them in real-world 
over-the-air conditions. 
Due to advances 
in microprocessor 
technology, radio fre-
quency hardware, and 
software, SDR has 
matured into a reliable 
tool that is now part 
of almost every com-
munication engineer’s 
toolbox.
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lows. We provide an overview of commonly used 
SDR platforms, including the popular Univer-
sal Software Radio Peripheral (USRP) by Ettus 
Research LLC. Software development tools 
used to prototype SDR platforms are an essen-
tial element of the SDR revolution with respect 
to implementing digital transceiver designs and 
algorithms. Consequently, we examine several 
such tools, including the widely used GNU Radio 
project. We provide an overview of technical 
computing software used in enabling over-the-
air experimentation via SDR technology, with a 
focus on the MATLAB technical computing soft-
ware environment. Given all of these advances, 
the transformation of engineering undergraduate 
pedagogy with respect to digital communications 
by using SDR platforms for prototyping designs 
and algorithms is covered. Finally, several con-
cluding remarks are given.

Building an 
SDR Platform for the Masses

The revolution in SDR hardware has always 
been tightly coupled to advances in computing 
technology, analog-to-digital converters (ADCs), 
and digital-to-analog converters (DACs). Specif-
ically, the ability of SDR hardware to satisfac-
torily serve as a reliable interface between the 
digital world of bits, packets, and user applica-
tions and the surrounding analog RF environ-
ment of electromagnetic spectrum significantly 
depended on how quickly sample and continu-
ous signal information can be converted between 
the two domains, as well as how fast the sample 
signal information can be processed. Although 
the technology for enabling SDR hardware has 
been around for decades, the cost of this tech-
nology only recently became affordable to most 
of the wireless community. Platforms such as 
the WARP Radio [1], various NUTAQ systems 
(formerly Lyrtech), and the Universal Software 
Radio Peripheral (USRP) by Ettus Research 

(now part of National Instruments) [2] have 
enabled real-time over-the-air experimentation 
in areas such as:
•	Wireless networking
•	Spectrum monitoring
•	Dynamic spectrum access
•	Global System for Mobile Communications 

(GSM), wideband code-division multiple 
access (WCDMA), and Long Term Evolu-
tion (LTE) mobile telephony base stations

•	RADAR
•	Radio astronomy and RADAR astronomy
•	Wildlife tracking
•	RF test equipment
•	Magnetic resonance imaging (MRI)
•	Motion tracking
•	Radio navigation and global positioning
•	Satellite communications
•	RF identification (RFID)
•	Wireless security research

To obtain some insight into the capabilities of 
present-day SDR platforms, let us study a range 
of systems and their technical specifications as 
shown in Table 1. The Ettus USRP N210 (Fig. 1a) 
is a widely used modular SDR platform consisting 
of an RF front-end (RFFE), a field programmable 
gate array (FPGA), and a general-purpose proces-
sor (GPP). This SDR platform is based on the ini-
tial framework devised by Matt Ettus in 2003 when 
he started work on the USRP in order to help 
lower the barrier of entry to SDR. The RFFE is 
tasked with bridging the digital world of sequenc-
es of timed samples and the antenna via a direct 
conversion architecture. A combination of low 
noise amplifiers (LNAs), switches, variable attenu-
ators for gain control, local oscillators (LOs), and 
lowpass filters, coupled with ADCs and DACs, 
enabled the interfacing between the analog RF 
domain and the baseband digital domain. The 
FPGA performs all of the high-speed baseband 
digital signal processing (DSP) operation on the 
samples coming in and out, as well as all precision 
timing and synchronization functions, which allow 

Table 1. Family of available SDR platforms.

Ettus USRP
N200/N210

ZedBoard w/
Xilinx Zynq-7000 FPGA 
& AD-FMCOMMS5-EBZ

NooElec NESDR 
Mini SDR USB Stick

Ettus USRP 
E300

Interface to host Computer Gigabit Ethernet Dual FMC
Connectors

USB 2.0 AXI4-MM interface to an embedded dual-core ARM 
Cortex-A9 processor

RF front-end
Instantaneous bandwidth
RF frequency coverage

USRP daughterboards
25–50 MHz
DC to 6 GHz
(determined by daughterboard)

Integrated RFIC
56 MHz 
70 MHz to 6 GHz

Integrated RFIC
3.2 MHz
24 to 1766 MHz

Integrated RFIC
56 MHz
70 MHz to 6 GHz

MIMO 1  1 per unit, up to 8  8
using multiple units

4  4 N/A 2  2

Full duplex Yes Yes Rx only Yes

ADC Dual 14-bit 100 MS/s Dual/quad 12-bit
61.44 MS/s

8-bit 3.2 MS/s Dual/quad 12-bit
61.44 MS/s

DAC Dual 16-bit 400 MS/s Dual/quad 12-bit
61.44 MS/s

None Dual/quad 12-bit
61.44 MS/s

FPGA
RFNoC-compatible
Cost

Xilinx Spartan 3A DSP
No
$$

Xilinx Zynq-7000
No
$$$

None
No
$

Xilinx Zynq-7000
Yes
$$$$
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for such capabilities as time-division duplexing 
(TDD), time-division multiple access (TDMA), 
and multiple-input multiple-output (MIMO) 
operations across multiple devices. Finally, the 
FPGA contains the logic to interface with the 
GPP. To abstract away the interfacing and control 
of the USRP devices and instead present the user 
with a small set of primitives that can be used to 
build real-time communication systems, the USRP 
Hardware Driver (UHD) was developed in order 
to provide a single application program interface 
(API).

The combined ZedBoard-based Xilinx Zynq-
7000 FPGA with AD-FMCOMMS5-EBZ SDR 
platform (Fig. 1b) is a joint venture between 
Analog Devices and Xilinx to provide a high-per-
formance SDR evaluation system for the wireless 
community. The system-on-chip (SoC) solution 
available on the Xilinx Zynq-7000 FPGA enables 
powerful, versatile computational performance 
derived from both the onboard ARM proces-
sor and FPGA fabric. Thus, the Zynq-7000 can 
support a wide range of digital functions on this 
single platform. The AD-FMCOMMS5-EBZ 
from Analog Devices is the fifth generation of 
a family of high-speed analog RFFEs designed 
to showcase the latest generation of high-speed 
data converters, especially compute-intensive 
FPGA-based radio applications. In particular, 
the AD-FMCOMMS5-EBZ is designed around 
the AD9361 2  2 RF Agile Transceiver, which is 
capable of supporting instantaneous bandwidths 
of up to 56 MHz across 70 MHz to 6 GHz. As 
opposed to the USRP N210 SDR platform, the 
Xilinx Zynq-7000 FPGA/AD-FMCOMMS5-EBZ 
SDR platform is a standalone solution that does 
not require a GPP-based host (a Linux-based 
operating system can be supported on the Zynq-
7000). To support standalone applications, Ettus 
Research released the USRP E300, which uses 
much of the same components as the Xilinx 
Zynq-7000 FPGA/AD-FMCOMMS5-EBZ SDR 
platform and possesses similar specifications and 
performance characteristics.

From a performance perspective, the USRP 
N210, Xilinx Zynq-7000 FPGA/AD-FMCOM-
MS5-EBZ, and USRP E300 SDR platforms 
are all very capable systems that can imple-
ment a wide range of solutions for different 
applications. On the other hand, these solu-
tions range in cost from hundreds to thousands 
of dollars, which might be prohibitively expen-
sive for relatively simple applications, such as 
satellite communication signal reception, wire-
less spectrum sensing, or applications requiring 

numerous SDR platforms. Consequently, the 
SDR market has also witnessed the advent of 
numerous low-cost low-complexity SDR plat-
forms such as the NooElec NESDR Mini SDR 
USB Stick (Fig. 1c). On the order of tens of 
dollars, these simple SDR receivers plug into 
the USB port of a laptop computer and per-
form a wide range of operations based on the 
available software packages installed on the 
host computing platform.

As described previously, the USRP E300 SDR 
platform is a highly capable standalone wire-
less system that can support sophisticated digi-
tal communications and DSP functionality. The 
RFFE based on the AD9361 enables the USRP 
E300 to support wireless communications across 
a large part of the frequency spectrum, while 
both the ADC and DAC accurately interface the 
analog world with the digital baseband domain 
of the FPGA and the ARM processors on the 
Zynq-7000. Until recently, efficient and effective 
utilization of SDR computing hardware resourc-
es by the larger wireless community has always 
been a key technical challenge that prevented the 
widescale use of SDR within the wireless sector. 
Nevertheless, a new programming system called 
the RF Network-On-Chip (RFNoC) hopes to 
remedy this situation.

RF Network-On-Chip

RFNoC is a new programming system for 
FPGAs developed at Ettus Research with the 
goal of easing large SDR designs in FPGAs. This 
architecture allows users to easily integrate cus-
tom modules, such as modulators, demodulators, 
processors, and protocol stacks, without having 
to become experts on FPGA design. The basic 
concept behind RFNoC is that rather than treat-
ing the entire FPGA as a single monolithic sea 
of gates, users instead operate with a network 
of functional units called computation engines 
(CEs). This network dramatically reduces the 
complexity of large designs and allows for the 
dynamic runtime flexibility that many applica-
tions, especially cognitive radios, require.

Each computation engine has the exact 
same interface to the network, so they are eas-
ily interchangeable. This network of computa-
tion elements can scale across multiple FPGAs, 
including those of different types, and this allows 
for portability of CEs across all of the third gen-
eration USRP devices. It also makes dynamic 
reconfiguration of the FPGA a much easier task 
and makes it much easier to meet timing require-
ments in the FPGA.

The network fabric (a crossbar switch) con-
nects the computation engines, radios, and exter-
nal network interfaces. Figure 2 shows the FPGA 
internals of an X300 device, with external 10G 
Ethernet and PCIe interfaces. An E300 device 
would look the same, but instead of Ethernet 
and PCIe, it has interfaces to its on-chip ARM 
CPU.

The network exists inside the FPGA, but it 
also transparently routes across multiple FPGA 
devices that can be connected directly or through 
Ethernet switches and the like. This allows the 
user to easily create large systems consisting of 
many FPGAs and many MIMO-synchronized 
radios easily.

Figure 1. Three examples of widely-used SDR platforms: a) Ettus Research 
USRP N210 Platform; b) ZedBoard with Xilinx Zynq-7000 FPGA with 
analog devices FMC-based RF I/O; c) NooElec NESDR Mini SDR USB 
stick.

(a) (b) (c)
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Open Source Solutions for 
SDR Prototyping

As discussed in the previous section, suitable dig-
ital/computing hardware combined with versatile 
RFFEs are some of the necessary ingredients for 
enabling the widescale adoption of SDR tech-
nology by the wireless community. Nevertheless, 
the implementation of a communication system 
also requires sufficient software support and 
tools that are accessible to the user in order to 
enable the rapid development and evolution of 
ideas and designs. A variety of open source SDR 
software projects exist in order to meet the needs 
of the community, including OSSIE [3], CubicS-
DR, ALOE [4], and the widely used GNU Radio 
project [5]. In order to obtain better understand-
ing of these open source software frameworks 
for building and studying communications sys-
tems, we explore the revolution of open source 
software for SDR by examining the history and 
capabilities of GNU Radio.

GNU Radio

In 2001, Eric Blossom started the GNU Radio 
project with the goal of providing a framework 
for building SDR applications with free soft-
ware. It has attracted a large community of users 
and developers from around the world, and has 
become the design environment of choice for 
much research in the area of SDR and cognitive 
radio. GNU Radio works by using a pluggable 
architecture, where blocks of signal processing 
algorithms are placed together into a graph such 
that samples flow through the graph, with each 
block operating independently on these sam-
ples to produce the radio application. With this 
concept of “drag-and-drop” signal processing, 
designs can easily be modified. Furthermore, 
GNU Radio comes with a variety of graphi-
cal plotting tools and simulation tools such as 
various channel models in order to provide 
straighforward ways to simulate and observe the 
behavior of a new design. In order to under-
stand how software tools interface with the SDR 
hardware, as well as how information is passed 
between the hardware and software domains, let 
us study how GNU Radio operates in handling 
the design and implementation of various com-
munication systems.

Development Models: When it comes to build-
ing communication and other signal processing 
systems, GNU Radio has a few modes that help 
enable the movement of data through the system. 
An intuitive way of handling the signal process-
ing is to move the data as a stream of samples. 
GNU Radio has supported the streaming model 
since its inception, and this solves a number of 
communications issues. However, as interest in 
packet-based communications has been steadi-
ly increasing, handling packets as an infinite 
stream of samples has become problematic, with 
decreased efficiency experienced when trying to 
handle packet boundaries within the stream of 
samples. Consequently, GNU Radio also imple-
ments a message passing system, where messages 
of protocol data units (PDUs), which may rep-
resent a packet, frame, fragment, or similar, are 
transferred as a single unit. Boundary conditions 

are much more easily handled in this way and 
thus enable the focus to shift to efficient pro-
cessing of the data within the PDU. The message 
passing system is also a useful way to signal and 
pass meta-data or control data between blocks.

GNU Radio has a third model for mov-
ing data around, called the tagged stream sys-
tem, which is specifically designed for passing 
meta-data. A block can tag an item in the data 
stream with information about the sample, such 
as the time the sample was created, the signal-
to-noise ratio measured at that sample, or even 
information about the state of the system such 
as the frequency and gain settings of the RFFE. 
The tags move synchronously with the data and 
are handled appropriately through sample rate 
changes. Each of the three models of moving 
data around have their uses and application 
spaces, and most of the real-world modems built 
in GNU Radio use each concept to some extent.

The radio communications research commu-
nity has a number of problems that it is simul-
taneously addressing, such as examining existing 
standards to explore other use cases, improve-
ments and efficiency issues, and security risks. 
Furthermore, the research community is looking 
at new models of communications that may or 
may not be tied to existing systems or methods. 
Finally, research is ever progressing to address the 
next level of challenges for wireless data commu-
nications, such as the rapidly developing push for 
5G standards. GNU Radio itself as a project is not 
directly interested in specific standards. Instead, 
GNU Radio develops the architectural framework 
and API that enables the development and study 
of these issues through the out-of-tree (OOT) 
module project concept. On the other hand, there 
are several software efforts that focus on specific 
standards, implementations, and general technical 
computing research efforts, which are covered in 
the next section.

When SDR Meets 
Technical Computing Software

Once the hardware device and software frame-
work for an SDR platform has been developed, 
wireless prototyping of various communication 
systems by the user can commence. Wireless pro-
totyping is a workflow for the design, verification, 
and prototyping of radio systems. Traditionally, 

Figure 2. Schematic of the Ettus USRP E300 architecture.
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wireless prototyping required mastery of many 
distinct tools, languages, and interfaces, with very 
little tool integration and workflow usability. This 
posed a high cost of entry and limited wireless 
prototyping to highly motivated and well fund-
ed organizations. Technical computing software 
solutions, such as MATLAB [6] and SystemVUE 
[7], enable this workflow; often, model-based 
design is the preferred approach for design iter-
ation. Technical computing software has made 
significant progress in recent years, with com-
prehensive support for cellular, wireless local 
area networks, and other wireless waveforms, 
enabling engineers to prototype commercially 
relevant systems in hours instead of months. Bar-
riers to the wireless prototyping workflow are 
vanishing. Furthermore, the wireless community 
is at an inflection point in the pursuit of wire-
less prototyping given the availability of a wide 
range of affordable SDR platform options (refer 
to Table 1). 

Wireless Prototyping Workflow

A compelling vision for the wireless prototyping 
workflow embodies four steps and places signifi-
cant demands on hardware integration with tech-
nical computing software.

System Simulation: The initial step of the 
workflow executes all algorithms on the desktop 
in a convenient and interactive fashion with syn-
thesized data. Desktop execution sidesteps the 
constraints of the target embedded system, mak-
ing it easier to explore algorithm alternatives, 
identify execution errors, and tune parameters as 
a simulation is underway.

RF Integration: The second step config-
ures the RF I/O so that the desktop simulation 
receives and transmits data using the target 
hardware. This enables the simulation to include 
sensor noise, quantization, fading, and power lev-
els that typically influence design decisions. RF 
signals can be recorded for use during repeat-
ed testing and verification using real-world data, 
or streamed to the desktop in real time. This 
enables desktop testing of wireless systems and 
typically implicates multicore, GPU, and other 
acceleration techniques that increase simulation 
throughput.

Incremental Deployment: The third step gen-
erates code for elements of the design, replacing 
desktop simulation with streaming execution on 
target hardware. The highest-rate elements in 
the front-end of the radio are typically moved to 
target hardware first, while the rest of the design 
remains on the desktop. For an SDR, these ele-
ments are often destined for execution on an 
FPGA. Additional elements are transitioned to 
and validated on the target hardware iteratively, 
using bit error rate (BER) or other quality met-
rics. This step places high importance on auto-
matic code generation and data transfer between 
desktop and target hardware.

System Validation: The final step executes 
the design on the target hardware and validates 
it for correctness relative to simulation results 
obtained in the first step. Synchronous (gated 
execution) and asynchronous (full-speed stream-
ing) execution of hardware can be employed, 
using techniques such as FPGA-in-the-loop, to 
gain confidence in final system operation.

This workflow enables practitioners to min-
imize “time to next insight” throughout system 
design. The productivity afforded by each step 
has proven significant on its own, based on feed-
back from academic, research, and commer-
cial wireless prototyping communities for the 
MathWorks technical computing environment. 
Gaining productivity from a technical comput-
ing environment should not require adopting the 
entire workflow.

An unexpected benefit of pursuing SDR with 
a technical computing platform is the use of 
RF modeling tools integrated into the platform. 
Predicting the imperfections of RF hardware is 
difficult, due in part to the complexity of nonlin-
ear RF transceivers and the impact of antenna 
arrays; for example; the design of compensation 
and equalization algorithms requires simulation. 
RF modeling tools enable higher fidelity simula-
tion of the complete wireless system.

An Example of Wireless Prototyping: 
4G LTE Cellular Communications

As an illustration of how straightforward it is to 
perform the wireless prototyping workflow, let 
us consider the example of migrating a fourth 
generation (4G) LTE implementation from the 
MATLAB technical computing software envi-
ronment to an actual SDR hardware platform. 
Referring to Fig. 3, the LTE test waveform is 
synthesized using an LTE resource grid that is 
initially designed and then analyzed in MAT-
LAB. This figure also summarizes many details 
within this test signal. The LTE waveform is then 
transmitted using an SDR platform consisting 
of a Xilinx Zynq-7000 FPGA with an Analog 
Devices FMC-based RFFE, received by a second 
SDR platform, and processed using MATLAB in 
order to analyze the equalization of the physical 
downlink control channel (PDCCH) symbols and 
channel magnitude frequency response. 

Note that throughout this experience, the 
communication systems engineer did not need 
to leave the MATLAB technical computing soft-
ware environment. Instead, once an implementa-
tion for the 4G LTE system has been verified via 
computer simulation, it can readily be applied to 
actual SDR hardware for experimentation. Thus, 
this example highlights the capability of SDR 
technology with technical computing software. 
As shown in the following section, this function-
ality can also be leveraged as a powerful educa-
tional tool for teaching wireless communications.

Project-Based Learning with SDR
SDR technology has become a viable instruction-
al resource for the teaching of undergraduate 
courses in digital communications. The relative-
ly low cost of the SDR hardware can fit within 
the equipment budget of an academic depart-
ment. Moreover, the increasing amount of soft-
ware support for SDR systems, the reliability 
of SDR/software integration, and the growing 
familiarity of undergraduate students with the 
array of available technical/scientific software 
tools have all contributed to a decrease in the 
learning curve associated with the prototyping of 
communication systems using SDR. Finally, the 
availability of SDR-based instructional resources 
for educators in the form of ready-to-use models 
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and demostrations, laboratory guides, and text-
books has enabled the introduction of SDR into 
the classroom [8].

Although the technology and resources for 
SDR-based education are finally becoming wide-
ly available to both instructors and students, it 
is very important to understand the context in 
which SDR can be deployed within a classroom 
environment in order to maximize the educa-
tional experience. Excellent coverage of lessons 
learned via the pedagogical usage of SDR tech-
nology at Penn State, Worcester Polytechnic 
Institute (WPI), the United States Naval Acad-
emy, Indiana University/Purdue University Fort 
Worth, University of Utah, and Virginia Tech 
was presented in a 2014 Feature Topic on Edu-
cation of IEEE Communications Magazine [9]. 
Based on these different university experiences, 
the use of SDR in the classroom as a tool for 
teaching, reinforcing, and synthesizing concepts 
in digital communications can be decomposed 
into three steps (Fig. 4):
Step 1. Sample-based perspective of digital 

communications
Step 2. Insights on the fundamental building 

blocks of these systems

Step 3. Open-ended communication system 
design experiences

Understanding the Analog/Digital Divide

Most approaches for teaching undergraduate 
digital communications focus on the study of the 
transceiver from a binary perspective that gradu-
ally works toward the RFFE. Conversely, when 
it comes to working with SDR hardware, the key 
challenge in getting a digital communication sys-
tem working is understanding how the ADC and 
DAC operate, since without the correct samples 
nothing else will function properly [10]. Thus, it 
has been observed that a digital communications 
course using SDR yields the best outcomes when 
students start the course from a sample-based 
perspective. Thus, students need to understand 
the functions of both the ADC and DAC, dec-
imation and interpolation, and other discrete 
time signals and systems fundamentals. 

Several key concepts with respect to sampling 
covered in SDR-based undergraduate courses 
include the following.

Signal Bandwidth: Given that the ADC and 
DAC on the SDR platform often operate at a 
fixed sampling rate, students need to understand 

Figure 3. Results obtained using MATLAB, LTE system toolbox and Zynq SDR support from the communications system toolbox.
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how the digital data can be interpolated to or 
decimated from a target sample rate.

Appropriate Sampling Instants: Students 
must understand the physical issues associated 
with the ADC in terms of sampling at the correct 
instants, as well as performing decimation that 
results in the target samples being discarded.

Sampling Underflow and Overflow: There are 
several data bottlenecks in the overall setup of 
the SDR system, such as Gigabit Ethernet and 
available processing power. Thus, students are 
exposed to scenarios when too much data is 
received by an SDR system such that some of the 
information is lost (i.e., overflow) as well as when 
not enough data is provided to the USRP N210 
such that gaps appear in the transmission (i.e., 
undeflow).

Open-Ended Design Experience

Once the sampling concept and fundamental 
modules needed for the construction of a func-
tional digital communication transceiver have 
been covered by an SDR-based course, this pro-
vides several educational opportunities for pre-
senting concepts in medium access control and 
wireless networking. One approach that could 
be employed is the open-ended course design 
project, where students work in teams of two or 
three on a task with specific objectives but loose-
ly defined constraints on how to achieve them. 
The purpose of these projects is to synthesize 
the concepts already taught in class, combined 
with the aforementioned modules, in order to 
pursue a project-based experience that also pro-
motes teamwork and hands-on learning in order 
to yield a real-world solution to a problem.

Step 3 of Fig. 4 shows how communication 
nodes can serve as the building blocks for rela-
tively complex network architectures with sophis-
ticated medium access protocols, such as:
•	Wireless ad hoc networks capable of boot-

strapping from scratch
•	Jamming-resistant multihop wireless net-

works
•	Scaled-down cellular networks
These kind of projects expose students to the 
challenges of coordinating multiple wireless 
transceivers in order to perform a variety of 
different operations. Some of these challenges 
include bidirectional communications, establish-
ing contact between two wireless nodes, medium 
access control, and timing of network operations. 

Consequently, students obtain substantial insight 
into a wireless network consisting of digital com-
munication transceivers from the bottom up. 
In particular, these projects using actual SDR 
hardware to prototype communication systems 
and wireless networks have the ability to help 
synthesize and reinforce digital communication 
concepts while exposing students to real-world 
issues encountered during transceiver and net-
work prototyping.

Conclusion
Advances in SDR technology have revolution-
ized the way the telecommunications sector con-
ducts research, development, and educational 
activities. Low-cost, accessible, and reliable SDR 
hardware coupled with open source SDR devel-
opment environments and powerful technical 
computer software capable of interfacing with 
SDR platforms have significantly transformed the 
way we all think of prototyping new communica-
tion systems and networks. With hands-on SDR-
based communications and networking pedagogy 
being introduced in engineering undergraduate 
curricula, the skill set needed to wield these SDR 
tools is becoming more widely available among 
the next generation of telecommunication tech-
nologists. Twenty years ago, many of the advan-
tages and capabilities of SDR technology that we 
take for granted today were unrealizable. Given 
the rate at which advances are being made in this 
sector, it is expected that this revolution in SDR 
technology will continue for another 20 years.
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Abstract

Much of the previous research on cognitive 
radio has focused on developing algorithms based 
on artificial neural networks, the genetic algorithm, 
and reinforcement learning, each with its pros and 
cons. In this research, we present a new approach 
based on metacognition. We believe that the meta-
cognitive framework can be the foundation for the 
next generation of CRs and further the perfor-
mance improvements in CR. In this work, we pres-
ent the elements involved in metacognitive radio, 
discuss the challenges in their development, pres-
ent solutions to the challenges along with a possible 
meta-CR architecture, and show results from our 
implementation. Each cognitive engine (CE) algo-
rithm has strengths and limitations that make it 
more suitable for certain operating scenarios (chan-
nel conditions, operating objective, available hard-
ware, etc.) than other algorithms. A meta-CE can 
adapt faster and improve performance by exploit-
ing the characteristics and expected performance 
of the individual CE algorithms. It understands the 
operational scenarios and utilizes the most appro-
priate algorithm for the current operational scenar-
io by switching between the algorithms or adjusting 
them as necessary.

Introduction
Conventional radios typically use a fixed set 
of settings (modulation, channel coding, etc.) 
selected by their operator. A cognitive radio 
(CR) automatically adapts its configuration to 
meet its goal under the operating conditions. CR 
was first described by Mitola; his ideal CR can 
optimize its own capabilities and self-determine 
the operation goal by observing its operator and 
the environment [1]. 

To make CR possible, we developed an intel-
ligent agent (IA) called the cognitive engine 
(CE) that enables the radio to have the desired 
learning and adaptation capabilities [2]. An IA is 
a system that senses its environment (operating 
channel scenario), acts by using a communication 
method based on its experience, and monitors its 
own performance to learn its capabilities.

Cognitive Engine Challenges

Since Mitola’s seminal work [1], CEs have 
been researched extensively, and several algo-
rithms and approaches were developed. That 
said, there are remaining challenges that our 

work seeks to address. First, CEs are typical-
ly designed around one or two primary algo-
rithms or frameworks. Examples include the 
genetic algorithm (GA), the case-based reason-
ing (CBR) framework, and the epsilon-greedy 
(e-greedy) exploration technique. The chosen 
algorithms and their parameters make them 
more suitable for certain operating scenarios 
than others. An operating scenario is a com-
bination of the channel conditions and the 
operating objective (e.g., maximum through-
put, maximum energy efficiency). For different 
operating scenarios, either the existing algo-
rithms’ parameters need to be adjusted or new 
algorithms need to be used. For example, in a 
low signal-to-noise ratio (SNR) environment 
a conservative algorithm may be preferred 
that focuses on energy-efficient methods with 
low error rates vs. in a high SNR environ-
ment where an aggressive algorithm may be 
preferred that prioritizes high spectrum-effi-
ciency methods. Consider a complex system, 
such as massive multiple-input multiple-output 
(MIMO), with numerous modes; the problem 
of identifying the best1 adaptation technique 
for the channel conditions becomes more chal-
lenging. The first contribution of the article is 
the introduction of a framework that facilitates 
the selection of the right learning algorithms 
and their parameters based on the operating 
conditions.

Moreover, the “predictability” of a CE’s per-
formance is of paramount importance to the 
adoption of a CE radio. A radio that provides 
estimates of its expected performance is easier 
to certify than a radio that cannot provide this 
information. “Predictability” means that given 
the channel environment, the CE can predict its 
performance range based on its experience. If 
the CE has significant experience in the channel 
environment, the predicted performance range 
will be narrow; otherwise (limited experience), 
the predicted performance range will be wide. 
Performance predictability and the suitability of 
each CE algorithm given the operating scenario 
motivates the development of automated meth-
ods for evaluating a CE’s adaptation capabilities 
and expected performance, which is the second 
contribution of this article. A CE that can esti-
mate its own performance is preferred because 
other parts or operators of the system will know 
what to expect from the CE and plan accordingly.

Metacognition and the Next Generation of 
Cognitive Radio Engines

Hamed Asadi, Haris Volos, Michael M. Marefat, and Tamal Bose

Software Defined Radio: 20 Years Later

Much of the previous 
research on cognitive 
radio has focused on 
developing algorithms 
based on artificial 
neural networks, the 
genetic algorithm, 
and reinforcement 
learning, each with its 
pros and cons. In this 
research, we present a 
new approach based 
on metacognition. We 
believe that the meta-
cognitive framework 
can be the foundation 
for the next generation 
of CRs and further the 
performance improve-
ments in CR.

The authors are with the University of Arizona.

1 Best in terms of the time and 
total data sent until the optimal 
or a near-optimal communication 
method is found.



IEEE Communications Magazine • January 2016 77

The Metacognitive Solution
We use a metacognitive engine (meta-CE) 
framework that inherently addresses the men-
tioned challenges. From the outside, a meta-
CE appears to be a regular CE, that is, a CE 
that provides expected performance estimates 
(through confidence intervals). On the inside, a 
meta-CE is made of one or more CEs. A meta-
CE has the following features:
•	Knows at which operating conditions each 

CE is best
•	Knows the expected performance of each 

CE and in turn knows its own performance 
when it chooses a certain CE

•	Automates the process of evaluating and 
selecting the appropriate CE for the operat-
ing conditions

Considering all possible channel conditions, the 
meta-CE performs better than only using one 
individual CE. The meta-CE, as discussed in 
the sequel, can also provide knowledge indica-
tors (KIs), which measure how much a CE has 
learned and how close it is to reaching the state 
at which there is nothing more to be learned (for 
that specific operating scenario).

This article presents the metacognitive concept 
in detail with initial innovations and discussion of 
future directions for maturing the meta-CE frame-
work. First, we present a brief background on CEs 
and the origin of the metacognition concept. We 
then present the elements of metacognition along 
with key results. Finally, we provide a discussion 
on future work and concluding remarks. 

Background
Brief Background on Cognitive Engines

For nearly two decades, CE designers have been 
continuously working to understand and develop 
better learning techniques for CR. They have 
typically borrowed ideas from machine learning 
and artificial intelligence [3] to design their CEs. 
Notable examples include artificial neural net-
works (ANNs), GA, and CBR [3]. In addition, 
they used reinforcement learning techniques 
such as the e-greedy, softmax, and Gittins index 
[4, 5]. Furthermore, other techniques such as 
particle swarm [6] and ant colony optimization 
are also used to create CEs.

Different types of CEs have their own advan-
tages and disadvantages. Some perform really 
well in high SNR conditions; others are more 
effective in low SNR conditions. In addition, 
providing predictable and more confident per-
formance levels is the most important aspect of 
designing various CE algorithms. Therefore, the 
meta-CE is being proposed to provide the men-
tioned level of prediction for various types of 
CEs. The first effort was Gadhiok et al. [7], who 
proposed a primitive architecture of metacogni-
tion. Moreover, we proposed a more advanced 
and general meta-CE in [8, 9], which can clas-
sify various CE algorithms based on the oper-
ating conditions (objective, channel condition, 
radio capabilities, etc.). The proposed meta-CE 
employs a general performance characterization 
method to evaluate the performance of individu-
al CE algorithms. Also, the meta-CE can identify 
distinct operating scenarios based on the perfor-
mance level of the individual CEs.

More Details on the Metacognition Concept
The motivation for incorporating metacocogni-
tion into a CE comes from psychology. Meta-
cognition is defined as thinking about thinking 
[10]. There are three interrelated components 
to metacognition: metacognitive knowledge, 
monitoring, and control [11]. These components 
are integrated with the primary cognition, which 
refers to object-level thoughts or an individual 
CE algorithm’s process. Metacognitive knowledge 
derives from the beliefs individual CEs generate 
about their decisions (e.g., “the CE does not con-
sider all the communication methods when it is 
facing low power”). Metacognitive monitoring is 
the process by which an agent evaluates its own 
thoughts for comparison (e.g., “failing to con-
sider all the available communication methods 
can lead to choosing an inappropriate one for 
the channel conditions”). Metacognitive control 
refers to the regulation of the agent’s thinking 
(e.g., “if the CE does not have enough power or 
time to consider all the communication methods, 
it needs to stay with the most robust communica-
tion method it currently knows”). Achtziger and 
colleagues [12] note that metacognitive moni-
toring and control processes connect secondary 
thinking (meta thoughts) with primary thinking 
about an object; monitoring processes represent 
information flowing from the object level to the 
meta level; and control processes represent infor-
mation flowing from the meta level to the object 
level. Metacognitive processes serve a self-reg-
ulatory function when monitoring permits sec-
ondary thinking to inform the state of primary 
thinking about an object, and the control pro-
cessing permits primary thinking to be informed 
by secondary thinking. Research shows [12, 13] 
that secondary thoughts can play an indepen-
dent role in judgment and behavior when they 
modulate (e.g., increase, decrease, or reverse) 
the impact of primary cognition. An important 
outcome of metacognition is the confidence that 
people perceive in their thinking. 

The scope of our work is to implement the 
needed components of metacognition as a meta-
CE. Figure 1 shows the connection between 
the three metacognition components and the 
operation of the meta-CE: the meta knowledge 
translates to calculating the KIs that indicate 
the status of the learning progress, and learning 
curves and performance characterization that 
analyze the performance of the individual CEs. 
Meta monitoring translates to channel character-
ization, comparing the performance results of the 
individual CEs, and monitoring the meta-CE’s 
real-time performance. Finally, metacognitive 
control translates to selecting the most appropri-
ate CE and adjusting its parameters for the cur-
rent operating scenario. The following sections 
elaborate on how each concept affects the meta-
CE’s operation and our current implementation.

Elements of Metacognition

Metacognitive Engine Operations

Figure 2 shows that the operation of the meta-
CE can be summarized in six steps. First, any 
available prior information such as results from 
previous experience and learning outcomes is 
used to provide initial estimation of the expect-
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ed performance. Second, the performance char-
acterization module uses the prior information 
and real-time data from the currently selected 
CE to update the CE’s performance and knowl-
edge metrics. Third, the Best Cognitive Algo-
rithm Classification (BCAC) compares the 
available CEs and identifies the most appropri-
ate CE for each operating region. Fourth, the 
current operating scenario is updated with the 
current channel conditions and the radio’s oper-
ating objective. Fifth, the meta-CE selects the 
most appropriate CE algorithm for the current 
operating scenario based on the metacognitive 
knowledge gathered by the previous steps. Sixth, 
the selected CE algorithm is used to control the 
communications link while the operating condi-
tions remain unchanged. Finally, once the CE 
is done with link adaptation, it feeds its perfor-
mance data (monitoring) to the CE performance 
characterization block, and the process repeats.

Following this overview of the meta-CE oper-
ations, we now provide more detail on how to 
realize a meta-CE.

Metacogntive Engine Development

An ideal meta-CE needs to develop the three 
aforementioned interrelated components that 
have distinct functionalities (Fig. 1). These com-
ponents are:
•	Meta knowledge
•	Meta monitoring
•	Meta control
A prerequisite for developing these compo-
nents is a systematic method for evaluation 
of performance of CEs [14]. The challenges 
in this systematic evaluation are due to the 
following. First, the performance is affected 
by a multitude of parameters, such as chan-
nel parameters, operating objectives, learn-
ing techniques, and radio capabilities. Second, 
the evaluation method must be able to com-
pare performance in different scenarios (chan-
nel conditions, objectives, etc.) against each 
other meaningfully. We have addressed these 
challenges through utilizing the concept of a 

“learning curve.” A learning curve is a graphic 
representation of a CE’s learning rate.

Third, it is necessary to be able to identify 
the operating environments (channel) and match 
them to the performance of the CEs. In theory, 
there are infinitely many operating conditions 
(e.g., there are infinite SNR values); however, 
classification into only a finite number of regions 
matter (e.g., low SNR, medium SNR, and high 
SNR). Once the meta-CE can characterize and 
identify these regions, it can match each region 
to the CE that performs best in a particular 
region. We treat this “region to CE matching” 
process as a classic pattern classification prob-
lem, which is BCAC.

A different challenge in the development 
of meta-CE relates to the metacognitive con-
trol component. The role of this component is 
to make a decision based on the information 
provided by the other components. An ideal 
meta-CE should be able to adapt the learning 
parameters or switch among possible algorithms 
in order to provide the most effective and effi-
cient way of learning.

Metacognitive Knowledge

Metacognitive knowledge is related to knowledge 
or belief about an individual CE’s decisions and 
utility. Metacognitive knowledge allows a meta-
CE to make sense of performance and under-
stand the state of individual CEs. In order to 
generate/develop metacognitive knowledge, we 
need to define metrics and methods that serve 
this purpose. One of the most utilized indica-
tors is the learning curve. The meta-CE will 
create each CE’s learning curve(s) by observing 
its operation after numerous operating sessions. 
The learning curve is characterized by using sta-
tistical inference based on the achieved perfor-
mance by a CE’s decisions. The performance is 
derived from multiple repetitions of the CE algo-
rithm in the same or similar channel conditions.

Figure 3 presents a plot of the learning curves 
of three CE algorithms. The plot is generated by 
observing the mean and variance of the achieved 
rewards of each CE. The reward quantifies how 
well the operating objective of the CE is met; in 
this case, the reward is the achieved throughput. 
Figure 3 shows examples of different CE learn-
ing behaviors. However, before explaining these 
three CEs’ algorithms, let us see what kind of 
information this plot provides for us. For exam-
ple, CE Algorithm 2 has zero average perfor-
mance between time steps 0 and 50. Moreover, 
after time step 180, it quickly reaches 38 Mb/s, 
which is the maximum possible in this example. 
On the other hand, CE Algorithms 1 and 3 pro-
vide a slower but steadier performance increase. 
This is because CE Algorithm 2 is more aggres-
sive with risk taking in applying the communi-
cation method options. The standard deviation 
shown by the error bars indicate that CE Algo-
rithm 2 not only has a zero average performance 
for the first 40 time steps, but also is consistently 
zero since its standard deviation is also very low. 
Between time steps 50 and 200 (approximately), 
its standard deviation increases and peaks, which 
means that there is a great variability in perfor-
mance between those steps. This is an intuitive 
result which captures the fact that the perfor-

Figure 1. The psychological metacognitive components and their application 
to a metacognitive radio engine’s functions.
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mance becomes non-zero and reaches near max-
imum somewhere between the 50th and 200th 
time step.

Two of the three CE algorithms shown in 
Fig. 3 are based on the e-greedy strategy, and 
the third one is based on the Gittins index. The 
e-greedy strategy randomly explores the different 
communications methods with probability e and 
uses the communication method with the highest 
average throughput with probability 1-e. The e 
parameter controls how aggressively exploration 
is performed. A higher e will cause preference 
for exploration over using existing data. It may 
result in arriving at an optimal or near-optimal 
option faster. However, the high exploration rate 
may also cause reduced overall returns because 
of the higher exploration cost.

CE Algorithm 1 uses an e = 0.05 and does 
not utilize a priori estimates of the maximum 
possible throughput. CE Algorithm 2 is based 
on the Gittins index strategy [15] with a normal 
reward process and a discount factor equal to 
0.9. The strategy is simply to use the method with 
the highest Gittins index, which is based on the 
reward statistics of each method and must be 
estimated only when those statistics change (i.e., 
only when each method is used). Gittins proved 
that exploration vs. exploitation can be optimally 
balanced using a dynamic allocation index-based 
strategy. This strategy maximizes the total sum 
of rewards collected over a long-term horizon. 
CE Algorithm 3 uses a more aggressive e  = 
0.5; however, e decreases by 0.001 at each time 
step. This allows CE Algorithm 3 to decrease the 
exploration rate as more information is collected 
about each communication method. 

Although observing outcomes of a CE algo-
rithm provides much information about how 
it learns, the actual amount of knowledge that 
is obtained by a CE algorithm can vary. For 
instance, if we achieve a wireless link of 10 Mb/s, 
we may assume that we have an excellent out-
come; however, if we know that the actual poten-
tial of this link is more than 100 Mb/s, we know 
that there is much work to do; we will have to 
either achieve 100 Mb/s or determine that it is 
not practically possible. Hence, we need some 
metrics to show us the true amount of knowledge 
for each CE algorithm. 

In a previous publication [9], we proposed 

several KIs to estimate the amount of knowledge 
obtained by different CE algorithms. Different 
types of KIs focus on various aspects of the learn-
ing process. Some KIs reflect the amount of trials 
attempted by the algorithm, and some KIs depict 
the level of achieved performance in respect to 
the maximum achievable performance. To be 
able to have a general estimation of the amount 
of obtained knowledge, we utilize the concept of 
information entropy. This new KI behaves simi-
larly to the CCI indicator presented in [9]. The 
meta-CE observes the information entropy of the 
expected performance for each communication 
method. The variation of the entropy represents 
the changes in the learned information by a CE. 
The lower the entropy, the more knowledge is 
already obtained by a CE algorithm.

Figure 4 illustrates the amount of knowledge 
obtained by our CE algorithms. It is shown that 
the level of knowledge CE Algorithm 2 obtained 
until time step 50 (approximately) matches 
CE Algorithm 3; however, they have drastical-
ly different performance (as shown in Fig. 3). 
Although CE Algorithm 3 appears to have a per-
formance edge, the obtained knowledge suggests 
that both CE algorithms significantly improved. 
This was evident at the 150th time step where 
CE Algorithm 2 outperformed CE Algorithm 3.

Metacognitive Monitoring

Metamonitoring is the ability to distinguish 
among different communication scenarios, and 
use the metacognitive knowledge gained to 
dynamically determine the best CE algorithm 
and parameters for communicating in the cur-
rent scenario. A meta-CE needs to distinguish 
between the operating scenarios in order to 
match the obtained metacognitive knowledge of 
the CE algorithms to the operating scenarios. 
The goal is to find the best cognitive algorithm 
for each operating scenario. This is achieved by 
BCAC in our implementation. Our approach is 
to facilitate BCAC by using two different classi-
fication techniques: offline classification using a 
support vector machine (SVM) and online clas-
sification using k-means clustering. Both algo-
rithms rely on a distance function between the 
feature points. For classification, we use selected 
features from the channel scenarios.

To classify operating scenarios based on the 

Figure 2. The metacognitive engine operation graph.
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performance of CE algorithms, we need the abil-
ity to distinguish and identify various operating 
scenarios. In order to achieve this, the meta-CE 
should extract distinctive features of operating 
scenarios. Generally, an operating scenario is 
characterized by the channel conditions, oper-
ation objective, and the number of possible 
communication methods the radio’s hardware 
supports.

In machine learning and statistics, classifica-
tion is used to group data into sub-populations 
according to their similarities. This is usual-
ly done using a training data set that contains 
examples belonging to known categories. In our 
case, a training set is a set of data used in various 
areas of channel scenarios to discover potentially 
predictive relationships. 

The offline and online methods have their 
own advantages and disadvantages; their main 
difference is that the offline method waits until 
all training data are collected in order to process 
them, and the online method processes the data 
as they arrive. Furthermore, by preprocessing 

the offline training data we are able to create 
examples of channel conditions and the appro-
priate CE to be used in those channel conditions. 
This step makes the offline method a supervised 
method since it is trained using examples of the 
desired relationships. On the other hand, the 
online method is unsupervised since it is not pos-
sible to identify the desired relationships until 
after the data are processed. The offline method 
is more accurate if the training data cover all the 
likely scenarios. However, if new scenarios arise, 
the offline method has to wait until a new batch 
of data is collected and the classification results 
are updated. The online method starts adapt-
ing as new data become available and gets more 
accurate over time. Finally, the offline method 
shifts the computation cost to times when the 
meta-CE may not be needed and perhaps when 
the radio is connected to a power source or can 
offload that processing to the network or cloud. 
On the other hand, the online method consumes 
computing and power resources on an ongoing 
basis.

The following provides more detail on our 
BCAC implementation. For the offline super-
vised learning algorithm, the training process 
works by first mapping data to a feature space 
so that these data points can be categorized. 
Then the algorithm finds a function that maps 
the input data points to distinct classes. In our 
simulations, we use a predefined training data-
set of 200 different operating scenarios. Then 
the meta-CE uses the classifier’s mapping and 
the features of the ongoing channel conditions 
to assign the most appropriate CE algorithm 
for operation. For online classification, general-
ly there is no data available at the start unless 
prior information and results are available that 
can be used to initialize the classifier. When no 
prior information or results are available, at the 
beginning the meta-CE chooses a CE algorithm 
randomly (uniformly distributed) among the 
available algorithms. As the CEs start to oper-
ate, the meta-CE collects information about their 
behavior. The meta-CE compares each operating 
scenario with similar previously experienced sce-
narios. The scenarios’ similarity is determined by 
the mahalanobis distance of the channel scenario 
feature vectors.

The metacognitive monitoring component 
operates by regularly monitoring the real-time 
performance of the selected CE algorithm. 
Therefore, the classification algorithms used 
to categorize the operating scenarios are con-
tinuously updated. The metacognitive control 
component uses the current monitoring infor-
mation to make its critical decision for switching 
among the available CE algorithms or adjusting 
the learning parameters of a particular CE algo-
rithm.

Metacognitive Control

The metacognitive control component refers to 
the regulation of the learning process. This reg-
ulation can be done by changing the exploration 
parameters of the learning algorithms, switching 
between the different algorithms, or by combin-
ing two or more CE algorithms to make a new 
one. In our implementation, the metacognitive 
control switches among the available CE algo-

Figure 3. Learning curves based on mean and standard deviation.
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Figure 4. Learning curve based on the estimated amount of knowledge.
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rithms by using the provided information from 
the other components (metacognitive monitoring 
and metacognitive knowledge), which is based on 
current operating scenarios. 

For instance, at the very first starting point, 
the metacognitive control chooses among the CE 
algorithms randomly since it does not have any 
information about their performance. However, 
by collecting more data through the monitoring 
and meta knowledge components, the metacog-
nitive control identifies the CE algorithm that 
can provide the best outcome (reward) for the 
ongoing operating scenario. 

Implementation Results

To demonstrate the benefits of metacognition in 
CR, we present a simple example that assumes 
a 4  4 MIMO system with the following mod-
ulation options: quadrature phase shift keying 
(QPSK); 8PSK; 16, 32, 64, 128, and 256-quadra-
ture amplitude modulation (QAM); with error 
correction rates 1, 7/8, 3/4, 2/3, 1/2, 1/4, 1/6, and 
1/8; and multi-antenna techniques: VBLAST, 
space-time block code (STBC), and maximum 
ratio combining (MRC). Furthermore, we con-
sider an SNR range of 0–50 dB and the log10 
of the eigen spread (k) of the channel matrix 
in the range of 0–12. The CR also has 12 chan-
nels available with varying SNR and bandwidth 
(either 1.25 or 2.5 MHz). At each time step, the 
CR can transmit over only one of the available 
channels.

In Fig. 5, we show the results from each CE 
algorithm and the meta-CE algorithm using offline 
classification for BCAC. The meta-CE algorithm 
simply selects the CE algorithm that was found 
to have the best adaptation performance for the 
current operating scenario. Best performance is 
defined as the total throughput achieved during 
the adaptation session. We used a support vec-
tor machine (SVM) as an offline classifier to be 
trained by 200 operating channel scenarios. We 
assume that the channel conditions remain static 
for 100 time steps; therefore, each adaptation ses-
sion’s duration is also 100 time steps. As a result, 
at time step 0, 100, …, 500 the algorithms have 
to readjust to the new channel conditions. It was 
found, that the meta-CE selects with a probabil-
ity of 92 percent the CE algorithm that is better 
suited to the given channel conditions. Figure 5 
depicts the total data transferred for all 500 time 
steps (we assume that each time step takes 0.1 
ms), which clearly shows the benefit achieved by 
the meta-CE. The meta-CE transfers a total of 
900 kbits vs. 700 kbits transferred by the best indi-
vidual CE algorithm.

In Fig. 6, we compare the performance of 
meta-CE, when the online BCAC method is 
used, with the performance of the individual 
CEs. The operating objective of the CEs in this 
example is maximizing throughput. We use the 
regret concept to compare the CEs. Regret is 
defined as the difference between the expected 
reward sum (throughput) using optimal decisions 
and the actual reward sum that each CE algo-
rithm obtains through its decisions.

Here we compare the results from the offline 
and online BCAC methods (Figs. 5 and 6). With 
the offline method (Fig. 5), the meta-CE selects 

the best CE algorithm 92 percent of the time. 
When the meta-CE uses the online method (Fig. 
6), since it begins with no information, at the 
start its accuracy is 33 percent with a normal-
ized regret equal to 0.39. This means that the 
performance of the system with the meta-CE at 
time step 0 is 61 percent (1 – regret) of the ideal 
throughput. As the online meta-CE learns at 
each time step, its decision accuracy improves 
and its regret decreases. Therefore, the meta-CE 
reaches 85 and 95 percent of the ideal perfor-
mance after 50 and 120 trials, respectively.

Our results demonstrate that selecting a CE 
algorithm based on the operating conditions 
using our meta-CE framework has significant 
performance advantages. This results in more 
efficient channel utilization, allowing more users 
to share the same bandwidth.

Figure 5. Average metacognitive engine performance (offline classification).
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Figure 6. Average metacognitive engine regret (online classification).
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Future Work

Our future plans include the following: first, 
develop more efficient and mature methods 
for operating scenario identification and 
CE selection. The current algorithm classi-
fication methods are resource intensive, and 
their accuracy can be improved. We plan to 
investigate more appropriate channel met-
rics to be used for channel scenario identi-
fication. Second, assessing the knowledge 
acquired by a CE and the rate at which that 
knowledge is acquired is also important. 
We will therefore work on quantifying the 
experience level of a CE. Third, we plan to 
develop a meta-CE that can construct its own 
CE algorithm by using a set of primitive CE 
operational elements.

Conclusions

The work presented here shows the evolution 
from cognitive engines to metacognitive engines 
for cognitive radio. This evolution can pave the 
way for another generation of CEs with better 
performance. A meta-CE inherently solves the 
problem of characterizing and evaluating the per-
formance of a CE since this process is built into 
the meta-CE. Using this information, a meta-
CE can provide estimates of its expected perfor-
mance. In this work, this information is derived 
from the performance of individual CEs. The 
methods presented in this article are the building 
blocks for a meta-CE framework, and only the 
beginning of the development of more advanced 
and sophisticated techniques and processes for 
metacognition in radios. 
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Abstract

We present software defined access (SDA), 
an architecture for HetNets that incorporates 
various elements of SDN and software defined 
wireless networking (SDWN). SDA introduces a 
novel logical control path across radio interfac-
es and up to mobile devices. This control path 
allows SDA to regulate and configure data path 
via different RATs. Unlike SDN and SDWN, 
SDA can be deployed without changing network 
elements of RATs. The userspace implemen-
tation of client side utility is also presented to 
empower mobile devices with SDN-like flow 
management. This client with cloud hosted SDA 
servers presents an alternative for operator-in-
dependent and RAT-agnostic standalone SDA 
deployment. To demonstrate some of SDA’s 
capabilities, we also present various testbed 
experimental measurement results.

Introduction
The proliferation of smart devices and mobile 
applications has brought web-based services closer 
to the masses. It has changed the way we order 
pizza, use taxis, and bank. Most importantly, it has 
transformed our means of personal and profes-
sional communication. This has given birth to ever 
increasing demands of mobile data traffic. Fur-
ther enhancements in device, communication, and 
web technologies are going to fuel this even more. 
This growing demand has already put network 
infrastructure under a lot of stress. Due to fierce 
competition, average revenue per user (ARPU) is 
lagging behind this burgeoning demand. Increas-
ing demand and decreasing revenue present an 
imminent threat to networks and operators.

To handle this situation, multiple solutions are 
being adopted. These solutions aim to improve 
network utilization, boost spectral efficiency, 
and enhance interworking among different radio 
access technologies (RATs), such as Long Term 
Evolution (LTE) and WiFi. We enumerate some 
of the widely discussed solutions below:

Traffic Engineering: Traditionally, networks 
offer minimal intelligence at the core with simple 
functionalities (e.g., routing). Traffic is usually 
routed through a fixed or the shortest path. This 
inefficient scheme causes congestion on some 
network paths, whereas others remain underuti-
lized. Routing with awareness of load on differ-
ent paths can improve overall system utilization. 
Moreover, network flows carrying traffic usually 
have diverse service requirements. For example, 

some applications and their flows are delay-toler-
ant; therefore, routing them through a non-short-
est path while meeting their quality of service 
(QoS) requirements can reduce load on the 
shortest path. Such intelligent traffic engineering 
with awareness of load and flow requirements 
can improve network utilization and guarantee 
flow-specific QoS requirements.

Network Virtualization: To reduce operation-
al cost, operators have increasingly embraced 
network virtualization. It facilitates shared net-
work resources among multiple different oper-
ators with better service guarantees. Software 
defined networking (SDN) is an approach that 
virtualizes network elements (e.g., switches and 
routers) and shares them among different flows, 
services, and operators. SDN decouples the con-
trol plane from the data path, and uses a cen-
tralized controller to configure the data path 
through the control plane [1]. Network functions 
virtualization (NFV) is another approach, which 
virtualizes different network servers (name serv-
er, etc.) with the help of IT virtualization tech-
niques. Although independent of each other, 
SDN with NFV can provide efficient traffic engi-
neering and better service orchestration.

Heterogeneous Deployment: Increasing mobile 
traffic demands spectral efficiency. Current RATs 
already operate near theoretical limits of spectral 
efficiency at the physical layer. Further increments 
in spectral efficiency are expected from diversi-
ty gains (e.g., transmission or reception diversi-
ty). Heterogeneous networking (HetNet), with 
low-power intermediate nodes (e.g., femtocells) 
and small cells, can leverage these diversities and 
boost spectral efficiency even more. Additionally, 
HetNets are useful in reducing coverage holes and 
extending cell coverage.

MultiRAT Architecture: Multiple different 
RATs in a HetNet deployment operating at dif-
ferent frequencies is considered part of evolv-
ing fifth generation (5G) networks [2]. Although 
HetNet deployment can provide better connec-
tivity to the core network through individual 
RATs, spectrum scarcity and growing demand 
advocate enhanced interworking among these 
multi-RAT HetNets. Such convergence requires 
an architecture to incorporate multiple RATs 
and facilitate interworking. Software defined 
wireless networking (SDWN) is expected to 
address this architectural need. SDWN inter-
works with multiple RATs and extends the con-
trol path to the infrastructure plane consisting of 
base stations, access points, and so on. Using an 
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SDN-like interface with applications, SDWN can 
also configure RATs to support application-spe-
cific demands. Different technologies mentioned 
above suggest that a futuristic network will have 
converged multi-RAT HetNet deployment and 
an SDWN/SDN-like architecture with enhanced 
interworking and intelligent traffic engineering 
[3]. In this work, we address such a converged 
multi-RAT HetNet architecture.

SDMN advocates changes to various RAT 
elements. Adopting these changes across differ-
ent RATs will be an expensive and slow process. 
Therefore, we propose a readily deployable alter-
native called software defined access (SDA).

This work is organized as follows. We present 
an overview of SDN and SDWN architectures. 
Thereafter, we review a few relevant MultiRAT 
interworking mechanisms. Then we introduce the 
proposed SDA architecture and discuss different 
SDA procedures enabling MultiRAT interwork-
ing. The prototype implementation is explained, 
and experimental results are presented to demon-
strate operator-independent QoS-aware offloading. 
Finally, we conclude with pointers to future work.

Overview: SDN, SDWN, and SDA
Figure 1 shows SDA along with SDN and 
SDWN. For simplicity, we have presented SDN, 
SDWN, and SDA independent of each other. 
However, SDN is generally considered to be part 
of SDWN, and we foresee SDWN adopting some 
of SDA’s functionalities too. To understand the 
differences between these architectures, we first 
identify the following five planes.

Application Plane: The application plane 
consists of different application servers. NFV 
techniques can be employed to virtualize these 
servers for better service orchestration.

Control Plane: SDN has introduced this new 
plane consisting of an SDN controller. We place 
the SDWN controller and SDA controller in this 
plane. These controllers are responsible for intel-
ligent traffic policing and employ the control path 
to enforce these policies. The SDN control path 
is limited to the core network, whereas SDWN 
extends the SDN control path to the RAT infra-
structure (e.g., base station, access point), and the 
proposed SDA introduces a novel control path 
across the air interface up to a mobile device. All 
these programmable controllers can also inter-
act with the application plane and adapt policies 
to accommodate different application-specific 
requirements. OpenFlow SDN architecture has 
standardized northbound application program-
ming interfaces (APIs), which govern the interface 
between the control and application planes [1].

Data Plane: This plane consists of a data path 
with switches and routers constituting the legacy 
network core. The SDN control path terminates 
in this plane. OpenFlow SDN architecture sug-
gests southbound APIs to administer traffic poli-
cies between the control and data planes [1].

Infrastructure Plane: This plane consists of 
different RAT elements (base station, access 
points, etc.). SDWN attempts to extend the 
SDN control path up to this plane. Although the 
SDWN architecture is still evolving, there are 
a few relevant architectures for SDWN. Open-
Roads extends OpenFlow by using Simple Net-
work Management Protocol (SNMP) [4]. On the 

other hand, RAT-specific southbound APIs are 
employed for HetNet SDN [5]. OpenRadio out-
lines refactoring radios to devise a programma-
ble data plane for SDWN [6].

User Plane: The user plane is the last plane 
consisting of end-user equipments (UE) (e.g., 
tablets and smartphones). Due to the preva-
lence of multiple radios in these devices, they 
can connect to the network core via multiple 
RATs. By selecting different radios for different 
applications, these devices can act as wireless 
switches for traffic originating or terminating at 
them. Moreover, a data path over a given RAT 
can be exploited to configure a data path over 
other RATs. In multi-RAT deployments, a tem-
poral logically separate control path can also be 
devised from multiple data paths. The proposed 
SDA architecture employs such a logical control 
path between UE and SDA controller.

Existing Interworking Methods
Interworking among different RATs will be a key 
component in emerging networks. We now pres-
ent an overview of existing multi-RAT interwork-
ing mechanisms and their limitations in order to 
motivate the need for an innovative solution.

The Third Generation Partnership Project 
(3GPP) has adopted several measures to facili-
tate LTE-WiFi interworking for LTE-Advanced 
(LTE-A) systems. MAPCON allows UE to main-
tain simultaneous multiple data paths over differ-
ent RATs [7]. The access network discovery and 
selection function (ANDSF) and IFOM mecha-
nisms are proposed to enable RAT selection and 
flow mobility across different RATs [8]. These 
technologies rely on DualStack Mobile IPv6 
(DSMIPv6), but it requires kernel-level modifica-
tion to UEs. Proxy Mobile IPv6 (PMIPv6)-based 
flow mobility requires changes in RAT elements 
[9]. Apart from UE or RAT modifications, these 
technologies also mandate coordination among 
operators. Cellular and non-cellular services are 
usually marketed separately, and very often users 
subscribe to these services separately too. These 
3GPP mechanisms may not be helpful for users 
with subscriptions to non-coordinating operators.

We attempt to address these shortcomings by 
introducing SDA. We propose SDA as a readily 
deployable architecture to facilitate operator-in-

Figure 1. SDN, SDWN, and SDA.
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dependent multi-RAT interworking with minimal 
changes to existing RAT elements. We believe that 
the operator-independent architecture will also help 
operators by reducing RAT complexity and promot-
ing better utilization of current RAT infrastructure.

SDA ARCHITECTURE
Figure 2 presents the proposed SDA architec-
ture. It consists of two new network entities, 
SDA-Gateway (SDA-g) and SDA-Controller 
(SDA-c). On UE, it makes use of SDA userspace 
client (SDA-u) and SDA virtual network func-
tion (SVNF). SDA-g and SDA-c are assumed to 
be accessible via all the different RATs available 
to UEs. Details of different elements are pre-
sented below.

SDA Virtual Network Function: The SVNF 
is a system utility that provides a virtual net-
work interface. It acts as a bidirectional conduit 
between applications and SDA-u. It maintains an 
IP address assigned by SDA-c. This RAT-inde-
pendent IP address allows applications to main-
tain their sockets and flows during handover and 
coverage loss.

SDA-u: SDA-u is a client side utility run-
ning as a service on UEs. It is responsible for 
authenticating mobile devices with SDA-c. It also 
updates SDA-c with user preferences. It complies 
with traffic policies provided by SDA-c. SDA-u is 
responsible for configuration of the data path 
between SVNF and SDA-g. SDA-u splits various 
outgoing flows into subflows specific to differ-
ent RATs. It also retrieves incoming flows from 
RAT-specific subflows. Other responsibilities of 
SDA-u include loss recovery, delay adjustment, 
and encryption of the data path.

SDA-g: SDA-g works as a proxy server and 
a gateway for the SDA network. On the data 
path, it performs functions similar to the SDA-u. 
It also reports different subflow characteristics 
(e.g., delay, loss, and throughput) to SDA-c.

SDA-c: It is the centralized SDA controller. 
SDA-c authenticates UEs and authorizes them 
in accordance with their profile and preferences. 
It establishes different data subflows between 

SDA-u and SDA-g. SDA-c enforces a multitude 
of traffic policies (e.g., offloading, aggregation) 
over these subflows. Additionally, it monitors 
the data path using measurement reports from 
SDA-u and SDA-g. It can also detect sever-
al impairments (interference, congestion, etc.) 
through these measurements and adapt traffic 
policies to ensure better QoS.

Data and Control Path

For the data path, SDA relies on multiple sub-
flows. These subflows are network flows bound 
to different RATs. SDA-u and SDA-g dissemi-
nate outgoing user data over these subflows. They 
also retrieve incoming flows from these subflows. 
These dissemination policies of user flows over 
subflows are governed by SDA-c. SDA-c classi-
fies traffic on a per flow basis and enforces differ-
ent policies for different flows. These policies are 
essentially routing policies with weighted matri-
ces, and provide mapping between user flows and 
RAT-specific subflows. SDA realizes flow offload-
ing from a RAT by removing mapping of flows 
from that RAT or associated subflow. Similarly, 
aggregation can be achieved by selecting multiple 
RATs or subflows with appropriate weights.

For the logical control path, SDA depends 
on multiple UDP flows. It uses three-way 
handshake and UDP hole-punching to traverse 
through Network Address Translation (NAT). 
Communication over this control path dynam-
ically selects the appropriate RAT to achieve 
better reliability and have the least impact 
on data flows. This logical flow is initiated by 
SDA-c during the registration process after 
successful authentication. Although this work 
does not consider symmetric and restricted 
cone NATs, we assume three-way handshake 
can be replaced with an appropriate pro-
cedure to enable UDP NAT traversal [10]. 
The SDA three-way handshake is as follows. 
SDA-c assigns a local port number and a con-
nection identifier to SDA-u. SDA-c sends this 
information over an initial TCP connection 
used for authentication. Thereafter, SDA-u 

Figure 2. Proposed SDA architecture.
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opens a UDP socket bound to localhost and 
communicates to SDA-c on the assigned UDP 
port with the connection identifier. SDA-c 
learns the public IP information (public IP 
address and port number) of SDA-u and 
sends an acknowledgment to SDA-u over a 
new control socket. It concludes three-way 
handshake. Whenever SDA-u registers to 
a new RAT, it makes use of the previously 
established control path to initiate this three-
way handshake over the new RAT. It helps 
SDA-c to maintain a list of public IP infor-
mation linked to the same SDA-u over differ-
ent RATs. Finally, dynamic RAT selection in 
this logical control path is achieved by select-
ing appropriate destination IP information in 
downlink and source IP information in uplink 
communication.

Interworking with SDN/SDWN
SDA introduces one new node in the control 
plane (i.e., SDA-c) and one in the data plane 
(i.e., SDA-g). SDA can achieve operator inde-
pendence by hosting these servers outside oper-
ators’ networks. Additionally, SDA-c can interact 
with the SDN/SDWN controller of the under-
lying RATs for enhanced interworking and bet-
ter resource management. We foresee SDWN/
SDN to accommodate SDA controllers into their 
controllers. However, SDA can also be deployed 
independently without SDN/SDWN as a cloud 
service (i.e., SDA-as-a-service). We illustrate our 
prototype implementation of SDA-as-a-service 
later in this article.

Call Flow in SDA Systems

Figure 3 illustrates a sample call flow with registra-
tion, measurement, and flow offload procedures in 
SDA. We consider UE with LTE and WiFi radios. 
We assume LTE as the primary RAT and WiFi 
as the preferred RAT for flow offloading. There-
fore, SDA-u will register and start communication 
over LTE; then the availability of WiFi will cause 
flow offload from LTE to WiFi. As shown in Fig. 
3, SDA-u sends a RegistrationRequest to SDA-c 
using a TCP connection over LTE. This request 
consists of identity and authentication data as well 
as user preferences. SDA-c makes use of this infor-
mation to authenticate and identify an appropriate 
QoS level for SDA-u. To configure the data path, 
SDA-c sends an AddSession message to SDA-g. 
This message includes ConfigureSession, which 
provides configuration for data and control path 
as well as periodic measurement reports. Config-
ureSession also embeds a PolicyUpdate message to 
configure the transmission policy. The transmission 
policy enables SDA-g/SDA-u to schedule packets 
among different RATs. As discussed earlier, SDA 
transmission policies are essentially routing poli-
cies. In a standalone implementation of SDA, these 
policies do not interact with RAT-specific radio 
resource scheduling. Furthermore, SDA-g acknowl-
edges successful configuration to SDA-c with an 
AddSessionACK message. Thereafter SDA-c cre-
ates a UDP socket for the control path and sends 
a RegistrationACK message to SDA-u indicating 
successful registration. This RegistrationACK also 
includes ConfigureSession consisting of configura-
tions for control, data path, and measurement ses-
sions. It also conveys an embedded PolicyUpdate 

message along with scheduling policy and initiates a 
three-way handshake for initial control path config-
uration. After successful registration, SDA-u sends 
ControlPing over UDP using the default RAT to 
SDA-c. SDA-c learns the public IP address (and 
port number) of SDA-u and sends an acknowl-
edgment back by sending ControlPingReply over 
the control path. Finally, SDA-u sends PolicyUp-
dateACK to SDA-c and terminates the TCP ses-
sion with SDA-c. Thereafter, user data is carried 
over LTE, periodic measurements are reported by 
SDA-u and SDA-g.

When WiFi becomes available, SDA-u sends 
LinkSetUpdate message to SDA-c with WiFi net-
work information over the control path. Since 
WiFi is the preferred network, SDA-c triggers off-
load of data flows. It updates SDA-g about the 
new data path by sending ConfigureSession. SDA-g 
replies back with ConfigureSessionAck to SDA-c, 
indicating the completion of configuration. SDA-c 
sends a PolicyUpdate message to SDA-u with the 
new scheduling policy. This is followed by a three-
way handshake to update the logical control path 
over WiFi. Once the control path over WiFi is 
configured, SDA-u sends a PolicyUpdateACK over 
WiFi, and all data flows are offloaded to WiFi. 

Figure 3. Sequence diagram for offloading.
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Also, SDA-u and SDA-g send periodic measure-
ment reports assisting SDA-c in monitoring.

Apart from priority-based offloading and 
registration, the above example also illustrates 
measurement procedures in SDA. SDA-c can 
configure these measurement sessions to identify 
a variety of conditions (e.g., coverage loss, con-
gestion). This measurement information can be 
used to facilitate QoS aware traffic engineering.

Prototype Implementation
In this section, we discuss the standalone deploy-
ment of SDA-as-a-service. We make use of 
SDA-c and SDA-g servers hosted on a cloud 
infrastructure. SDA-u registers to SDA-c with 
its credentials and preferences. SDA-c facilitates 
UDP-based control and data paths to SDA-u. 
SDA-c also assigns an IP address that does not 
change with changes in the IP addresses of the 
underlying RATs. SDA-c makes use of different 
measurement reports from SDA-u and SDA-g 
to identify the optimal scheduling policy of user 
data over RAT-specific subflows.

Cloud hosted SDA servers provide the neces-
sary framework for operator-independent SDA 
deployment with no changes in underlying RATs. 
To make SDA-as-a-service a readily deployable 
solution, we present the design of SDA-u imple-
mented as a userspace application.

SDA-u Design

Our SDA-u design depends on basic function-
alities (e.g., socket) provided by many operating 
systems ( e.g., Unix/Linux, Windows). Figure 4 
illustrates the design of SDA-u. Each component 
of SDA-u is explained below.

Tun/Tap: Tun/Tap is used as an SVNF here. 
It carries IP configuration provided by SDA-c. 
The Tun/Tap interface forwards all the outgoing 
packets sent by other network applications to 
SDA-u. It also delivers all the packets sent by 
SDA-u to the respective applications.

Multiple Flow Handler: The MFH is a core 
module for the data path. The MFH is common 
between SDA-g and SDA-u. It reads outgoing 
flows from Tun/Tap and employs different func-
tions (e.g., encapsulation, encryption) to process 
them. Processed flows are forwarded to different 
UDP sessions/subflows bound to different RATs. 
It communicates with SDA-g and ensures multi-
link reliable UDP connectivity.

UDP Session Manager: The USM maintains 
and manages different UDP sessions with SDA-
g. The USM reestablishes UDP sessions upon 
link failure or handover. It also takes care of the 
maintenance of the control path.

Link Manager (LM): The LM maintains 
IP connectivity with various RATs. It triggers 
RAT-specific procedures for registration and 
association. It requests the USM to reestablish 
subflows upon changes in IP configuration. It 
also identifies link losses/failures and requests 
the USM to close associated subflows.

Client Manager: The CM is the main controller of 
the SDA-u software system. It takes care of authen-
tication and association with SDA-c and also reports 
measurement information requested by SDA-c. It 
enforces different policy updates from SDA-c.

Preference Editor: PrefEdit is a user inter-
face. PrefEdit allows a user to modify preferenc-
es, RAT priorities, and RAT-specific procedures.

This design does not require kernel updates, 
and can be implemented and installed as an appli-
cation. User space implementation of SDA-u 
along with cloud hosted SDA-c and SDA-g servers 
presents a readily deployable solution to facilitate 
operator-independent multi-RAT interworking 
without altering the underlying RATs.

Experimental Results

Figure 5 presents our SDA-as-a-service exper-
imental setup. We implemented SDA-u on a 
mini-ITX unit with a 1.86 GHz Intel Atom pro-
cessor, 4 GB RAM, and an Intel Advanced-N 
6235 wireless card. SDA-c and SDA-g servers are 
deployed on Amazon ec2 cloud. All SDA enti-
ties were implemented on Ubuntu 14.04. A Net-
gear WNDR3400v2 access point with a university 
LAN is used to provide the WiFi data path. The 
LTE data path is established using a Pantech 
UML 290 card over Verizon’s LTE network. 
The IPERF utility is used to evaluate throughput 
over this setup. To demonstrate the capability of 
SDA-as-a-service, we emulated congestion in the 
LTE data path. SDA-c identifies congestion and 
offloads flow from LTE to avoid throughput deg-
radation. We call it QoS-aware offloading.

Figure 6 presents QoS-aware offloading under 
SDA-as-a-service. This figure presents a timeline 

Figure 4. SDA-u design.
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plot of TCP throughput performance over the SDA 
data path. In this experiment, we assume LTE as the 
preferred network. For the first 20 s, the SDA data 
path is catered for by the LTE data path. During 
this period the WiFi data path is not used, although 
SDA-c monitors it through measurement reports. 
Meanwhile, the average throughput performance 
observed is 7.7 Mb/s. After 20 s, NETEM and IPT-
ABLE utilities are used to reduce the LTE through-
put to 500 kb/s. The SDA-c detects it as core network 
congestion and offloads traffic to the WiFi network. 
Up to the 40th second this simulated congestion is 
maintained, and traffic is served through the WiFi 
data path with 3.6 Mb/s of average throughput. 
When throttling of LTE is removed, SDAc detects 
this event. Since the preferred RAT (i.e., LTE) can 
now serve a larger throughput, SDA-c offloads flow 
to LTE. In this last stage, SDA data path is routed 
over LTE with an average throughput of 7.3 Mb/s. 
In this experiment, offloading delay is measured 
as 0.8 s for LTE to WiFi offloading and 1.3 s for 
WiFi to LTE offloading. LTE and WiFi networks 
exhibit different round-trip delays, 180 ms and 35 
ms, respectively. When flow is offloaded from WiFi 
to LTE, due to increased delays, TCP throughput 
degrades initially, and thereafter recovers and sat-
urates the LTE data path. This is why throughput 
drops after 40 s before ramping up to the appropri-
ate LTE throughput.

These experimental results demonstrate the 
capability of standalone implementation of SDA 
(i.e., SDA-as-a-service) to offload flow to and 
from different RATs as well as the capability 
to detect congestion in the data path and adapt 
accordingly.

Advantages of SDA
As discussed above, SDA-as-a-service implemen-
tation makes SDA agnostic to network operators 
and the underlying RATs. We foresee SDA as a 
complementary to futuristic SDWN architectures. 
Some of the advantages of SDA are the following.

Logical Control Path: Extension of the logical 
control path up to mobile devices will provide better 
means of control and reconfigurability to SDWNs.

User-Centric Architecture: SDA introduces 
UEs into an SDWN-like architecture. This can 
help SDWNs to converge into a user-centric 
architecture. Such an architecture can bring fine-
grained control over various network elements 
with an awareness of user preference and can 
provide superior QoS.

QoS-Aware Flow Mobility: SDWN-based flow 
offloading often relies on fixed preferences for 
RATs (e.g., offload to WiFi). Such offloading 
can result in poor user experience if offloaded 
flow encounters poor network conditions (e.g., 
interference). By adopting SDA like opera-
tor-independent offloading, SDWN can cater for 
seamless and QoS-aware offloading.

Application/Service Awareness: SDA provides 
integration of user preferences and application 
service requirements in SDWN/SDN architecture. 
For example, it can enable opportunistic multi-
RAT aggregation for data-hungry applications.

Conclusion
We have presented SDA, a novel architecture to 
facilitate interworking in multi-RAT HetNets. 
SDA also provides better reconfigurability and 

control to SDWNs without changing any network 
elements. A standalone deployment of SDA, 
SDAas-a-service, is also introduced. Experimen-
tal results show the efficacy of the prototype 
deployment.

In the future, we will implement SDA-as-a-
service on smart devices and evaluate the impact 
of these mechanisms on battery life.
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Figure 6. SDA data offloading performance.
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Series Editorial

This is the 20th issue of the series on Network and Service 
Management, which is typically published twice a year, in 
January and July. The series features articles on the latest 

developments in this well established discipline, highlighting recent 
research achievements and providing insight into both theoretical 
and practical issues related to the evolution of the discipline from 
different perspectives. The series provides a forum for the publica-
tion of both academic and industrial research, addressing the state 
of the art, theory, and practice in network and service management.

A key annual event of the network and service management 
community was the 11th International Conference on Network 
and Service Management (CNSM 2015) (http://www.cnsm-conf.
org/2015/), which was co-sponsored by IFIP and IEEE and orga-
nized in cooperation with ACM. CNSM 2015 took place Novem-
ber 9–12 in Barcelona, Spain, and it hosted among other things 
the technical program committee meeting of the IEEE/IFIP 
Network Operations and Management Symposium (NOMS 
2016), which will take place April 25–29 in Istanbul, Turkey. 
Other noteworthy events in the first half of 2016 are the 2nd 
IEEE Conference on Network Softwarization (NetSoft 2016) 
taking place June 6-10 in Seoul, Korea, and the 10th Confer-
ence on Autonomous Infrastructure, Management and Security 
(AIMS 2016) taking place June 20–24 in Munich, Germany. 

During the CNSM 2015 conference, a number of discussions 
took place focusing on how to improve the network and service 
management taxonomy, which has been used by several confer-
ences in this discipline. The discussions were fueled by a ques-
tionnaire produced by the European FLAMINGO research 
project in order to collect input about the relevance of topics. 
A total of 154 people provided input, 49 from industry and 105 
from academia. While there is much commonality in how these 
groups judge the importance of topics, there are also notable 
differences. One topic area where judgments differ is the man-
agement of the Internet of Things and its services. Participants 
from academia consider topics related to the Internet of Things 
much more important than participants from industry.

We again experienced excellent interest for the 20th issue, 
having received 28 submissions in total. We received at least 
three independent reviews for all the articles, finally selecting 
four articles, resulting in an acceptance rate of 14.3 percent. It 
should be mentioned that the acceptance rate for all the previ-
ous issues has ranged between 14 percent and 25 percent, mak-
ing this series a highly competitive venue to publish. We intend 
to maintain our rigorous review process in future issues, thus 
maintaining the high quality of the published articles.

The first article, “Cloudifying the 3GPP IP Multimedia Sub-
system for 4G and Beyond: A Survey” by Abu-Lebdeh, Sahoo, 
Glitho, and Chouati, explains that the 3GPP IMS does not meet 

requirements for 4G and beyond, while cloudifying it will allow its 
use as a service delivery platform. In this context it provides a criti-
cal overview of the relevant architectures proposed so far.

The second article, “Management and Orchestration Chal-
lenges in Network Function Virtualization” by Mijumbi, Serrat, 
Gorricho, Latre, Charalambides, and Lopez, first presents the 
ETSI NFV management and orchestration framework, then 
presents representative projects and vendor products, and finally 
identifies open challenges and opportunities for future research.

The third article, “Transparent Reallocation of Control 
Functions in IMS Deployments” by Garcia-Reinoso, Vidal, 
Bellavista, Soto, and Aranda-Gutierrez, presents a solution to 
transfer users between IMS elements so that an operator can 
perform redistribution of load and be able to accommodate 
instantaneous load generated by users.

Finally, the fourth article, “Self Healing in Mobile Networks 
with Big Data” by Khatib, Barco, Munoz, de la Bandera, and 
Serrano, considers the amount of control and measurement 
data used by self-healing systems in mobile networks which can 
be characterized as big data, and subsequently surveys some 
relevant use cases along with their big data solutions.

We hope that readers of this issue again find the articles 
informative, and we will endeavor to continue with simi-
lar issues in the future. We would finally like to thank all the 
authors who submitted articles to this series and the reviewers 
for their valuable feedback and comments on the articles.
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Abstract

4G systems have been continuously evolv-
ing to cope with the emerging challenges of 
human-centric and M2M applications. Research 
has also now started on 5G systems. Scenarios 
have been proposed and initial requirements 
derived. 4G and beyond systems are expected 
to easily deliver a wide range of human-centric 
and M2M applications and services in a scalable, 
elastic, and cost-efficient manner. The 3GPP 
IMS was standardized as the service delivery 
platform for 3G networks. Unfortunately, it does 
not meet several requirements for provisioning 
applications and services in 4G and beyond sys-
tems. However, cloudifying it will certainly pave 
the way for its use as a service delivery platform 
for 4G and beyond. This article presents a criti-
cal overview of the architectures proposed so far 
for cloudifying the IMS. There are two classes of 
approaches; the first focuses on the whole IMS 
system, and the second deals with specific IMS 
entities. Research directions are also discussed. 
IMS granularity and a PaaS for the development 
and management of IMS functional entities are 
the two key directions we currently foresee.

Introduction
Mobile systems have been undergoing a rather 
fast evolution recently. Fourth generation (4G) 
systems have provided increasingly higher band-
width, lower latency, and more features to meet 
the more stringent requirements of human-cen-
tric and machine-to-machine (M2M) communi-
cations since their inception during the second 
half of the last decade. This constant innova-
tion has paved the way for the growth of future 
human-centric and M2M applications, and is 
now leading us to the 5G era. 

METIS is a European project that aims to 
lay the foundation of the 5G concept to fulfill 
the requirements of the beyond-2020 connected 
information society and support new usage sce-
narios. It identifies five service and application 
scenarios that 5G will have to support: amazingly 
fast great service in a crowd, best experience fol-
lows you, super real-time reliable communications, 
and ubiquitous things communicating [1]. Sever-
al requirements are derived from these scenari-
os, such as much higher bandwidth, much lower 
latency, and much more stringent reliability and 

scalability than offered today by the evolved 4G 
systems. For instance, 5G systems are expected 
to attain 10 to 100 times higher user data rate 
and 5 times lower end-to-end latency [1]. Anoth-
er example is the requirement of cost efficiency, 
which was not a primary concern in 4G. This is 
certainly due to the recent emergence of new 
technologies such as cloud computing that can 
easily enable cost efficiency.

The Third Generation Partnership Project 
(3GPP) IP multimedia subsystem (IMS) [2] is 
a strong candidate for application and service 
provisioning in 4G and beyond because it will 
enable a smooth migration. It was specified as 
the application and service delivery platform for 
3G networks and was then used at the inception 
of 4G as the de facto service platform. However, 
it does not meet all of the requirements of 4G 
and beyond.

Cloud computing has emerged as a paradigm 
for delivering computing resources (e.g., servers 
and storage) as a utility. It promises many ben-
efits including elasticity, efficiency in resource 
usage, easy application and service provisioning, 
and cost reduction. It has established the foun-
dations for the emergence of network functions 
virtualization (NFV), which aims to transform 
network architectures through the implemen-
tation of network functions (e.g., IMS) in soft-
ware that can run on industry standard hardware. 
Cloud and NFV technologies can certainly aid in 
tackling the IMS shortcomings when it comes to 
the requirements of 4G and beyond mobile and 
wireless systems.

There are several approaches for integrating 
IMS and cloud technologies. Gouveia et al. [3] 
illustrate these approaches by presenting scenar-
ios in a 4G network setting. In the first group 
of scenarios, IMS is re-engineered using cloud 
technologies. In the second group, IMS is used to 
access applications and services implemented in 
clouds. In this article, “cloudifying IMS” means 
re-engineering IMS using cloud technologies. 
This corresponds to the first group of scenarios. 
Readers interested in the use of IMS to access 
applications and services implemented in the 
cloud can consult [4].

This article is a survey on IMS cloudification 
for 4G and beyond. It provides a critical review 
of the architectures for cloudyfying IMS that 
have been proposed in the literature and further 
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discusses research directions. NFV-based archi-
tectures are included in our review. The archi-
tectures proposed for IMS cloudification thus 
far focus on either the entire IMS system or on 
specific entities. We start by introducing IMS, 
cloud computing, and NFV, and also outlining 
the requirements of IMS cloudification for 4G 
and beyond. The third section reviews the archi-
tectures that focus on the entire IMS system. In 
the fourth section, we discuss the architecture 
that focuses on specific IMS entities. The fifth 
section focuses on research directions, and we 
conclude in the final section.

Background Information on 
IMS, Cloud Computing/NFV, and 

Requirements for IMS Cloudification

IMS
IMS is an overlay control layer on top of an IP 
transport layer required for seamless and robust 
provisioning of IP multimedia services to end users. 
It is made up of a service layer and a control layer. 
The service layer includes application servers, such 
as a presence server. The key functional entity of 
the control layer is the call state control function 
(CSCF). It uses the Session Initiation Protocol 
(SIP) to control multimedia functions.

Figure 1 depicts a simplified architecture for 
an IMS network. There are three types of CSCF: 
proxy-CSCF (P-CSCF), interrogating-CSCF 
(I-CSCF), and serving-CSCF (S-CSCF). The 
P-CSCF is the first point of contact for the IMS 
user equipment (UE) within an IMS network. 
It acts as a stateful SIP proxy when routing SIP 
signaling messages going to and from an IMS 
UE. It is allocated to the IMS UE and does 
not change for the duration of the registration. 
I-CSCF is the first contact point for external IMS 
networks. It is a stateless SIP proxy that selects 
an S-CSCF for IMS UE and routes incoming SIP 
signaling messages to the selected S-CSCF. The 
S-CSCF is the central node of the signaling plane 
of an IMS network. It acts as a stateful SIP reg-
istrar and proxy in an IMS network. As a SIP 
registrar, it registers IMS users and maintains the 
binding between the public user identity and the 
user profile. It also interacts with the home sub-
scriber server (HSS) via the Cx reference point 
to obtain users’ profiles. As a SIP proxy, the 
S-CSCF forwards specific types of SIP messages 
to the appropriate application server.

The HSS is another key component of the 

architecture. It is the central database of the 
mobile network that contains user-related infor-
mation, such as subscription, location, and iden-
tification information. It supports the network 
entities’ functions (e.g., mobility) and service 
provisioning. Several IMS functional entities at 
both the IMS service and control layers interact 
with it using the diameter protocol.

The SIP application server (AS) is a SIP-based 
server that implements the logic of IMS services. 
The SIP AS interacts with HSS to obtain users’ 
profiles via the Sh reference point. An example 
of an IMS service is the presence service, which 
accepts, stores, and distributes presence informa-
tion via SIP messages.

The 3GPP IMS specification provides scal-
ability through the distribution of components 
such as the CSCF and HSS. However, despite 
this provision, scalability remains a key issue in 
IMS, as articulated in [5]. This is due to the fact 
that SIP is a text-based protocol. Signaling delay 
may not be sustainable when several CSCFs and 
application servers are deployed. In addition to 
the scalability issue, there is actually no provision 
in IMS for meeting the cost efficiency require-
ment of 4G and beyond mobile and wireless 
communications.

Cloud Computing and NFV
Cloud computing has emerged as a viable deliv-
ery model for IT resources. It leverages visual-
ization technology to enable on-demand network 
access to a shared pool of configurable resourc-
es (e.g., networks, servers, storage, applications, 
and services) with self-service provisioning and 
administration. It has three main service models: 
infrastructure as a service (IaaS), platform as a 
service (PaaS), and software as a service (SaaS).

IaaS offers end users computing resources 
such as processing, storage, and network as a ser-
vice over a network. End users can dynamically 
provision and de-provision resources according 
to their need. Service providers use PaaS to pro-
vision applications and services that are offered 
as SaaS on a pay-per-use basis to end users or 
other applications. PaaS eases the provisioning 
process by adding levels of abstraction to the 
infrastructure offered as IaaS. PaaS solutions 
vary widely in the capabilities they offer. How-
ever, they all have the basic capability to deploy 
applications on IaaS.

The NFV technology offers a new way to 
design, deploy, and manage network services. It 
decouples network functions that are implement-
ed in software from the underlying proprietary 
hardware and runs the software as applications 
(i.e., virtual network functions [VNFs]) on com-
mercial off-the-shelf (COTS) hardware [6]. 
The shift toward software-based network func-
tions leads to flexibility as the VNFs can easily 
be deployed in various locations, updated, and 
scaled without the need to change the hardware.

NFV was developed to benefit the networks 
from virtualization technology to consolidate and 
run VNFs on COTS hardware such as servers 
and switches. It promises many benefits to the 
telco industry such as flexibility, openness, net-
work services agility, and reduced capital expen-
ditures (CAPEX) and operational expenditures 
(OPEX) [6].

Figure 1. Simplified IMS architecture.
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Although related, cloud computing and NFV 
are different concepts. Cloud computing refers to 
the concept of delivering the computing resource 
as a service, whereas NFV focuses on migrat-
ing the network functions to run on COTS hard-
ware. However, by leveraging cloud computing, 
NFV can take advantage of the benefits of cloud 
computing and bring it to the telco industry. The 
benefits include elasticity, resource efficiency, 
and even more reduced CAPEX and OPEX than 
NFV on its own.

The NFV architectural framework [7], as it is 
being standardized by the European Telecommu-
nications Standards Institute (ETSI), is depicted 
in Fig. 2. It comprises NFV infrastructure (NFVI), 
VNFs, and NFV management and orchestration 
layers. NFVI provides the environment in which 
VNFs can execute. It provides the compute capa-
bilities comparable to an IaaS, although usually 
with much more stringent performance require-
ments. It also supports the dynamic network con-
nectivity between VNFs, which can be achieved 
by leveraging emerging technologies such as 
software-defined networking (SDN). The virtu-
alized infrastructure manager performs resource 
management and allocation. The VNF manag-
er handles VNF life cycle management (e.g., 
instantiation, scaling, and termination). The VNF 
orchestrator is mainly responsible for the life cycle 
management of the network services, which usual-
ly includes several VNF instances.

Requirements

The IMS was designed for 3G with human-cen-
tric applications in mind; however, 4G and 
beyond aim to cater for both human-centric 
applications and M2M applications (e.g., smart 
grid). This calls for a redesign of the IMS, 
and cloud computing is the ideal basis since it 
enables features such as scalability and efficien-
cy in resource usage. We consider the following 
requirements to be the most pertinent for cloudi-
fying the IMS for 4G and beyond.

Elastic Scalability: IMS today relies solely on 
using pre-allocated and overprovisioned functional 
entities to meet the expected demand peak. New 
capacity requires significant efforts to manually 
add new equipment to the system. On the other 
hand, a cloudified IMS should take advantage of 
the elasticity of the cloud to adapt dynamically to 
the growing or shrinking of the load requirements 
by adjusting the allocated resources in a fine-
grained manner. Additionally, it should be able to 
smoothly handle a massive number of IMS UEs. 
Indeed, 10–100 times more devices are expected 
to be connected to 5G compared to today. 

Latency: 4G and beyond will support a wide 
variety of human-centric and M2M applications 
that will tolerate different values of latency. Some 
of these applications can tolerate latencies on the 
order of a few seconds, while others have stricter 
latency requirements than what exist today. For 
instance, teleprotection is a mission-critical appli-
cation for power utilities. It includes real-time 
monitoring and alerting functionalities that require 
transferring the messages with about 8 ms delay 
on the application layer [1]. The cloudified IMS 
should be able to support applications that require 
different levels of latency. This includes applica-
tions that have much stricter latency requirements 

compared to today. It should also be able to main-
tain the required latency under a high load.

Resource Efficiency: Today, IMS is installed 
with overprovisioning of resources to accom-
modate the peak demand. However, the shift 
toward on-demand capacity makes resource effi-
ciency more critical, since inefficiency would be 
translated directly into higher running cost (i.e., 
OPEX) with the pay-per-use pricing model.

Figure 2. NFV architectural framework [8].
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Follow-Me: The basic idea behind the “fol-
low-me” concept is that cloud services follow end 
users as they move [8]. Mobile operators will use 
multiple IaaSs that are geographically distribut-
ed and interconnected [8]. IMS and IMS services 
could be deployed in different locations to offer 
better user experience. Therefore, as soon as the 
end user moves, the optimal application server 
for providing the IMS service may change. In the 
future, the service should follow the end user, and 
should always be accessed from the application 
server and through the IMS functional entities 
that ensure the best user experience. Nowadays, 
P-CSCF and S-CSCF entities are allocated to the 
IMS UE and do not change for the duration of 
the registration. Through this period, end users 
access their IMS services through these assigned 
entities. Therefore, to have service mobility in 
this model, the IMS UE should deregister from 
the assigned IMS entities and then register again, 
which causes service interruption.

Requirements are unfortunately often in 
conflict, and our proposed requirements are no 
exception to that tendency. Appropriate trade-
offs will need to be made when new architectures 
are designed. Let us illustrate this by demonstrat-
ing the conflicts between elastic scalability, laten-
cy, and resource efficiency. It is clear that today’s 
granularity level (i.e., 3GPP functional entities) 
is an impediment to elastic scalability. Howev-
er, refining that level of granularity through the 
splitting of the functional entities will usually 
lead to additional cost (e.g. management com-
plexity, inter sub-functional entities communica-
tions). These costs may (or may not) offset the 
gains expected from the refinement. In addition, 
the splitting may prevent latency requirements 
from being met. Therefore, optimal splitting 
becomes the key. We further elaborate on this in 
the research directions section.

Approaches that Deal with the 
Entire IMS

This section reviews the approaches that focus on 
the whole IMS system in the light of the require-
ments set forth above. In these approaches, a 

common pool of resources is dynamically allocat-
ed to IMS functional entities. Figure 3 provides 
an illustration. The physical computation, stor-
age, and networking resources are virtualized. 
This allows for an IMS with a set of interacting 
virtual functional entities (i.e., functional entities 
that rely on virtualized resources). Table 1 sum-
marizes the review findings.

Virtualized IMS
In [9], Lu et al. propose a cloud platform for 
the IMS core network that runs IMS entities on 
cloud-based virtual machines (VMs). The pro-
posed platform supports dynamic resource allo-
cation and disaster protection. The proposed 
resource allocation algorithm can dynamically 
allocate and de-allocate virtual central process-
ing unit (vCPU) and memory resources to VMs 
according to the current workload. The algo-
rithm aims to allow the platform to satisfy the 
carrier-grade response time requirement, achieve 
high resource utilization, and reduce cost.

Additionally, the algorithm assumes that 
each VM boots with an initially allocated vCPU 
and memory. Each VM also has a predefined 
maximum amount of vCPU and memory that 
can be allocated. When the resource utilization 
exceeds a predefined threshold, the system adds 
one vCPU or more memory if the VM has not 
reached the maximum allowed resources. If the 
physical machine (PM) that hosts the VM does 
not have enough resources to scale the resources 
of the VM, the algorithm performs live migration 
of the VM to another PM with enough resourc-
es. The algorithm can also elastically scale the 
number of active PMs in the cloud infrastructure 
automatically according to the workload. It aims 
to achieve high resource utilization and reduce 
power consumption costs.

The proposed resource allocation algorithm 
can elastically scale IMS vertically to adapt to 
the workload, whereas horizontal scalability is 
not tackled. However, the stateful architecture 
for many of the IMS functional entities (e.g., 
S-CSCF) hinders the implementation of horizon-
tal scalability. For instance, it would be difficult 
to terminate an S-CSCF instance when it han-
dles an ongoing call because this would require 
transferring the stored state to another S-CSCF 
instance. The authors propose a resource allo-
cation algorithm to achieve high resource utili-
zation. However, resource efficiency may not be 
maximal since the optimal splitting is not consid-
ered and the default splitting (i.e., IMS function-
al entities as defined today) is used. The authors 
also do not evaluate the latency achieved by their 
architecture. Furthermore, they do not tackle 
follow-me requirement. However, it remains an 
issue in the proposed design due to the static 
assignment of IMS functional entities for a spe-
cific IMS UE in the registration process.

IMS as a Service

Carella et al. [10] propose three architectures for 
cloud-based virtualized IMS using NFV: Virtual-
ized-IMS, Split-IMS, and Merge-IMS. In the Vir-
tualized-IMS architecture, each IMS functional 
entity is implemented as software that runs on a 
single VM. The interfaces with external compo-
nents are not changed. The Split-IMS moves the 

Table 1. Summary of the evaluated approaches vs. the identified requirements 
for cloudifying the IMS for 4G and beyond.

Architectures

Requirements

Elastic  
scalability

Laten-
cy

Resource  
efficiency

Follow-me

Virtualized IMS [9] Partly NO Partly NO

IMS as a Service (Virtualized-IMS)

[10]

Partly NO NO NO

IMS as a Service (Split-IMS) Partly NO NO NO

IMS as a Service ( Merge-IMS ) Partly NO NO NO

HSS
[11] NO NO NO NO

[12] NO NO NO NO

Presence
[13] Partly NO NO NO

[14] NO NO NO NO
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state of the subscribers, which is maintained in 
many IMS entities (e.g., P-CSCF and S-CSCF), to 
an external functional entity called Shared-Mem-
ory. This makes the IMS entities stateless. A load 
balancer is positioned as an entry point for the 
new stateless entities to distribute the load.

Additionally, the Merge-IMS architec-
ture groups the four main entities of IMS (i.e., 
P-CSCF, S- CSCF, I-CSCF, and HSS) and 
deploys them into one VM called IMS-VM. It 
introduces the IMS-Locator entity, which assigns 
the subscribers to a particular IMS-VM instance 
during the registration process. All HSS entities 
in IMS-VM instances share the same database to 
store subscriber information.

The Virtualized-IMS architecture can scale 
using the procedures already standardized by 
3GPP to some extent. However, the scalability 
is limited due to the stateful architecture. The 
Split-IMS architecture separates functional enti-
ties’ logic and state, so the logic can scale easily 
by instantiating new stateless entities and adding 
them to the load balancer. However, the scalabil-
ity is not fine-grained. For instance, to scale HSS, 
a full-fledged HSS (e.g., storage and all reference 
points) should be instantiated. It is also import-
ant to verify the optimality of the proposed split-
ting, and how it affects the performance and 
resource efficiency. Moreover, the Merge-IMS 
architecture scales by creating a new IMS-VM 
that has all items (i.e., full-fledged IMS). Thus, 
elastic scalability is limited since it is difficult to 
scale in due to the granularity level (i.e., IMS-
VM) and stateful architecture.

The authors do not provide performance met-
rics to evaluate the architectures’ latency. They 
also do not tackle the optimal splitting of the 
IMS functional entities. Therefore, it is hard to 
assess whether resource efficiency could be met. 
Although the follow-me requirement is not tack-
led, none of the proposed architectures can satis-
fy it without re-architecting the IMS.

Approaches that Deal with 
Specific IMS Entities

This section reviews the approaches that focus 
on specific IMS entities. The main IMS entities 
that have attracted the attention of research-
ers are the HSS and the presence service. This 
is probably due to the fact that they are much 
less complex than other nodes such as the CSCF. 
Table 1 summarizes the review findings.

HSS

Few works propose virtualized and cloud-based 
HSS architectures. Yang et al. [11] propose the 
distribution of the HSS into a resource layer 
and a management layer. The resource layer is 
implemented in the cloud, and simulations are 
performed to demonstrate performance gains. 
Although their proposed solution enables inde-
pendent scaling of resource and management 
layers, elastic scalability is not tackled. It is also 
not possible to evaluate resource efficiency as 
the optimal splitting is not tackled. The per-
formed experiment shows that the latency is 
high. Furthermore, follow-me is not tackled in 
their work.

In [12], Paivarinta et al. use a home location 

register (HLR) to evaluate whether cloud tech-
nologies can meet the carrier-grade require-
ments. The HLR was the primary subscriber 
database for mobile networks up to the 3GPP 
Release 4 standards, and today is considered a 
subset of the HSS. The proposed architecture 
uses the HBase NOSQL database as HLR stor-
age and deploys it on Amazon EC2 IaaS. It 
utilizes the telecommunication application trans-
action processing (TATP) benchmarking tool to 
measure the performance of the HBase database 
under load, which is typical in telecommunica-
tions. Unfortunately, the authors do not tackle 
elastic scalability. They also only discuss the stor-
age of HLR and do not discuss the HLR applica-
tion logic. Thus, it is not possible to evaluate the 
resource efficiency. In addition, the performed 
experiment shows that the latency increases pro-
portionally to the throughput. The follow-me 
requirement has not been tackled.

Presence Service

In [13], Belqasmi et al. propose an early archi-
tecture for a virtualized presence service for the 
future Internet. Although scalability is not tack-
led, it is ensured through the use of presence 
service substrates. However, the authors do not 
tackle the level of granularity of the substrates. 
It is therefore rather difficult to assess wheth-
er the architecture could scale in a fine-grained 
manner and whether resource efficiency could 
be ensured. The latency and follow-me require-
ments are not tackled.

Quan et al. [14] also focus on presence service. 
They propose a cloud-based implementation of 
presence service. The Eucalyptus cloud open 
source software is used, and the whole presence 
server is deployed on a VM. The authors do not 
tackle elasticity scalability, optimal splitting, and 
follow-me. Moreover, the evaluation shows that 
the architecture’s latency is high and increases 
proportionally to the throughput.

Research Directions
Research on IMS cloudification has started. This 
section provides insightful directions for future 
studies. In this article, we focus on two research 
issues as illustrations. In the first section, we dis-
cuss challenges related to the IMS granularity 
level. This discussion includes both architectural 
and algorithmic issues. The second section focus-
es on PaaS for IMS.

Reconsidering the Granularity Level of IMS
Each IMS network functional entity as defined 
by 3GPP contains a set of functions as one 
deployable and scalable unit. These entities are 
often stateful, which hinders elastic scalabili-
ty and resiliency in the cloud. We believe it is 
worthwhile, in the cloud environment, to investi-
gate the possibility of having finer granularity for 
IMS network functional entities to achieve finer 
control, elastic scalability, and better resiliency. 

A good starting point may be to separate the 
functional entities’ logic and data (or state). It 
should be noted that 3GPP has also stipulated 
this separation [15] primarily for data consistency 
purposes, but has also mentioned better scalabili-
ty as a potential advantage. This brings about the 
challenge of leveraging cloud technologies (e.g., 
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distributed cache) to ensure equivalent perfor-
mance characteristics.

A next step will be to consider decomposing 
the IMS network functional entities’ logic into 
smaller sub-functional entities, leading to finer 
control over the distinct functions. However, this 
decomposition may not come cost-free. Indeed, 
it increases the management complexity and may 
have a negative impact on latency. The cloud 
can help to alleviate the management complexity 
by leveraging PaaS to automate IMS’s life cycle. 
However, many challenges have to be addressed 
at the PaaS level to make it a reality. We elabo-
rate more on this in the next section. As for laten-
cy, placement algorithms are a potential avenue to 
effectively minimize the latency and cross-network 
traffic. For instance, the algorithms may place the 
related functions on VMs hosted on the same 
physical server, so they communicate through a 
virtual switch, which leads to lower latency com-
pared to the communication over the network.

The decomposition also gives rise to architec-
tural and algorithmic challenges. At the archi-
tecture level, if the new sub-functional entities 
interact with each other, there is a need to design 
new interfaces. The interfaces should be very 
lightweight to minimize the extra cost induced by 
the communication. On the other hand, they also 
need to be reliable and scalable.

At the algorithmic level, there is a need to 
identify the optimal granularity for the sub-func-
tional entities that can achieve the intended 
benefits (if possible). A key challenge is to deter-
mine the fine-grained atomic operations of each 
coarse-grained IMS network functional entity 
(e.g., HSS and presence server), and the degree 
of relationship between these operations and 
the associated cost (e.g., memory and process-
ing). Resource inefficiency could be translated 
into the cost of unused resources for given opera-
tions. This could, for instance, be translated into a 
graph theory problem with a weighted undirected 
graph formed by representing atomic operations 
as vertices. In this model, two vertices would be 
joined by an edge if they are related and need to 
communicate. It could then be solved by formu-
lating it as an optimal clustering problem where 
each cluster is represented as a set of vertices. 
The objective would be to maximize the sum of 
intra-cluster communication cost, minimize the 
sum of resource costs of all clusters, and mini-
mize the sum of the inter-cluster communication 
cost. Of course, there would be constraints such 
as latency. The optimal clustering problem can be 
solved for each coarse-grained functional entity 
independently. It can be shown that the optimal 
clustering problem is non-deterministic polynomi-
al-time hard (NP-hard) when the number of atom-
ic operations is large and hence requires efficient 
heuristics to solve it. The design of these heuristics 
is an important research direction. More impor-
tantly, clustering algorithms such as hierarchical 
clustering and K-means clustering can be modified 
to solve the optimal granularity problem.

Toward a PaaS for IMS

The telco industry could leverage PaaS to deliver 
IMS network functional entities (e.g., CSCFs, 
HSS, presence) or a subset (e.g., only HSS) as 
SaaS services with pay-per-use pricing to end 

users (i.e., IMS UE) or even to other SaaS ser-
vices. The PaaS would automate the life cycle 
of the functional entities from deployment to 
management (e.g., monitoring, auto-scaling, and 
auto-healing) and orchestration. For telco, the 
PaaS would need to run on multiple geograph-
ically distributed IaaSs that are interconnected 
by a wide area network (WAN). This would help 
ensure the service continuity and reduce latency 
by deploying closer to end users.

A key open issue in PaaS is the aspiration for 
a standard language to describe the SaaS services. 
This language should be able to describe the 
structure of these services (i.e., functional enti-
ties, relationships, requirements, etc.), and their 
management aspects (e.g., deployment, monitor-
ing, scaling). It should support the deployment 
and management across multiple IaaSs so that 
functional entities could be deployed at different 
locations. PaaS could use the services’ descrip-
tion to automate their life cycle. The topology 
and orchestration specification for cloud appli-
cations (TOSCA) [16] may be a good starting 
point. It is standard to describe cloud applica-
tions by means of topology templates and man-
agement plans. However, the current TOSCA 
version (1.0) does not support all management 
aspects needed in telco, such as monitoring.

Another research challenge is the elastic scal-
ing of the SaaS services offered by the PaaS. 
These services often consist of multiple intercon-
nected functional entities that could be distribut-
ed across multiple IaaSs. The traditional scaling 
approaches in PaaS usually scale the overload-
ed entity itself without considering the impact 
on other entities in the service. In telco, these 
approaches would not be sufficient and efficient 
since there could be a need in many cases to 
scale and optimize other entities in the service. 
In fact, there is a need for new smart scaling 
approaches that consider the end-to-end service 
(i.e., all entities in the service) and are aware of 
service requirements (e.g., latency and resiliency) 
and the surrounding environment (e.g., resource 
availability and network traffic status). These 
approaches should evaluate the impact of scaling 
and then decide accordingly what to scale, where 
to scale (the same IaaS or across multiple IaaSs), 
and what to optimize, aiming to meet the service 
requirements.

The PaaS includes management and orches-
tration functions (e.g., monitoring, fault man-
agement, and scaling). These functions are 
responsible for automating the life cycle of the 
functional entities. However, there will be many 
challenges in designing them in a distributed 
environment. One challenge is related to the 
architecture and whether it is centralized or dis-
tributed. The centralized architecture is simpler, 
but will suffer from nontrivial latency in detect-
ing problems and making decisions. On the other 
hand, the distributed architecture has lower 
latency. However, it is more complex and gives 
rise to the challenge of maintaining end-to-end 
service visibility. Another challenge is related 
to the capacity of these functions. The number 
of functional entities that need to be managed 
changes over time as the services scale elastically. 
Thus, the capacity of these functions should elas-
tically scale to adapt to system workload. This 
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requires clear definitions of the key performance 
indicators needed to manage the capacity.

Another open issue is network orchestration. 
To the best of our knowledge, current IT PaaS 
solutions use networks with best effort delivery. 
On the other hand, quality of service (QoS) is 
a requirement in Telco to guarantee the per-
formance (e.g., latency) required by the appli-
cations (e.g., multimedia applications). Indeed, 
telco PaaS should leverage the IaaS network and 
WAN capabilities to interconnect the deployed 
functional entities (perhaps across multiple 
IaaSs) using a transport network that meets spe-
cific requirements (e.g., latency and bandwidth). 
This requires that both IaaS and WAN support 
advanced networking capabilities (e.g., QoS) and 
exposes them via northbound interfaces.

Conclusions

In this article, we identify the most pertinent 
requirements for cloudifying the IMS for 4G and 
beyond. We also review the architectures pro-
posed thus far for the cloudification of IMS using 
the identified requirements. These architectures 
are classified into two categories: the first focuses 
on the whole IMS system, and the second deals 
with specific IMS functional entities. Our evalu-
ation shows that the existing literature does not 
meet the requirements of cloudifying the IMS for 
4G and beyond. Subsequently, we outline some 
interesting research issues that still need to be 
resolved. We discuss the possibility of decompos-
ing IMS functional entities to achieve elastic scal-
ability and better resilience in cloud settings. We 
also discuss the main challenges resulting from 
this decomposition, such as the need for new com-
munication interfaces and optimal granularity. 
Furthermore, we identify many challenges at the 
PaaS level. One challenge is the lack of a standard 
language that can describe the IMS structure and 
management aspects. Another challenge is the 
design of elastic management and orchestration 
functions in a distributed environment. 
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Abstract

NFV continues to draw immense attention 
from researchers in both industry and academia. 
By decoupling NFs from the physical equipment 
on which they run, NFV promises to reduce 
CAPEX and OPEX, make networks more scal-
able and flexible, and lead to increased service 
agility. However, despite the unprecedented 
interest it has gained, there are still obstacles 
that must be overcome before NFV can advance 
to reality in industrial deployments, let alone 
delivering on the anticipated gains. While doing 
so, important challenges associated with network 
and function MANO need to be addressed. In 
this article, we introduce NFV and give an over-
view of the MANO framework that has been 
proposed by ETSI. We then present represen-
tative projects and vendor products that focus 
on MANO, and discuss their features and rela-
tionship with the framework. Finally, we identify 
open MANO challenges as well as opportunities 
for future research.

Introduction
In recent years, telecommunication service pro-
viders (TSPs) have experienced constant dwin-
dling in revenue. This has been attributed, in 
part, to two main factors. On one hand, the 
seemingly insatiable traffic demands of subscrib-
ers require physical network expansions, which 
are achieved at increased capital expenditures 
(CAPEX) and operating expenditures (OPEX) 
[1]. On the other hand, competition both among 
themselves and from over-the-top service pro-
viders means that TSPs cannot respond to the 
increased costs with increased subscriber fees.

Network functions virtualization (NFV) [2] 
has been identified as a potential solution to 
these problems. The main concept of NFV is 
the decoupling of network functions (NFs) from 
capacity (the physical infrastructure on which 
they run). Breaking the bond between NFs and 
hardware promises several advantages. First, 
there is a potential for significant reductions in 
OPEX through more efficient operations, since 
most maintenance and updates to NFs can be 
performed remotely and at scale. In addition, 
the increased flexibility can lead to more efficient 
utilization of resources and hence reductions in 
CAPEX, since TSPs could use the existing net-

work capacity for more user traffic. Finally, NFV 
may lead to better service agility by allowing 
TSPs to deploy and/or support new network ser-
vices faster and less expensively.

These expectations have made NFV a bur-
geoning research field. The most notable NFV 
activities are being led by the European Tele-
communications Standards Institute (ETSI). 
The main objective of the ETSI NFV group1 is 
to develop standards for NFV as well as share 
experiences of its development and early imple-
mentation. To this end, they have defined the 
NFV problem, some use cases, a reference archi-
tecture, and a management and orchestration 
(MANO) framework, among other items [3].

However, while a lot of progress has been 
made, there are still many technical challenges, 
which must be overcome before the gains antic-
ipated from NFV can come to fruition. Among 
them, MANO challenges have drawn special 
attention. The reason behind this interest is that 
MANO is a critical aspect in ensuring the cor-
rect operation of the NFV infrastructure (NFVI) 
as well as virtual network functions (VNFs). 
MANO provides the functionality required for 
the provisioning of VNFs, and related opera-
tions such as the configuration of VNFs and the 
infrastructure on which these functions run. It 
includes the orchestration and life cycle man-
agement of physical and/or virtual resources that 
support the VNFs [4]. Just like the decoupled 
NFs, NFV demands a shift from management 
models that are device-driven to those that are 
aware of the orchestration needs of NFs running 
in a virtualized environment. We believe that for 
NFV to succeed, the main MANO challenges 
should be addressed at the current specification 
phase, rather than later when real large-scale 
deployments commence.

In this article, we survey current efforts that 
address NFV MANO. In particular, in the next 
section, we begin by summarizing the MANO 
framework that has been proposed by ETSI. We 
then overview representative projects and vendor 
products that focus on NFV MANO. We classify 
these projects and products in two ways. First, we 
map their functionality to the functional blocks 
of the ETSI MANO framework, and then we 
study their features based on four criteria: 
•	Management approach (centralized, distrib-

uted, policy-based, self-managed)

Management and Orchestration Challenges in 
Network Functions Virtualization
Rashid Mijumbi, Joan Serrat, Juan-Luis Gorricho, Steven Latré, Marinos Charalambides, and Diego Lopez

Network and Service Management

Rashid Mijumbi is with  Waterford Institute of Technology; Joan Serrat and Juan-Luis Gorricho are with Universitat Politécnica de Catalunya; Steven Latré is with 
the University of Antwerp and iMinds; Marinos Charalambides is with University College London; Diego Lopez is with Telefonica I+D. Part of this work was done 

while R. Mijumbi was still with Universitat Politècnica de Catalunya.

1 http://www.etsi.org/technolo-
gies-clusters/technologies/nfv

NFV continues to draw 
immense attention 
from researchers in 
both industry and aca-
demia. By decoupling 
NFs from the physical 
equipment on which 
they run, NFV promises 
to reduce CAPEX and 
OPEX, make networks 
more scalable and 
flexible, and lead to 
increased service agil-
ity. However, despite 
the unprecedented 
interest it has gained, 
there are still obstacles 
that must be over-
come before NFV can 
advance to reality in 
industrial deployments, 
let alone delivering on 
the anticipated gains.

http://www.etsi.org/technologies-clusters/technologies/nfv


IEEE Communications Magazine • January 2016 99

•	Management functions supported (fault, 
configuration, accounting, performance, and 
security: FCAPS)

•	Scope (functions, services, network)
•	The integration of management with that 

of software defined networking (SDN) and 
cloud computing, both of which are compli-
mentary and/or enablers of NFV

Finally, we identify open challenges and discuss 
opportunities for future research, before con-
cluding the article.

ETSI MANO Framework
The ETSI MANO framework [4] is shown in Fig. 
1. The functional blocks in the framework can be 
grouped into three main entities:
•	NFV architectural layers
•	NFV management and orchestration
•	Network management systems

These entities, as well their constituent func-
tional blocks, are connected together using a set 
of defined reference points.2 The NFV architec-
tural layers include the NFVI and VNFs. NFVI 
is the combination of both hardware and soft-
ware resources that makes up the environment 
in which VNFs are deployed, while VNFs are 
implementations of NFs that are deployed on 
those virtual resources.

NFV Management and Orchestration

The NFV MANO consists of three functional 
blocks: the virtual infractructure manager (VIM), 
NFV orchestrator (NFVO), and VNF manager 
(VNFM); and four data repositories: NS catalog, 
VNF catalog, NFV instances, and NFVI resources.

VIM: A VIM manages and controls NFVI 
physical and virtual resources in a single domain. 
This implies that an NFV architecture may con-
tain more than one VIM, with each of them man-
aging or controlling NFVI resources from a given 
infrastructure provider. In principle, a VIM may 
be specialized in handling a certain type of NFVI 
resource (e.g., compute-only or storage-only), or 
could manage multiple types of NFVI resources 
(e.g., nodes in the NFVI).

VNFM: Each VNF instance is assumed 
to have an associated VNFM. The VNFM is 
responsible for the management of the life cycle 
of VNFs. A VNFM may be assigned the man-
agement of a single or multiple VNF instanc-
es of the same or different types, including the 
possibility of a single VNFM for all active VNF 
instances for a certain domain.

NFVO: The NFVO aims to combine more 
than one function to create end-to-end ser-
vices. To this end, the NFVO functionality can 
be divided into two broad categories: resource 
orchestration and service orchestration. The first 
is used to provide services that support accessing 
NFVI resources in an abstracted manner inde-
pendent of any VIMs, as well as governance of 
VNF instances sharing resources of the NFVI. 
Service orchestration deals with the creation 
of end-to-end services by composing different 
VNFs, and the topology management of the net-
work service instances.

Data Repositories: Data repositories are data-
bases that keep different types of information in 
the NFV MANO. Four types of repositories can 
be considered:

•	The NS catalog is a set of predefined tem-
plates, which define how services may be 
created and deployed, as well as the func-
tions needed for the service and their con-
nectivity.

•	The VNF catalog is a set of templates that 
describe the deployment and operational 
characteristics of available VNFs.

•	The NFVI resources repository holds infor-
mation about available/allocated NFVI 
resources.

•	The NFV instances repository holds infor-
mation about all function and service 
instances throughout their lifetimes.

Network Management Systems

NFV is not intended to require a drastic change 
in the current mechanisms of network service 
provisioning, and is aimed at a gradual transition 
from network infrastructures based on physical 
nodes, easing the integration in a heterogeneous 
environment. Therefore, network management 
systems will continue to have a key role in NFV, 
coordinated with the MANO entities by means 
of a clear separation of roles. MANO entities 
will deal with those aspects related to the virtual-
ization mechanisms, while network management 
functions are expected to take care of the fea-
tures associated with the semantics of the specific 
network services being provided by the compo-
sition of VNFs and, potentially, physical nodes. 
These network management systems include ele-
ment management (EM), operation system sup-
port (OSS), and business system support (BSS).

Projects Related to NFV MANO
CloudNFV

CloudNFV3 is an open platform for implement-
ing NFV based on cloud computing and SDN. 
The CloudNFV architecture, illustrated in Fig. 
2, is made up of three main elements: active vir-
tualization, NFVO, and NFVM. Active virtual-
ization is a data model (based on TM Forum’s 
SID [5]), which represents all aspects of ser-
vices, functions, and resources. It is made up of 

Figure 1. ETSI NFV MANO Framework.
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an active contract and active resource. Active 
resource describes the status of all resources in 
the infrastructure, while active contract includes 
all service templates that define the characteris-
tics of all the available NFs. The orchestrator has 
policy rules, which, combined with service orders 
and the status of available resources, determine 
the location of the functions that make up the 
service as well as connections between them.

After service deployment all resources report 
their status and traffic to the active resource. The 
management processes running against active 
resources allow reflection of this status using man-
agement information bases (MIBs). The main 
difference between the ETSI NFV MANO and 
CloudNFV is that unlike the former, the latter 
considers both management and orchestration as 
applications that can run off a unified data model.

ExperiaSphere

ExperiaSphere4 is a MANO model for NFV, 
which is based on a combination of open source 
tools. ExperiaSphere is founded on the concept 
of service models. These define how resources 
expose service features and how the functions 
decompose to resources. The service models 
are then used by a broker who selects one or 
more required service models to create a service 
instance. Once the service instance is created, 
its status is tracked throughout its life cycle. To 
achieve these objectives, ExperiaSphere is based 
on two principles: structured intelligence and 
derived operations.

Structured intelligence uses an integration of 
Universal Service Definition Language (USDL) 
and topology and orchestration specification for 
cloud applications (TOSCA) [6] to define the 
relationship between service elements, service 
goals, and the infrastructure. Derived operations 
allow virtualized services and resources to be 
managed as if they were physical. The manage-
ment functions operate on virtual elements of 
the service, using variables defined per element 
but derived from the state of real resources.

OpenMANO
OpenMANO [7] is an open source project led by 
Telefonica, which is aimed at implementing the 
ETSI NFV MANO framework, and addressing 

the aspects related to performance and porta-
bility by applying Enhanced Platform Awareness 
(EPA)5 principles. As shown in Fig. 3, the Open-
MANO architecture consists of three main com-
ponents: openmano, openvim, and a graphical 
user interface (GUI). In addition, there are two 
command line interfaces (CLIs) used to interact 
with openmano and openvim.

openvim is a lightweight, NFV-specific VIM 
implementation directly interfacing with the 
compute and storage nodes in the NFVI, and 
with an openflow controller in order to create 
the infrastructural network topology, and enforce 
the EPA principles mentioned above. It offers 
a REST-based northbound interface (open-
vim application programming interface: API) 
to openmano, where enhanced cloud services 
are offered including the life cycle management 
of images, flavors, instances, and networks. The 
openvim API extends the OpenStack API to 
accommodate EPA. OpenMANO has a north-
bound interface (openmano API) based on 
REST, where MANO services are offered includ-
ing the creation and deletion of VNF templates, 
VNF instances, network service templates, and 
network service instances.

OPNFV
OPNFV6 is an open source project founded and 
hosted by the Linux Foundation, and composed 
of TSPs and vendors. The objective is to establish 
a carrier-grade integrated open source reference 
platform that may be used to validate multi-ven-
dor interoperable NFV solutions. OPNFV plans 
to validate existing standard specifications, con-
tribute improvements to relevant upstream open 
source projects, and develop necessary new func-
tionality within both OPNFV and upstream proj-
ects. In particular, it is focused on implementing 
the NFV requirements provided by ETSI. To this 
end, the first outcome of the project, referred 
to as OPNFV Arno, was released in June 2015. 
Arno is an initial build of the NFVI and VIM 
components of the ETSI architecture.

ZOOM
ZOOM7 is a TM Forum project aimed at 
enabling the deployment of services by automat-
ing the provisioning process through improved 
OSS/BSS models. To achieve this, the project 
regularly conducts a range of hands-on technolo-
gy demos each of which is developed from what 
they call a catalyst project. Each catalyst proj-
ect is sponsored by one or more network oper-
ators and equipment and software vendors in 
a real-world demo. The project currently runs 
about nine catalysts with a focus on NFV aspects 
including end-to-end automated management of 
hybrid networks, and demonstrating the impact 
and value of dynamic security orchestration in an 
NFV environment.

Pre-Standardization 
NFV MANO Products

CloudBand

Alcatel-Lucent’s CloudBand8 is an NFV plat-
form comprising software and hardware stacks 
with two elements: a node and a management 
system. The CloudBand node provides the com-

Figure 2. CloudNFV Architecture.
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puting, storage, and networking hardware to host 
cloud services, while the management system is 
the MANO element of CloudBand. The man-
agement system aggregates distributed cloud 
resources — the nodes — to provide a view of 
the entire NFVI as a single pool. It orchestrates, 
automates, and optimizes VNFs across the ser-
vice provider’s network and data centers.

Ensemble Service Orchestrator

Overture’s Ensemble Service Orchestrator 
(ESO)9 is an NFV service and VNF life cycle 
management and orchestration system. The sys-
tem coordinates and connects virtual resources 
to physical network elements to create virtual-
ized services across multiple networking layers. 
ESO supports the placement of VNFs in central-
ized as well as distributed data centers. It uses 
the OpenStack cloud controller to manage the 
virtual computing environment, including vir-
tual machines, virtual switches, and data center 
switches. ESO is the key component of Over-
ture’s Ensemble Open Service Architecture 
(OSA), which is a framework for service MANO.

OpenNFV
HP’s OpenNFV10 is an NFV platform that lever-
ages open source technology to provide an open 
end-to-end NFV and SDN infrastructure. Open-
NFV is aligned toward providing solutions to each 
of the functional blocks defined in the ETSI NFV 
reference architecture. With regard to MANO, 
OpenNFV includes three solutions; NFV director, 
NFV manager, and Helion OpenStack.

The NFV director is an NFVO that can be 
used to automate the deployment and monitor-
ing of a VNF ecosystem. Its aim is to ensure that 
each VNF can efficiently run on heterogeneous 
hardware platforms and virtualization environ-
ments. VNF managers are responsible for the 
VNFs life cycle actions (e.g., by deciding to scale 
up or down). The Helion OpenStack provides an 
open source cloud platform for running VNFs.

Open Network Strategy

Cisco’s Open Network Strategy (OPN)11 includes 
a services orchestrator, a VNFM, and an SDN 
controller, all of which are aimed at providing 
implementations for some of the functional 
blocks of the ETSI MANO framework. The ser-
vices orchestrator is responsible for providing 
the overall life cycle management at the network 
service level. It uses model-based workflows that 
enable the design of services based on predefined 
service elements. The VNFM provides VNF 
life cycle management, including the creation, 
provisioning, and monitoring of both Cisco and 
third-party VNFs. Finally, the SDN controller 
is responsible for connecting the virtualized ser-
vices to the service provider VPNs, the Internet, 
or both.

Planet Orchestrate

Planet Orchestrate is part of Cyan’s Blue Plan-
et Suite,12 which is an SDN and NFV platform 
aimed at service orchestration, automation, SDN 
control, and multi-vendor management capabil-
ities. Its functionality is based on the require-
ments of ETSI’s NFV MANO framework. It uses 
TOSCA templates and information models to 

define service components and their relationships.
Planet Orchestrate can perform VNF man-

agement and orchestration functionality. The 
NFV orchestration engine performs placement 
of VNFs and supports distributed NFVI to opti-
mize use of NFV resources. On the management 
side, it supports the performance, availability, 
and security demands of service provider applica-
tions. Performance monitoring and alarm/event 
reporting is provided for the NFVI and virtual 
functions. Intrinsic knowledge of the topology 
and the mapping between application and virtual 
resources enables fault isolation and recovery as 
well as high availability and resiliency.

Summary: In Tables 1 and 2, we summarize 
current activities toward NFV MANO. In 
Table 1, we map the functionalities of each 
project or product to the functional blocks of 
the ETSI NFV reference architecture. We can 
observe that most projects or products choose 
to rely on existing infrastructures and cloud 
systems such as OpenStack for achieving the 
NFVI and some form of data modeling and 
storage to model and store VNFs. On the 
MANO side, it can be noted that almost all 
propose a solution for each of the three func-
tional blocks, VIM, VNFM, and NFVO. The 
difference, however, is in the functionality. 
This can be observed in Table 2, which sum-
marizes the management and orchestration 
functionality of each project/product based on 
their description. For this purpose, we define 
four functionality categories. The management 
approach classifies them based on whether they 
are centralized, distributed, policy-based, or 
automated (self-managed). The management 
function classifies them according to their sup-
port for five of the basic management func-
tions — FCAPS. We define the management 
scope to include functions, services, and net-
works. An approach is classified as a network 
management one if it proposes functionality 
to manage network nodes and links, while ser-
vice management applies to an approach that 
manages both functions and their connectivi-
ty or chaining to form a service. Finally, since 
SDN and cloud computing are very important 
technologies with regard to NFV, we also cate-
gorize a project/product based on its ability to 
manage the interactions between SDN and/or 
cloud and NFV.

Figure 3. Telefonica’s OpenMANO Architecture.
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Challenges and Research Opportunities
Resource Management

The servers used to host VNFs have a finite 
amount of memory, compute, and storage capac-
ity. And since in practice these servers may be 
distributed across multiple domains, inter-do-
main link capacity will also be finite. Therefore, 
to achieve the economies of scale expected from 
NFV, physical resources should be efficiently 
managed. Dynamism, scalability, and automation 
are important features of such resource man-
agement. In this context, we identify three main 
challenges as listed below.

NFV PoP Locations: The first item is determin-
ing the locations of NFV points of presence 
(PoPs) [3]. In cases where the VNFs will be host-
ed in operator network nodes, it is necessary to 
decide which subset of the nodes can be used 
as NFV PoPs. As this does not have to be done 
often, it could be formulated as an optimization 
problem with the objective of considering the 
(latency to the) location of subscribers, and the 
setup and maintenance costs of both servers as 
well as fronthaul links in the case of virtualized 
radio access networks.

Function Placement: In order to compose a ser-
vice, its constituent functions must be deployed. 
Decisions must be made on where functions 
should be placed among the available PoPs. This 
problem is related to the virtual network embed-
ding (VNE) [8], and similar approaches may be 
applied. To this end, it may be formulated as a 

mathematical problem with such objectives as 
load balancing and energy conservation. However, 
any such formulation should be able to take the 
function chaining and/or precedence requirements 
into consideration to avoid network congestion.

In addition, while most current NFV proofs 
of concept have been based on each VNF being 
hosted by a dedicated VM, such an approach 
would not scale, especially for light functions 
such as those that are part of customer premises 
equipment. In this case, it would be more effi-
cient to host multiple functions in a single VM 
by use of docker containers. In this case, there 
would be a need for scheduling approaches (e.g., 
[9]) for allocating the VM resources.

Dynamic Resource Management: One of the sell-
ing points of NFV is the ability to scale resourc-
es dynamically. There must be capabilities to 
increase or reduce the amount of resources allo-
cated to specific functions or VMs. While current 
virtualization or cloud platforms allow for this, 
many of them require a manual trigger by the 
user or resource owner. Therefore, automation 
and self-allocation mechanisms that allow the 
network to dynamically manage resources are 
critical to the success of NFV.

Distributed Management

Current MANO approaches mainly focus on cen-
tralized solutions, which pose scalability limita-
tions, especially in scenarios where services span 
multiple administrative domains. This is mainly 
attributed to the communication overhead and 
the delay incurred by the collection and analysis 

Table 1. Mapping of state-of-the-art projects and products to the ETSI MANO.

NFV architectural layers NFV MANO framework Traditional management 
systems

NFVI VNFs VIM VNFM NFVO Data 
repositories OSS/BSS EM

CloudBand
Nuage, 
RedHat, 
CloudBand

VNF Modelling 
(TOSCA) CloudBand node

CloudBand 
Management 
System

CloudBand 
Management 
System



CloudNFV Active 
eesource Active Contract Infrastructure 

manager OSS/BSS  Active 
Contract  OSS/BSS

ESO   Ensemble network 
controller (ENC) ESO ESO Database   

Experia- 
Sphere

Resource  
somain TOSCA, USDL Infrastructure 

manager

State-action 
service life cycle 
management

State-action 
service life cycle 
management

Derived 
operations

State-action  
service life cycle 
management

Derived 
operations

OpenMANO   Openvim  OpenMANO    

OPN   SDN Overly 
Controller  Services 

orchestrator    

OpenNFV   HP Helion Open-
Stack Carrier Grade  HP NFV director HP NFV 

director   

OPNFV     

Planet  
Orchestrate         

ZOOM      Shared 
catalog

Order, SLA, and billing  
management systems
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of data associated with a large number of hetero-
geneous sources, which prevents these processes 
from being executed frequently. As a result, the 
lag in learning the state of services and resources 
does not allow for online reconfiguration oper-
ations. To better react to demand dynamics but 
also to changing service requirements, efficient 
monitoring mechanisms need to be implement-
ed, which feed distributed management entities 
the necessary information to perform dynamic 
configuration changes. A communication proto-
col to support lightweight coordination among 
distributed decision makers, aiming to optimize 
the usage of resources and the performance of 
services, is another key research issue.

Management of SDN
While NFV and SDN are not dependent on each 
other, they are closely related and complemen-
tary. Individually, NFV and SDN introduce high 
levels of dynamism and variability, which curtails 
the visibility and control of human operators. 
Therefore, traditional management approach-
es must be improved to accommodate each of 
them. While some claim to be based on SDN, 
all the surveyed projects and solutions focus on 
managing virtualized compute infrastructure/
resources and functions. In the same way, from 
the SDN perspective, the focus is on managing 
networks in a programmatic way. We are not 
aware of management solutions that combine 
both, which is a key research area. In addition, 
the management of SDN itself still has open 
questions [10] such as the number of control-
lers, their location, and avoiding conflicts in cases 
where more than one controller manages a given 
forwarding element. In this case, ideas from pol-
icy-based management that have been proposed 
in most of the surveyed MANO solutions may be 
extended to SDN.

Security in the Cloud
As SDN and NFV focus on the remote program-
mability of network resources and their functions, 
it opens up an important set of new potential 
threats and attacks that, if successful, could have 
a far greater impact than in a non-NFV envi-
ronment. The ETSI NFV security group recent-
ly drafted a document that defines the possible 
security threats that NFV brings to the table.13 
The document is a statement regarding possi-
ble security problems but does not yet provide a 
recommendation to tackle them. Partly because 
of this, security is currently underdeveloped. Of 
the surveyed projects and solutions, only Cloud-
Band proposes a comprehensive security solution 
including anomaly prediction, detection, and iso-
lation, as well as providing security as a service. 
In the case of ZOOM and Planet Orchestrate, 
security support is claimed based on a set of best 
practices and integration with another product, 
respectively.

Therefore, real security support is lacking 
in all NFV products, despite the relevant new 
threats. Important security challenges in this area 
are detecting and blocking possible intrusion. 
Specifically, in multi-vendor environments, there 
are new security concerns of one TSP competitor 
having access to another TSP’s data/configura-
tion. In such a case, isolation between them is 
important.

Management across the Board

Most solutions provide a way to perform configu-
ration. A limited number add performance man-
agement as well, and, as discussed above, only a 
few provide — albeit limited — security manage-
ment too. In most solutions, accounting manage-
ment is completely overlooked. As such, there 
are currently no ways to track network utilization 
to ensure that individual parties can be appro-

Table 2. Characteristics of state-of-the-art projects and products.

Cloud-
Band

Cloud-
NFV ESO Experia-

Sphere
OpenMA-
NO OPN Open-

NFV OPNFV Planet  
Orchestrate ZOOM

Management 
approach
 
 

Centralized          

Distributed

Policy-based         

Self-managed       

Management func-
tion (FCAPS)

Fault     

Accounting  

Performance        

Security   

Management scope

Functions     

Services        

Network   

Managing related 
areas 

SDN    

Cloud       

13 NFV Security; Problem State-
ment. Bob Briscoe (Rapporteur). 
Draft Group Specification pub-
lished, Oct 2014.
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priately billed for their use. This is very contra-
dictory given the openness that NFV promises, 
especially in introducing a more multi-vendor 
world where different parties can coexist on the 
same device through virtualization.

More generally, the management of the 
entire service life cycle is still missing. One of 
the unique selling points of NFV is that it prom-
ises to automate the entire process of setting up 
and removing a service (chain), including con-
figuration, performance optimization, response 
to faults, and billing. With support for account-
ing missing in all products, this promise has not 
yet been delivered. One of the reasons is that 
accounting is often heavily intertwined with leg-
acy solutions. Providing support for all FCAPS 
functionality is therefore highly challenging, but 
at the same time very important for NFV to real-
ly bring a change to the telco world.

Programmability and Intelligence

Given that NFV envisions the deployment and 
maintenance of complex services across het-
erogeneous physical resources, a rich set of 
programmable interfaces should be developed, 
which will extend the current SDN functionality 
beyond the scope of controlling simple connec-
tivity resources. Based on the abstraction of the 
flow, SDN solutions control the distribution of 
traffic in the network according to forwarding 
rules. Additional abstractions that apply to com-
putation and storage resources are required so 
that network functions can be instantiated across 
multiple vendor technologies, but also interfac-
es that will allow dynamic (re-)programming of 
the configuration of those functions and control 
(e.g., their placement).

A related research challenge concerns the 
level of intelligence that can be achieved. This 
is defined by the way in which services are pro-
grammed (e.g., declaratively) and the degree to 
which parameters can be configured. A MANO 
system should be intelligent enough so that (re-)
configuration operations can be automated to a 
large extent, especially those that react to run-
time events. In this respect, intelligent mecha-
nisms that automatically transform high-level 
policy to operational parameters and perform 
configuration integrity checks are of paramount 
importance.

Interfacing and Interoperability

One of the main goals of NFV is to break the 
bond between equipment vendors and TSPs, 
and the services they provide. One key require-
ment for this is support for interoperability. 
While remarkable progress has been made by 
ETSI in defining the NFV MANO framework 
and the constituent (intra-operator) interfaces, 
there is still much to be done in terms of defining 
interfaces aimed at supporting interoperability 
between different vendors with different func-
tions. Interoperability problems can already be 
observed in all the surveyed projects and solu-
tions. For example, while they all are “based on 
the ETSI MANO framework,” each of the proj-
ects and solutions surveyed uses a custom model 
and/or representation for functions and services. 
This would mean that unless clear interfaces are 
defined, it is impossible to chain functions from 

different operators into a single service. This is 
because while ETSI proposes VNF and network 
service descriptors as templates for definition of 
functions and services, it does not define a data 
model to realize descriptors.

In this direction, the Alliance for Telecom-
munications Industry Solutions (ATIS)14 has 
been focused on inter-carrier interoperability, 
new service descriptions, and automated pro-
cesses. While ATIS has recently proposed seven 
inter-provider use cases aimed at the same, these 
are generally generic descriptions. In particular, 
they do not define any technical requirements 
or solutions that could be used to enable the use 
cases.

Conclusion
In this article, we present an overview of the 
NFV MANO framework recently proposed by 
ETSI as well as representative projects attempt-
ing to realize the framework. Other research 
projects as well as industry products focused on 
NFV MANO have been surveyed, identifying 
their functionality as well as their mapping to the 
ETSI NFV MANO. Based on these, we identify 
and discuss open challenges as well as opportuni-
ties for research with regard to MANO in NFV.

We have observed that while ETSI complet-
ed the first phase of work, the proposed MANO 
framework still lacks details and standards on 
the implementation for both the managers as 
well as the interfaces. As a result, most of the 
pre-standardization solutions are in fact custom-
ized and based on proprietary solutions, which 
will likely lead to interoperability issues. In 
addition, while some of the identified challenges 
such as security are being considered in some 
of the projects and/or industrial products, oth-
ers such as resource management — in partic-
ular automated resource management — have 
not received significant attention yet. It is our 
opinion that the success of NFV will depend, 
in part, on the availability of mechanisms that 
are able to autonomously manage network and 
function resources.
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Abstract

In this article we present a novel solution 
to transfer users between IMS network ele-
ments. This solution enables a home operator 
to perform an appropriate redistribution of 
load among the call session control functions of 
the IMS, which can be deployed as virtualized 
network functions or over dedicated machines. 
This way, the operator is enabled to adequately 
accommodate the instantaneous load generated 
by users to the available control resources, which 
may dynamically be activated or deactivated as 
necessary, as well as to enhance the resilient 
operation of the IMS deployment. Additional-
ly, our solution does not require any change to 
the IMS specifications, and at the same time, the 
procedures are transparent to the end-user appli-
cations running at the IMS terminals. Finally, we 
describe some results obtained with a proof-of-
concept implementation of the procedures pre-
sented in the article in order to show the viability 
and correctness of our proposal.

Introduction
Nowadays, telco operators own a huge and com-
plex infrastructure to provide their services to 
their end users. To maximize the usage of such 
infrastructure, and to accommodate the instan-
taneous requirements of their customers, these 
network operators usually deploy load balanc-
ers to select the proper network device to serve 
incoming requests. On the other hand, the traffic 
load generated by end users is variable during 
the day, where the high differences between the 
peak and valley zones impose different network 
requirements. In such scenarios, a telco operator 
would like to add or remove active machines in 
order to reduce costs. This reduction of costs is 
even clearer when operators use virtual network 
functions of third-party providers. By using vir-
tualization, telco operators could dynamically 
request the instantiation of virtual machines in 
order to adapt their network resources to the 
traffic load. However, even using load balanc-
ers to allocate the incoming end users’ traffic to 
(possibly virtual) network element functions, the 
change in number of available active elements 
generates different loads on such devices. In 
that case, it would be desirable to transfer load 
between network elements to maximize their uti-

lization while minimizing the number of active 
network devices.

The IP multimedia subsystem (IMS) frame-
work defined by the Third Generation Partner-
ship Project (3GPP) is a next generation network 
architecture to provide multimedia services over 
IP networks. This architecture is designed to be 
scalable throughout the redundant instantiation 
of these entities and the usage of load balanc-
ing mechanisms, such as those supported with 
the DNS. In this respect, the considerations 
described before about the transfer of the load 
between functional elements would be beneficial 
for the IMS core elements too. Additionally, with 
such mechanisms, it would be straightforward to 
add resilience to both virtual and physical IMS 
deployments, as they would enable transfer of 
the load of failing core elements to other existing 
elements without disrupting the service provided 
to the end users. IMS is playing a relevant role in 
3G/4G telco support infrastructures, even more 
with the introduction of Voice over Long Term 
Evolution (VoLTE), with many general concepts 
that are going to influence and persist in future 
5G networking. In particular, the elastic provi-
sioning of virtualized IMS-based functions is still 
considered a challenging issue.

In this article, we propose a new architec-
ture to transparently transfer users among the 
functional elements that implement the IMS call 
session control functions. With our approach, a 
network operator can better adapt its active con-
trol resources to the instantaneous load generat-
ed by users, also considering roaming users from 
other operators, with evident advantages in terms 
of efficiency and economic costs. It would also 
be possible to use this solution to add resilience 
to IMS after failures, transferring all the state of 
the failed control element to a new machine.

IMS and Related Work on Its  
Efficient Deployment

IMS is a standardization effort supported by the 
majority of relevant telco players’ consortia and 
initiatives, such as 3GPP, 3GPP2, Internet Engi-
neering Task Force (IETF), and Open Mobile 
Alliance (OMA), in order to create a common 
signaling framework for the provisioning of val-
ue-added services in operator networks. The IMS 
architecture incorporates a set of key functions 
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related to quality of service (QoS) provisioning, 
charging, integration, security, and roaming. 
The definition of the IMS network entities and 
interfaces can be found in [1]. A simplified over-
view of the IMS architecture is depicted in Fig. 
1, the main functional entities of which are the 
proxy-/interrogating-/serving-call session control 
functions (P-/I-/S-CSCF), the application servers 
(ASs), the home subscriber server (HSS), and 
the IMS terminal or user equipment (UE).

The UE controls session setup and media 
transport via a specific Session Initiation Pro-
tocol (SIP) profile defined in IETF and 3GPP 
IMS-related standards [2]. Each UE is associ-
ated with an IMS user identified by a globally 
unique identifier in the form of a SIP URI [3]. 
CSCFs are the core entities for providing session 
control in the IMS. In particular, the P-CSCF 
is the entry point to the IMS infrastructure for 
the SIP messages of a UE. Each UE maintains a 
security association with its P-CSCF to exchange 
SIP messages with the IMS core in a secure way. 
If the UE is in a visited network (i.e. the UE is 
roaming), it can use a P-CSCF placed in its oper-
ator network (i.e. the home network) or in the 
visited network. The I-CSCF is the entry point in 
a network for incoming SIP session setup mes-
sages and for UE registration messages coming 
through a P-CSCF. It interacts with the HSS to 
locate the particular S-CSCF assigned to a UE 
(allocation is based on user profiles) and routes 
incoming messages to it by acting as a stateless 
SIP proxy. The S-CSCF performs functionalities 
related to user registration and session control. 
In particular, it registers users, interacting with 
the HSS to obtain authentication and user profile 
information, and routes SIP messages to differ-
ent ASs depending on message type and filters/
triggers specified in user profiles; these are IMS 
initial filter criteria. ASs implement the logic to 
provide services to end users, simplifying the 
introduction of new IMS-based services. Finally, 
IMS uses the standard procedures defined in [1] 
(e.g., based on Domain Name Service [DNS] or 
Dynamic Host Configuration Protocol [DHCP]) 
to obtain the IP addresses of SIP servers, such as 
CSCFs and ASs.

In the literature we can find some proposals 
to improve the efficiency of IMS deployments. 
In [4] the authors propose a mechanism by which 
new registration requests are distributed among 
available S-CSCF nodes considering their load. 
At the cost of more complexity, the proposal in 
[5] provides better load distribution because, in 
addition to new registration requests, registered 
users without open sessions can be moved to a 
different S-CSCF according to load balancing 
requirements. In [6, 7] the authors propose solu-
tions to distribute the load among ASs, but in 
both cases this is only done for new sessions. In 
[8, 9] the authors propose solutions that consider 
load balancing and also node failure recovery 
for P-CSCF and I-CSCF nodes in IMS, allowing 
reallocation of control nodes for users with open 
sessions. Nevertheless, both proposals require 
modifications to the standardized behavior and 
interfaces of IMS nodes (i.e., a change in IMS 
specifications), which are not needed in our pro-
posal. A paper focused on scalability problems of 
the IMS core is [10], which describes interesting 

solutions for effective load balancing, adaptive 
replication, and elastic quality provisioning via 
dynamically replicated IMS core components, 
but considering only new sessions and not the 
reallocation of active sessions our proposal 
enables. 

Finally, another interesting research direction 
(e.g., [11]) is the virtualization of IMS compo-
nents to create flexible environments in which 
to add and remove those components to adapt 
to the load. The components can be deployed 
on public/private/hybrid cloud infrastructures. 
A requirement to maximize the benefit from 
this environment is effective management of the 
dynamic transfer of users, even with active ses-
sions, among IMS functional elements, which is 
the key contribution of our article.

Transparent Reallocation of 
IMS Control Functions

This section describes the functional entities that 
are proposed in this article to enable an appro-
priate allocation of users to the available CSCFs 
in IMS deployments. These entities, interoper-
ating with the IMS, allow a home operator to 
dynamically change the allocation of the P-CSCF 
or S-CSCF of any of its users, transparent to the 
end-user applications running at the UE. This 
way, our architecture enables the home operator 
to maintain an appropriate distribution of the 
load among the existing CSCFs. Figure 2 shows 
the new functional elements of our solution 
(highlighted in gray), as well as their relationship 
with the elements of the IMS architecture. It is 
important to remark that our solution does not 
add new interfaces or functionality to standard 
IMS elements, so it does not require modifica-
tions to the IMS specifications.

The control function discovery (CFD) is an 
application server acting as a SIP user agent. The 
SIP URI of this AS is configured in the user pro-
file, in initial filter criteria that will be matched 
during the registration. This way, after successful 
registration or re-registration of the user in the 
IMS, and following the regular IMS procedures, 
the CFD AS will receive the information cor-
responding to this particular registration, which 
will include, among other things, the value of the 
registration expiration interval and the addresses 

Figure 1. Simplified overview of the IMS architecture.
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of the P-CSCF and S-CSCF allocated to the user. 
The CFD AS stores this information in a location 
service, which is a new database in the home net-
work domain that maintains all the information 
related to the IMS control functions serving the 
users of the home operator. For the sake of scal-
ability, there may be several CFD AS entities in 
the home network to appropriately process the 
load of notifications about the registration sta-
tus of users. However, we want to highlight that 
our solution only requires a reduced set of these 
entities with respect to the number of CSCFs, 
as CFD ASs are only contacted after successful 
registration and re-registration of a user, and are 
not involved in any other IMS signaling proce-
dures (e.g., session setup, event subscription, and 
notification.).

The control function selection (CFS) is the 
key component of our solution that enables the 
change of the P-CSCFs and S-CSCFs allocated 
to the users of the home operator. This func-
tional entity is the contact point of our solution 
with the operations support systems/business 
support systems (OSS/BSS) of the home network 
domain. The OSS/BSS can activate or deactivate 
control functions (P-CSCF, S-CSCF and I-CSCF 
entities) as needed to scale the IMS control 
resources to the instantaneous load generated 
by the users, and triggers the CFS when a redis-
tribution of the load among the existing CSCFs 
is required. This may happen, for instance, to 
enforce a transfer of the load of an underuti-
lized CSCF to other existing CSCFs prior to its 
deactivation, or to achieve the resilient operation 
of an IMS deployment under a failing or over-
loaded control node. To support the appropriate 
operation, the CFS implements a Cx interface, 
as defined for the IMS in [12], which enables the 
communication with the HSS. This interface will 
be used in S-CSCF reallocation procedures, as 
explained later.

The CFS has access to the information stored 

by the CFD AS in the location service of the 
home network domain. Thus, upon receiving an 
indication from the OSS/BSS, via the reference 
point os-cfs, to perform a load transfer from a 
P-CSCF (or S-CSCF) to other existing CSCF 
entities, it may retrieve the information about 
the users served by the former CSCF from this 
location service. With this information, the CFS 
can initiate a reallocation procedure to satisfy 
the request received from the OSS/BSS, transfer-
ring a subset of the users from the initial CSCF 
to the target CSCFs.

Our architecture includes a local control func-
tion (LCF) in the UE. This is integrated as an 
extension to the IMS stack of the terminal,1 and 
maintains status information about the SIP dia-
logs established by the user. The LCF supports 
a new reference point cfs-ue, which can be used 
by the CFS to trigger the transfer of the user to 
a new CSCF. The LCF is in charge of executing 
the signaling procedures that are necessary to 
perform this transfer. Moreover, it carries out 
these procedures transparently to any end-user 
application running at the UE, which are kept 
unaware of the CSCF change.

In the following, we illustrate the procedures 
used in our solution to change the allocation of 
the P-CSCF or the S-CSCF for a given user of 
the home operator, and also to enable appropri-
ate load balancing among I-CSCF and CFD AS 
entities.

Change of the P-CSCF Allocation

This section describes the procedures that are 
performed in our solution to change the P-CSCF 
allocated to a set of users. Prior to the execution 
of these procedures, we assume that the users 
have already registered to the IMS, and may 
have established a set of multimedia sessions by 
means of SIP dialogs. The procedures are out-
lined in Fig. 3.

In the scenario shown in this figure, the OSS/

Figure 2. Overview of the proposed architecture.
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BSS in the home network contacts the CFS to 
perform a load transfer from a P-CSCF to 
other existing P-CSCFs (step 1). Next, the CFS 
retrieves from the location service the infor-
mation about the users served by the affected 
P-CSCF, and determines the set of candidate 
users that will be transferred to each target 
P-CSCF. After defining the set of candidate users 
for each target P-CSCF, the CFS starts a reallo-
cation procedure to transfer each identified user 
to its corresponding target P-CSCF. For this pur-
pose, it communicates with the UE of each user 
to be transferred (step 2), using the reference 
point cfs-ue.2 As a result of this communication, 
the LCF at each UE can independently initiate 
the IMS signaling procedures that are necessary 
to enforce the allocation of the new P-CSCF to 
the user. In particular, the LCF executes a new 
IMS-level registration using the address of the 
new P-CSCF (step 3). After successful registra-
tion of the user, and following the regular IMS 
procedures, the S-CSCF allocated to the user 
performs service control functionalities by send-
ing a SIP REGISTER request to any AS speci-
fied in the user profile for the registration event. 
This way, a REGISTER request is received 
by a CFD AS, which updates the information 
contained in the location service to reflect the 
address of the new P-CSCF allocated to the 
user. Finally, to complete the transfer to the new 
P-CSCF, it is necessary to replace all the SIP dia-
logs established by the user via the old P-CSCF 
with new SIP dialogs through the new P-CSCF. 
This process is done by the LCF, according to 
the procedures defined in [13], using the status 
information corresponding to the SIP dialogs of 
the user. To clarify this concept, step 3 in Fig. 
3 shows an example, where the LCF replaces a 
single SIP dialog established by the user.

Finally, our solution does not impose or rec-
ommend any specific mechanism to select which 

specific users will be reallocated to each target 
P-CSCF. Instead, the final decision is unique-
ly subject to the policy rules established by the 
home operator. Moreover, the proposed solu-
tion does not define the precise instant of time 
when each candidate user is to be contacted to 
carry out the reallocation. On the contrary, the 
time schedule of the reallocation procedures is 
dictated by the operator, who might contact all 
the candidate users simultaneously or spread the 
requests sent to UEs over time. Additionally, the 
operator might provide the LCF (through the 
cfs-ue interface) with diverse policies to govern 
user transfer. As an example, the operator may 
instruct the LCF to delay the replacement of 
each SIP dialog established by the terminal to 
a given deadline. This would allow distributing 
over time the signaling load corresponding to 
dialog replacement procedures, and even reduc-
ing this load by allowing the dialog to be termi-
nated by the end user via the old P-CSCF before 
the deadline.

Change of the S-CSCF Allocation

The procedures to change the S-CSCFs allocated 
to users are similar to those described in the pre-
vious section, and are illustrated in Fig. 4. After 
receiving a trigger from the OSS/BSS to perform 
a redistribution of the load of a given S-CSCF 
to other existing S-CSCFs (step 1), the CFS 
retrieves the set of users served by the specified 
S-CSCF. Following the policy rules defined by 
the home operator, the CFS determines the set 
of candidate users that will be transferred to each 
target S-CSCF. Then, for each candidate user, 
the CFS contacts the HSS through the reference 
point Cx, and changes the S-CSCF assigned to 
the user (step 2). This can be done using a Multi-
media-Authentication-Request (MAR) Diameter 
command, according to [12].

Next, the CFS communicates with the UE of 

Figure 3. IMS procedures to change a P-CSCF allocation.
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each of the users, using the reference point cfs-
ue, instructing the LCF to start the IMS proce-
dures needed to enforce the allocation of the 
new S-CSCF to the user (step 3). Analogous 
to the previous case, the LCF first initiates an 
IMS-level registration using the new S-CSCF. 
Step 4 in Fig. 4 illustrates an example of the reg-
istration process, where the S-CSCF performs 
user authentication procedures. In the example, 
the registration proceeds in two phases. In the 
first phase, the UE generates a SIP REGISTER 
request, which is routed via the P-CSCF allo-
cated to the user and an I-CSCF belonging to 
the home network. Then the I-CSCF contacts 
the HSS to discover if there is an S-CSCF allo-

cated to the user. As the user has already been 
allocated the new S-CSCF in step 2, the HSS 
returns the address of the new S-CSCF to the 
I-CSCF. Consequently, the new S-CSCF receives 
the REGISTER request and contacts the HSS to 
download the data that is necessary to authenti-
cate the user. Then the S-CSCF answers back the 
REGISTER request with a SIP Unauthorized 
response, containing a challenge to be satisfied by 
the UE. The response to this challenge requires 
a second REGISTER transaction between the 
UE and the S-CSCF, as shown in Fig. 4.

After successful registration of the user, the 
new S-CSCF performs the regular IMS service 
control functionalities, which result in the update 

Figure 4. IMS procedures to change an S-CSCF allocation.

(4)
Registration
via the new

S-CSCF

MAR (new S-CSCF name)

MAA

UAR
REGISTER

REGISTER

REGISTER
OK

REGISTER

UnauthorizedUnauthorizedUnauthorized

REGISTER REGISTER

OKOK

OK OK

OK

(5) Replacement of existing SIP dialogs via the new S-CSCF

ACK

INVITE INVITE INVITE

ACK
OK

OK
BYE

ACK

OK

BYEBYE

REGISTER

UAA

UAR

OK

UAA

MAR

SAR

MAA

SAA

UE P-CSCF I-CSCF HSS CFD AS CFSNew
S-CSCF

Old
S-CSCF

To/from
remote
party

LCF

(1) Communication
from the OSS

The new S-CSCF is
assigned to the user

(3) The CFS triggers the UE to perform an initial registration

Sets the registration 
state as registered

Additional
service control

(2) Configuration of S-CSCF in the HSS

Analogous to the 

P-CSCF reallocation 

procedure, note that 

the actual decisions on 

which candidate users 

are to be transferred 

from a given S-CSCF to 

another, and the precise 

time schedule of the 

reallocation process, are 

controlled by the policy 

rules established by the 

operator.



IEEE Communications Magazine • January 2016 111

of the information stored in the location ser-
vice by a CFD application server, to reflect the 
address of the new S-CSCF assigned to the user. 
Finally, the LCF initiates the signaling proce-
dures to replace the SIP dialogs established by 
the user to use the new S-CSCF (step 5).

Analogous to the P-CSCF reallocation proce-
dure, note that the actual decisions on which can-
didate users are to be transferred from a given 
S-CSCF to another, and the precise time sched-
ule of the reallocation process, are controlled by 
the policy rules established by the operator.

Management of CFD AS and I-CSCF Entities

The application servers of our solution, that is, 
the CFD AS entities, can also be activated or 
deactivated as necessary by the OSS/BSS for 
resilience and scalability purposes. In our propos-
al, the CFD service is identified by a SIP URI, 
containing a domain name that, according to the 
procedures specified in [14], can be resolved by 
the S-CSCF in the DNS to the different address-
es of the application servers executing the CFD 
service. The OSS/BSS will trigger the CFS when 
a CFD AS is activated or deactivated, so that it 
can change the configuration of the DNS in the 
home network accordingly, this way enabling an 
appropriate load balancing among the existing 
CFD AS entities.

On the other hand, besides the IMS control 
functions that are allocated to the end users (i.e., 
P-CSCFs and S-CSCFs), an IMS deployment 
also includes a number of I-CSCFs for scalability 
reasons. The selection of an I-CSCF during the 
IMS registration and session setup follows the 
SIP procedures specified in [14], and is based 
on DNS usage. In a dynamic environment, the 
OSS/BSS could also activate or deactivate an 
I-CSCF entity as necessary. In this case, the OSS/
BSS would trigger the CFS, which in turn would 
change the configuration of the DNS in the home 
network to reflect the addition or deletion of the 
I-CSCF address. This will enable an appropriate 
(for low-medium frequency updates such as the 
ones of interest for many application domains 
[10]) DNS load balancing among the available 
I-CSCFs.

Considerations about Roaming Users

According to the IMS specifications [1], there 
is the possibility that the P-CSCF allocated to a 
roaming user is located in the visited network. 
In that case, there may be users served by a 
P-CSCF that are not registered in the network of 
the operator owning the P-CSCF. Our solution 
covers this specific use case, by allowing commu-
nications between CFS entities in the home and 
visited networks through the inter-domain refer-
ence point cfs-cfs.

After the successful registration of a user who 
is roaming in a visited network, a CFD AS in 
the home network of the user stores the address 
of the visited P-CSCF in its location service. 
Additionally, when this CFD AS detects a new 
address of a visited P-CSCF, it contacts the CFS 
in the home network (hereafter referred to as 
home CFS) via the reference point cfd-cfs. If the 
visited network implements the solution present-
ed in this article, the home CFS communicates 
with the CFS in the visited network (hereafter 

referred to as visited CFS), through the reference 
point cfs-cfs, and registers its desire to receive 
notifications about the state of the P-CSCF allo-
cated to the user.

Now, if a P-CSCF is overloaded, fails, or 
needs to be removed, the operator owning the 
P-CSCF may contact any operator that has 
expressed its interest in receiving notifications 
on the P-CSCF status. To this end, the visited 
CFS (i.e., the CFS in the domain of the affected 
P-CSCF) communicates with the home CFS via 
the cfs-cfs interface. The visited CFS may explic-
itly indicate the reason for the communication, 
and request of the home CFS information about 
the visiting users that are served by the P-CSCF 
(e.g., the number of these users). Taking into 
account the information from the different CFS 
entities that have been contacted, and according 
to the policy rules established by the visited oper-
ator, the visited CFS can then request any home 
CFS entity to perform a reallocation process of 
its visiting users. The trigger from the visited CFS 
may include a set of alternative P-CSCFs and the 
assignment of load that should be transferred to 
each of these P-CSCFs. With this information, 
and attending to the policy rules defined by the 
home operator, the home CFS then executes the 
reallocation process following the procedures 
previously described.

Finally, we want to note that there is always 
the possibility of having roaming users assigned 
to a P-CSCF belonging to a network domain that 
does not implement the solution described in this 
article. In this case, the visited CFS would not 
have access to the information about the visit-
ing users from their home network domain, and 
would not be able to request the execution of a 
reallocation process for these users. However, 
this issue can easily be prevented if the service 
level agreement established with other operators 
allows use of the set of P-CSCFs of the opera-
tor only by those operators that implement the 
control function discovery and selection proce-
dures described in this article (users can still be 
provided service with a P-CSCF in their home 
networks).

Experimental Results
To assess our proposed solution, we have 
deployed a testbed using the FOKUS OpenIMS 
core3 and the SIPp open software.4 The former 
includes the call session control functions of the 
IMS (i.e., P-CSCF, S-CSCF, and I-CSCF) and an 
HSS, while the latter is used to emulate an IMS 
UE. The OpenIMS core is deployed over three 
virtual machines: the first, including the HSS 
together with three CSCFs (P-CSCF1, S-CSCF1, 
and I-CSCF1); the second, executing P-CSCF2 
and S-CSCF2; and the third, including P-CSCF3 
and S-CSCF3. Two additional virtual machines 
are used to run the SIPp scripts corresponding 
to the UEs.

To illustrate the benefits that can be achieved 
reallocating users to CSCF entities, we designed 
a first experiment with 20 users. All these users 
are served by P/S-CSCF1 and are configured to 
generate a certain aggregate session setup rate. 
In the experiment, we measured the average 
session setup delay for different session setup 
rates. The results are shown in Table 1. As can 

3 http://www.fokus.fraunhofer.de/
en/fokus_testbeds/open_ims_
playground/components/osims /
index.html

4 http://sipp.sourceforge.net
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be observed, in our particular testbed, when the 
session initiation rate is over 5 requests/s, the 
session setup delay is above the grade-of-service 
parameter for call setup delays recommended 
by the International Telecommunication Union 
— Telecommunication Standardization Sector 
(ITU-T) of 3 s [15]. This shows the benefits of 
distributing the rate of sessions established by 
users among CSCFs, as supported by our reallo-
cation procedures.

In the second experiment, 20 registered users 
allocated to P-CSCF1 establish IMS sessions with 
2 registered users using P-CSCF3. The aggregate 
session setup rate is 1 session/s. Using the SIPp 
scripts, we execute the procedures to change the 
allocation of 10 users from P-CSCF1 to P-CSCF2, 
as illustrated in Fig. 3. This change is triggered 
manually after approximately 60 s. In this partic-
ular setup, all the users are transferred in paral-
lel, which imposes a high transitory load for both 
P-CSCFs. Figure 5a presents the result of this 
experiment in terms of total throughput at the 
two P-CSCFs, where we can observe that once 
the users are transferred to the new P-CSCF, 
the load is distributed between them. Note that 
the throughput shown corresponds to SIP signal-
ing and is also a measurement of the load at the 
CSCFs to process those SIP messages. Although 
the specific policy to reallocate users between 
functional elements is under the control of the 
home operator, for the sake of completeness we 
also consider in this validation a simple algo-
rithm to schedule the transfer of users between 
P-CSCFs. In such an algorithm, the users are con-
tacted in sequence with a configurable transfer 
rate. In the third experiment, where we config-
ure a transfer rate of 2 users/s, we are able to sig-
nificantly reduce the peak throughput during the 
transfer stage, as shown in Fig. 5b.

In the fourth experiment, we show a scenario 
where the load of two S-CSCFs are below the 
minimum configured threshold, so all the users 
assigned to one of them can be transferred to the 
other. In this case, there are 10 users registered 
in S-CSCF1, while another 10 are registered in 
S-CSCF2. The 20 users generate an aggregate 

rate of 1 session/s, as in the previous experiment. 
After approximately 60 s, the users registered in 
S-CSCF2 are transferred to S-CSCF1 at a trans-
fer rate of 2 users/s, using the mechanisms illus-
trated in Fig. 4. As can be seen in Fig. 5c, the 
users and their active sessions are transferred to 
the new S-CSCF between 60 s and 80 s, causing a 
higher load in S-CSCF1 during that period. After 
80 s, the users have been successfully transferred 
to S-CSCF1, which receives a rate of 1 session 
setup per second.

Conclusions
In this article we have provided a solution to 
transparently transfer users between IMS con-
trol elements, which can be used to appropri-
ately adapt the utilization of these elements to 
the instantaneous load generated by users as 
required by the operator, and add resilience to 
the IMS infrastructure at the same time. The 
results achieved with our proof-of-concept imple-
mentation show the viability and correctness of 
the proposed solution. The solution guidelines 
described in our article also have general valid-
ity and applicability to next generation telco 
support infrastructures, which, for example, will 
extensively exploit the opportunities of virtual-
ization and dynamic re-allocation of their control 
functions. We plan to extend our proposal by 
including the possibility to manage other IMS 
functional elements like ASs.
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Abstract
Mobile networks have rapidly evolved in 

recent years due to the increase in multime-
dia traffic and offered services. This has led 
to a growth in the volume of control data and 
measurements that are used by self-healing sys-
tems. To maintain a certain quality of service, 
self-healing systems must complete their tasks in 
a reasonable time. The conjunction of a big vol-
ume of data and the limitation of time requires 
a big data approach to the problem of self-heal-
ing. This article reviews the data that self-healing 
uses as input and justifies its classification as big 
data. Big data techniques applied to mobile net-
works are examined, and some use cases along 
with their big data solutions are surveyed.

Introduction
With each new generation of communication tech-
nologies, the control data and network performance 
measurements in the operation and maintenance 
(O&M) subsystem grow in both volume and speed. 
A larger number of users and quantity of trans-
ferred data means a larger amount of measure-
ments. In addition, the higher demand for quality 
and larger bandwidths pushes for a faster rate of 
generation and consumption of these data. Down-
times due to problems that are not solved quickly 
or incorrect optimization cause a high opportunity 
cost and increased overall O&M costs.

For these reasons, the Next Generation 
Mobile Network (NGMN) Alliance [1] and the 
Third Generation Partnership Project (3GPP) [2] 
defined self-organizing networking (SON) as a set 
of principles and concepts to add automation to 
mobile networks so that they require less main-
tenance than traditional networks while improv-
ing quality of service (QoS). SON functions take 
as input the measurements generated by mobile 
networks, and produce output that depends on 
the purpose of the function.

SON functionalities can be classified in three 
large categories:
•	Self-configuration: functionalities that auto-

mate the planning and deployment of the 
network

•	Self-optimization: functionalities that keep 
the configuration parameters always work-
ing at the optimal level to offer the best 
QoS

•	Self-healing: functionalities that automate 
the solution of problems, reducing human 
intervention and minimizing downtime. 
Self-healing includes fault detection, diag-
nosis, compensation, and recovery.
Self-healing [3] aims to automate trouble-

shooting, which is one of the most important 
O&M tasks. The main objective of troubleshoot-
ing is finding and fixing malfunctions in the net-
work. In the currently deployed LTE networks, 
this task is manually done by monitoring some 
variables that reflect the state of the network. 
Self-healing functions include data processing 
algorithms that analyze O&M data in order to 
identify and fix problems. Some attempts at 
defining an implementation for self-healing func-
tions have been made using knowledge-based 
systems (KBSs), such as Bayesian networks [3], 
fuzzy logic controllers [4], or case-based rea-
soning [5] for automatic diagnosis. These sys-
tems have been proposed theoretically without 
acknowledging the problems inherent to large 
databases.

When data largely increase, traditional pro-
cessing techniques have very poor performance. 
The big data paradigm deals with this type of 
dataset by applying new techniques that exploit 
the latest hardware and software innovations.

In mobile networks, performance measure-
ment data have already passed that threshold; 
therefore, it must be studied through the para-
digm of big data. In [6, 7], a general vision of big 
data for SON functions was given, without going 
into details on each SON functionality. This arti-
cle goes one step further, focusing on self-healing 
functions. In particular, in this article, self-heal-
ing is reframed as a big data problem, and some 
specific requirements for the development of 
big-data-compliant self-healing functions are 
proposed. To further illustrate these principles, 
some use cases are shown, where modifications 
on previously existing algorithms that work with 
big-data-compliant inputs are proposed in order 
to use big data processing techniques.

In the following section, the data sources and 
their uses for troubleshooting in mobile net-
works are reviewed. Next, the big data concept 
is explained, and the characteristics of self-heal-
ing functionalities that are compliant with big 
data principles are described. After that some 
use cases are exposed, and big-data-compliant 
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solutions are proposed. Finally, the conclusions 
of the study are reviewed.

Troubleshooting Data in 
Cellular Networks

Each element in a cellular network interacts with 
the rest of the network in order to establish com-
munication, and each interaction produces sever-
al events (connection establishments, handovers, 
etc.). When a problem happens, the statistical 
data of these events can hold valuable informa-
tion about the root cause. Therefore, in mod-
ern networks, all the elements save information 
about the events that they observe.

Data Sources

The troubleshooting process uses data sources 
that indicate the state and behavior of the net-
work. These data sources are usually recorded on 
site in the base station (BS: the element that con-
nects the network to the user terminals), which 
is connected to a data collection subsystem that 
regularly gathers all the information in a central-
ized database. The most used data sources are:

Performance Management Metrics: Each BS 
keeps an array of counters that increase with 
specific events, such as established or dropped 
connections. These counters are accumulated 
over a variable time period known as the report 
output period (ROP). Other measurements are 
also taken and averaged during this time interval, 
such as the received power.

Fault Management Alarms: Along with the 
counters, BSs monitor specific problematic 
events. The occurrence of these events is reg-
istered in a binary indicator (i.e., the alarm). 
The nature of alarms is varied, such as software 
errors or hardware integrity problems.

Configuration Management Parameters: The 
configuration management (CM) parameters of 
each BS are adjusted by the engineers or SON 
functions. These parameters regulate the net-
work operation, so they are important informa-
tion sources for better understanding how the 
events affect the network performance.

Call Traces: Measurements taken in the time 
interval and channel where a communication 
took place. Each call trace contains registers 
(e.g., counters and alarms) and measurements 
related to a specific connection between a user 
equipment (UE) and the network.

Others: Other information sources that are 
sometimes used in the troubleshooting process 
are trouble tickets (previously known problems 
of the affected sector or neighboring sectors), 
engineer actions (timestamped actions taken 
toward solving a previous problem or optimizing 
the performance), drive tests (on-site measure-
ments of the radio signals received by UEs), cus-
tomer complaints, and so on.

Performance management (PM) metrics, fault 
management (FM) alarms, and CM parame-
ters are collected and stored in a raw format in 
the form of timestamped variables (time series) 
indexed by BS, but in order to make them more 
usable, they are usually transformed into more 
human-readable composite variables, perfor-
mance indicators (PIs). PIs measure a specific 
magnitude, such as the proportion of established 

or dropped connections over a time interval. 
PIs are aggregated over more varied timescales, 
such as hours or days. A reduced set of the PIs 
is representative of the general behavior of the 
element, and therefore are used to better under-
stand it. These are the key PIs (KPIs). In turn, 
KPIs are aggregated over groups of elements in 
order to represent the general behavior of the 
network or parts of it. Call traces are stored as 
files indexed by the session identifier, but they 
also have references to the BS and UE. Some 
PIs are calculated using the data of call traces. 
For this, the data in call traces referring to a spe-
cific BS are aggregated in synthetic counters and 
then used to calculate the new PIs. These PIs 
are saved and used along with the PIs calculated 
from CM/PM/FM.

It is important to note that although the 
data sources are collected physically in individ-
ual network elements (usually the serving BSs), 
the information they contain may be relevant for 
other elements too, such as neighboring BSs. Fig-
ure 1 shows the complex relationships between 
the data types (marked in blue for the raw col-
lected data and in green for the composite data) 
and the network elements on which they contain 
information (marked in red), as well as the pro-
cesses that relate them (marked in orange).

Troubleshooting Procedure

The manual troubleshooting workflow has four 
main subtasks.

Detection: The process of determining that 
there is a problem in the network, and pinpoint-
ing the element or elements that are affected. To 
do this, troubleshooting engineers will usually 
monitor a very reduced set of KPIs. When one 
or more of these KPIs is degraded, a list of the 
worst offenders is extracted, that is, the elements 
(e.g., BSs) that are degrading the KPI averages 
most.

Diagnosis: Once the problematic elements 
have been determined, troubleshooting engineers 
must find out the root cause (i.e., why they are 
failing). The study of low-level indicators, as well 
as logs or event records may help in the deter-

Figure 1. Data types and the relationships established by the information each 
type contains.
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mination of the root cause. In some cases, active 
measurements are taken, such as drive tests.

Compensation: The troubleshooting process 
may take anywhere between minutes to several 
days. Therefore, it is important to redirect the 
resources of the network temporarily to give ser-
vice to the users in the affected area. Since this 
temporary configuration is sub-optimal, the users 
may perceive reduced QoS.

Recovery: Once the root cause is known, the 
required actions to fix it are taken. These actions 
range from simple resets or configuration chang-
es that can be ordered remotely, to hardware 
fixes or replacements that need on-site repairs. 
The recovery action may or may not solve a 
problem, so the results of the action are taken 
into account on subsequent repetitions of the 
diagnosis subtask.

Manual Data Processing

To better understand the meaning of the data, 
experts often use statistical techniques to simplify 
the representation of the collected variables. For 
instance, to detect degradations on PIs or KPIs, 
thresholding is often used, that is, the value is con-
sidered degraded if it is above or below a certain 
threshold. Thresholding is specially important in 
the detection stage, but it is also used to discretize 
the value of PIs, classifying them as either good 
or bad values. With discretized variables, heuristic 
rules of the “if … then …” form are often used 
in the diagnosis process. This pattern is generally 
used by experts in their observation of low-level 
PIs, and sometimes these rules are coded as pro-
grams and used in the database containing the 
PM, FM, and CM variables to test for known fault 
states. Another technique that is sometimes used 
to test the relations among variables is correla-
tion. For instance, alarms or engineer actions are 
correlated with PIs to see to what extent they are 
responsible for the observed behavior.

There is no normalized course of action for 
applying these processes. It is usually up to the 
judgment and experience of the troubleshooting 
expert which techniques to use and when based 
on their observations.

Big Data in Self-Healing
In the last few years, big data solutions have 
been proposed for many applications. Generally, 
wherever a large user base is present, there are 
applications where large datasets are used, and 
therefore, processes will have to be optimized for 
them. Mobile networks are a perfect example of 
such a scenario, and in this article, the focus is 
set on their troubleshooting.

Introduction to Big Data

As a consequence of the decrease in the prices 
of storage hardware, as well as the increase in 
bandwidth in mobile networks and the growth 
in the number of connected electronic devices, 
the volume of data generated by our society is 
increasing exponentially. All these data contain 
information about a wide spectrum of aspects 
that may be interesting for all types of business-
es. As the data produced grow, the information 
contained in them increases in both quantity and 
accuracy, and so does the demand for extracting 
that information.

The amount of available data is often too big 
and unstructured to be treated with traditional 
statistic methods to achieve the results and the 
speed to cater for the needs of the market, so 
new techniques must be used. Big data is the new 
paradigm that encompasses the principles and 
techniques for making sense of data in this new 
scenario. A data set is considered big-data-com-
pliant when it follows a set of principles known 
as the 3 Vs of big data [8] as listed below.

Big Volume: The quantity of data that must 
be processed is large, because either there are 
many individual small information units (e.g., 
PM counters that are very simple and structured, 
but generated by a large number of BSs) or each 
information unit is large (e.g., call traces, which 
contain variable fields and many measurements, 
and the information is potentially referred to 
several different BSs). The exact boundary for 
the volume of data to be considered big data is 
largely dependent on the application, the time 
constraints, and the available hardware. In the 
case of mobile networks, each BS produces the 
CM, PM, and FM data in each ROP. The num-
ber of individual variables is on the order of hun-
dreds to thousands for each BS, and the number 
of BSs in a network ranges in the tens of thou-
sands. Additionally, each of the millions of indi-
vidual connections generates a call trace.

High Velocity: The information is produced at 
a rate that requires special techniques in order 
to process it before new data is produced. Again, 
there is no exact boundary to consider a data 
source fast; it depends on the hardware resourc-
es that are available. In a cellular network, the 
data is generated in every ROP, which usually is 
15 minutes long. Therefore, the total data must 
be collected, stored, and processed during this 
time interval. It is crucial to have quick results 
that help to prevent severe degradations in the 
performance of the network. In the case of trou-
bleshooting, all the processes of detection, diag-
nosis, recovery, and compensation must be done 
before users perceive a severe loss in QoS. The 
time frames for this range between minutes and 
hours. However, currently, with manual trouble-
shooting, it is common that problems take days 
to resolve.

High Variety: Data sources have varied for-
mats, which require preprocessing for homog-
enization or altogether separate processing 
pipes, often containing unstructured data, which 
require preprocessing in order to structure them 
so they can be processed, and are extracted from 
different physical/logical interfaces (requiring 
special equipment or software drivers). Also, the 
data units may contain information about differ-
ent entities that may or may not be needed for 
a specific application. As shown previously, in 
cellular networks, data formats are very varied. 
For instance, PM and CM variables are given 
as numerical values, whereas FM variables are 
Boolean. Call traces register individual events, 
and for each event, a different set of measure-
ments is provided. Other variables, such as trou-
ble tickets or user complaints, are much more 
complex, and may contain important information 
for troubleshooting.

Big data makes heavy use of distributed com-
puting for both data processing (cloud comput-
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ing) and storage (data warehousing). Some de 
facto standards are the lambda system archi-
tecture [9] for the high-level design of big data 
systems, the MapReduce [10] programming 
architecture for low-level algorithm design, and 
NoSQL [11] databases for storage.

Big Data Techniques

In mobile networks, we propose to use the lamb-
da architecture, which is a common architecture 
for cloud computing. This architecture is special-
ly designed for data sources where information is 
being accumulated over time and live results are 
requested. The lambda architecture has two data 
pipelines, the batch layer and speed layer.

Batch Layer: In this layer, the algorithms are 
applied over datasets spanning a long period of 
time to extract detailed information. This pipe-
line is slow, since it deals with large volumes of 
data, so it does not offer immediate results when 
new data is added. Nevertheless, it must still be 
fast enough to process the data at the rate at 
which they are produced.

Speed Layer: It is often necessary to obtain an 
approximate result that is available immediately 
after new data is collected. This pipeline process-
es the latest data along with a data set spanning 
over a small period of time in the past. It can 
also use the output of the batch layer for pre-
vious periods of time. The results of the speed 
layer tend to be more inaccurate and prone to 
errors (due to missing data, input errors, etc.), 
since the focus is always on speed. In environ-
ments where proactive detection of problems is 
performed, the early approximate results of the 
speed layer are vital.

To reduce the processing time, parallelization 
is heavily used in big data. The time a process 
may take is reduced roughly by a factor of the 
number of independent processors on the com-
puting cloud where the process is run. A com-
mon architecture for parallelization, which can 
be applied in cellular networks, is MapReduce 
(Fig. 2), where the data is processed using two 
functions. The map function is applied over each 
data unit that is independent (i.e., contains the 
required information without the need for other 
data units) in a separate process in the comput-
ing cloud. The output of the map function over 
each data unit is then aggregated with the reduce 
function.

Data sources do not always provide structured 
data that can easily be stored in a table without 
loss of information. The NoSQL paradigm refers 
to database implementations that do not use the 
traditional table-based architecture. In wireless 
networks, we propose to apply the key-value 
model, which is a common architecture, where 
each record (or value) is uniquely identified by a 
hashable variable (the key). In turn, each record 
can contain a variable number of fields, which 
simplifies the storage of unstructured data and 
reduces the required storage space.

Applying Big Data Techniques to Self-Healing

The main objective of self-healing is to automate 
the troubleshooting task described earlier by 
using programs that replicate the manual pro-
cesses. Commercial requirements (the demand 
for QoS) create the need for a fast and reliable 

troubleshooting system that minimizes down-
time. Therefore, automation in troubleshooting 
is required.

Self-healing algorithms are usually imple-
mented using knowledge-based systems (KBSs) 
that imitate the process of human experts in 
order to accomplish a task. KBSs are algorithms 
composed of two parts:

•	Knowledge base (KB): a codified represen-
tation of the field knowledge, that is, the 
knowledge that the experts need in order to 
complete the task. To generate and improve 
the KB, a continuous data mining (DM) 
process is run in the batch layer;

•	Inference engine (IE): the procedures that 
use the KB in order to complete the task. 
The IE conforms to the speed layer.
Some KBSs that have been previously used in 

troubleshooting are fuzzy logic [4] or Bayesian 
networks [12]. It is important to follow the guide-
lines of big data when designing these implemen-
tations (i.e., creating parallelizable algorithms). 
For an algorithm to be parallelizable, its design 
must guarantee that the final result is the same 
when it is run as a single process and when the 
task is divided among multiple instances.

Use Cases
This section presents some self-healing examples 
and how they can be adressed by means of big 
data techniques.

Data Reduction

Big datasets are often collected to be inspected 
by human operators or for unspecified future 
uses. Therefore, it is a common problem that the 
relevant information for a specific application 
is hidden among redundant or even unrelated 
information. Hence, for many SON algorithms, 
a necessary prior step is extracting the subset 
of data where the information is contained. In 
troubleshooting, some algorithms need to extract 
information from degraded indicators. These 
values can be extracted from historical O&M 
databases that store the timestamped indica-
tor values, that is, all the data types described 
earlier, but in such databases, both normal and 
degraded values are indistinctly saved, with no 
indication of the status (i.e., normal/degraded). 
Therefore, it is important to devise methods to 
isolate the time intervals where the behavior of 
each element is degraded.

Since O&M databases are very large, it is 
important to perform this process with a paral-
lelizable algorithm. Each parallel process must 
be independent of the result of other processes. 
An easy way to divide the work in this case is 

Figure 2. MapReduce architecture.
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to analyze each BS individually. The algorithm 
described in [13] detects degraded intervals (DIs, 
time intervals where the behavior of a BS is 
degraded) by analyzing KPIs. For each BS, the 
time series of one KPI is sequentially analyzed 
and compared against a good threshold and a 
bad threshold. A DI starts when the value of the 
KPI falls below (or rises above) the bad value, 
and ends when it crosses the bad threshold again 
and then rises above (or falls below) the good 
threshold. This algorithm can easily be paral-
lelized since each BS can be processed by a sep-
arate instance (by implementing the detection 
algorithm as a map function). The input database 
is filtered by the BS, and each instance of the 
map function reads the KPI time series of the 
filtered table. On the output, the result is aggre-
gated, adding a field identifying the BS and final-
ly applying a reduce function that saves all the 
detected DIs in the same table. An example of a 
result of the algorithm is shown in Fig. 3, where 
the retainability KPI is used to determine the DIs. 
This specific use case comes from a dataset con-
taining 47 samples, each with two weeks of hour-
ly data, making a grand total of 15,792 entries. 

The total number of detected DIs is 359, and 
since the KPIs are aggregated over the duration 
of the DI, the reduced database contains 359 
entries, representing a reduction of 97.73 percent 
of data volume.

Sleeping Cell Detection

A common problem in mobile networks is cell 
outage or sleeping cells, that is, cells that should 
be providing service but are not doing it at all 
for some reason. In scenarios where the density 
of cells is high, this problem is especially hard to 
detect, since the users are redirected to neigh-
boring cells. Sleeping cells produce a low QoS, 
since the optimal cell for the affected users is 
not being used. This is usually done using some 
availability KPIs and alarms which indicate that 
the cell is down. But in a major outage where the 
whole BS is down and not responding to status 
queries (e.g., a major software fault or power 
outage), the network operator will not be able to 
detect the fault quickly. An alternate approach 
to outage detection is using the neighboring BS 
measurements to detect the outage by calculating 
its impact. Since in a network the number of BSs 
is normally large, and for each one all the data 
from its neighbors is used, it is easily determined 
that this is a big data problem. Moreover, the 
timeframe to detect and correct an outage is usu-
ally low, since the service for the affected users is 
degraded, leading to a bad user experience.

In [14], an algorithm for detecting sleeping 
cells based on decreased handovers with neigh-
boring cells is described. To find sleeping cells, 
for each BS, the number of incoming handovers 
for the current and previous ROP is aggregated 
from the neighbor BSs’ outgoing handovers. If 
the handovers have suddenly dropped to zero 
and the readings of other PIs (or the lack of 
PIs) of the cell indicate a malfunction, the cell 
is marked as a sleeping cell. To apply this algo-
rithm under the big data principles, it should be 
considered that the full network has to be ana-
lyzed over a limited time (a ROP before new 
data is received). Thus, it is essential that mul-
tiple instances of the algorithm analyze separate 
parts of the network. In order to achieve this, 
the terrain can be divided into partitions that 
are the size of the maximum distance between 
neighbors, as shown in Fig. 4. Each instance of 
the algorithm sequentially tests each of the BSs 
contained in one partition by looking into the 
data of its neighbors, which are contained in 
the adjacent partitions. Therefore, each parallel 
instance only works with a reduced database con-
taining only the data of the current and adjacent 
partitions.

Figure 5 shows the results obtained in [14] for 
the algorithm compared to other methods when 
applied to a simulated LTE network: availability 
PIs (the detection is made by monitoring certain 
PIs of the cell) and lack of PIs (a cell is selected 
as a sleeping cell if there are no PIs available). 
For each method, the results show the false pos-
itive rate (i.e., the percentage of wrong detected 
cases among the total outage cases) and the false 
negative rate (i.e., the percentage of undetected 
cases among the total of normal cases simulat-
ed). The results show that the proposed method 
is able to detect most simulated outages, lead-

Figure 3. Detected degraded intervals.
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ing to a low percentage of false negatives (5.9 
percent), while availability PIs and lack of PIs 
methods present a high percentage of false nega-
tives. These results show that the increase in the 
volume of processed data improves the detection 
capacity.

Diagnosis Based on KPI Correlation

In troubleshooting, once a problem is detected 
in a BS, the diagnosis task is launched. Normally, 
detection is done by observing very high-level 
KPIs, whereas diagnosis takes into account all 
the available information to find the root cause. 
A very important source of information is to find 
which PIs correlate the most with the occurrence 
of the problem. Since the KPIs are an indication 
of the general behavior of the BS, a list of the 
most correlated indicators will give an import-
ant clue to the root cause analysis. In [15], a 
method that performs this analysis is described. 
This algorithm takes into account the PIs of the 
affected BS and the neighboring sectors in order 
to simplify the task of diagnosis. The process of 
calculating the correlation of two time series is a 
computationally heavy operation, and the num-
ber of correlations that must be done is high (all 
the PIs of the analyzed sector, plus all the PIs of 
each neighboring sector), qualifying it as a big 
data problem; but since each PI can be processed 
independently, the algorithm is easily paralleliz-
able. Again, the correlation process is imple-
mented as a map function, and a reduce function 
creates a list of PIs ordered by correlation. In 
Fig. 6, a time series of a KPI in the diagnosed BS 
(the number of radio resource control connec-
tions) is shown, along with a highly correlated PI 
of a neighboring BS (a counter of bad coverage 
reports) and their correlation.

Conclusions
Automation of the O&M of mobile networks 
is a need for mobile operators due to several 
forces driving costs up: increased traffic vol-
ume, variety of services, number of subscribers, 
demand for QoS, and competitiveness among 
operators. Modern networks (especially LTE 
and the future 5G networks) produce large vol-
umes of O&M data, which contain the informa-
tion needed for the self-healing functions that 
operators need. In fact, the volume of this data, 
along with the variety and time restrictions, calls 
for the use of the big data paradigm. Big data 
is a set of new techniques that exploit the ever 
increasing processing power of computer net-
works. Specifically, in this article, the main focus 
is parallelization. Several use cases have been 
displayed as examples where data processing 
algorithms can extract information contained 
in big-data-compliant data sources. In order 
for these algorithms to work properly, small 
modifications have been proposed in order to 
run the algorithm in parallel processes that do 
not interfere with each other. Parallelization 
reduces the processing time (or increases the 
processing capability) of these algorithms, so 
SON functions can be applied in a manner that 
is transparent for the users of the network. The 
proposals of this article can be extended to any 
SON algorithm that can be extended in a way 
which guarantees that the results of the paral-

lelized version are the same as the original. In 
order to further test the proposed solutions of 
the use cases, they can be implemented using 
the commercially available big data processing 
solutions.
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Series Editorial

Research in ad hoc and sensor networks has produced a 
plethora of papers, and very interesting work is still being 
published in this area, evolving in parallel with techno-

logical innovation, and intersecting with novel areas, particu-
larly the Internet of Things, and more established areas such as 
wildlife monitoring.

One key aspect of wireless research has been and still is 
performance evaluation. In the past there has been deserved 
criticism of the way many wireless solutions have been eval-
uated, and the article from Papadopoulos, Kritsis, Gallais, 
Chatzimisios, and Noel, “Performance Evaluation Meth-
ods in Ad-Hoc and Wireless Sensor Networks: A Literature 
Study,” deals with this unsolved problem. The authors ana-
lyze a large set of statistics on articles (674 papers in total) 
published in top representative conferences (i.e. ACM/IEEE 
IPSN, ACM MobiCom, ACM MobiHoc, and ACM SenSys) 
related to ad hoc and wireless sensor networks (WSNs) over 
the 2008-2013 period, to see how perfomance has been eval-
uated and whether this evaluation is sound. Interestingly, the 
authors find that there is a tendency to rely, more and more, 
on custom or open testbeds. The article also discusses sim-
ulation and experimental approaches as possible alternative 
to real testbeds.

From the beginning sensor technology has been the technol-
ogy used for animal monitoring, and in particular for wildlife. 
The next article, “From Radio Telemetry to Ultra-Low Power 
Sensor Networks: Tracking Bats in the Wild” by Dressler, Rip-
perger, Hierold, Nowak, Eibel, Cassens, Mayer, Meyer-Wege-
ner, and Kölpin, demonstrates how ad hoc and sensor networks 
can progress with technological innovation, and presents a new 

approach for monitoring based on ultra-low power systems. 
The authors then specifically apply this approach to bat moni-
toring, and validate the results from the first field experiments.

As stated above, ad hoc and sensor technology has proved to 
be a fundamental communication technology for the Internet 
of Things. The next article, “CheepSync: A Time Synchroni-
zation Service for Resource Constrained Bluetooth LE Adver-
tisers” by Sridhar, Misra, Gurinder, and Warrior, discusses the 
problem of time synchronization, which is a key service for 
current and future applications in sensor networks and IoT. In 
this article the authors propose a time synchronization solution 
for Bluetooth Low Energy (BLE), and demonstrate its validity 
in both empirical and experimental settings.

These three articles are good examples of how research in 
ad hoc and sensor networks can still be fascinating and effec-
tive, and applicable to real life and technological innovation.
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Abstract

Verification of theoretical analysis is a vital 
step in the development of an application or a 
protocol for wireless networks. Most proposals are 
evaluated through mathematical analysis followed 
by either simulation or experimental validation 
campaigns. In this article, we analyze a large set of 
statistics in articles published (674 papers in total) 
in the top representative ad hoc and wireless 
sensor networks related conferences (i.e., ACM/
IEEE IPSN, ACM MobiCom, ACM MobiHoc, 
and ACM SenSys) during the period 2008–2013. 
We focus on the evaluation methodologies pro-
vided by researchers. More specifically, our goal 
is to explore the role of simulators and testbeds in 
the theoretical analysis of a model throughout the 
protocol development procedure. We show that 
there is a tendency for more and more research-
ers to rely on custom or open testbeds in order 
to evaluate the performance of their proposals. 
Simulators indeed fail to reproduce actual envi-
ronmental conditions of deployed systems. Exper-
imentation with real hardware allows our research 
community to mind the gaps between simulation 
and real deployment. Still, as the experimental 
apFproach through custom testbeds results in a 
low reproducibility level (i.e., 16.5 percent), we 
investigate to what extent such performance eval-
uation methods will be able to bridge those gaps. 
We finally discuss experimental testbeds and their 
potential to replace simulators as the cornerstone 
of performance evaluation procedures.

Introduction
Ad hoc and wireless sensor networks (WSNs) 
have enabled a large variety of applications. 
Environmental and wildlife monitoring, clinical 
medical and home-care monitoring, monitoring 
and control of industrial processes including agri-
culture, and smart houses or cities are just some 
of the examples of ad hoc and WSN applications, 
where low-cost and easily deployed multi-func-
tional sensor nodes are the ideal solution [1]. As 
a result, during the past few years we have expe-
rienced the emergence of a new paradigm called 
the Internet of Things (IoT) in which smart 
and connected objects cooperatively construct 
a (wireless) network of things [2]. However, the 
unique features of ad hoc and WSN technolo-

gies can pose significant challenges. Hence, envi-
sioned solutions must be verified before being 
deployed in a real-world WSN deployment, 
either by utilizing simulators or emulators or 
through experimentations by employing testbeds.

Simulation evaluation is an essential phase 
during the design and development of an ad hoc 
or WSN infrastructure. However, environments 
in which ad hoc or sensor networks evolve are 
often application-specific and too complex to be 
reproduced precisely. More specifically, simulators 
allow users to implement some basic assumptions 
(e.g., link quality, radio propagation, medium 
interferences, topologies) [3]. Although the major-
ity of the simulation models cannot capture real 
world complexity [4, 5], they are often utilized as a 
first step. Our purpose is to show that this step is 
not sufficient to demonstrate the consistency of a 
solution, as well as that low-cost devices have led 
researchers and engineers to enrich performance 
evaluation with testbeds.

Experimental evaluation is performed over 
either custom or open testbeds, and exhibits 
unexpected failures and problems that could pos-
sibly be faced during real-world deployments. 
Even though performing well over testbeds, they 
still remain in vitro deployments with more or 
less controlled environment conditions. Such a 
proof of concept must then be transposed into 
the real world. Designing and setting up a com-
plete ad hoc or WSN system under real condi-
tions that can support robust applications is a 
very complex task [6]. Researchers and produc-
tion system architects first need an appropriate 
plan of deployment and later a number of tools, 
simulators/emulators, and testing facilities for 
real experiments in order to initially validate 
their concept or model and then develop the 
appropriate infrastructure.

Throughout this study, we compile a large set 
of statistics from a literature review of 674 arti-
cles published in top conferences on ad hoc and 
WSNs over the 2008–2013 period. We focus on 
the evaluation provided by authors, and especial-
ly to what extent experiments on testbeds have 
become a must for performance evaluation of new 
communication algorithms and protocols. Hence, 
we exhibit the tendency for performance evalua-
tion procedures to rely on experiments with real 
hardware and environments, to the detriment of 
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simulations. The question of scientific results vs. 
proof of concepts therefore arises. Indeed, we dis-
cuss the meaning of reproducibility and of a proof 
of concept as a prototype being designed to deter-
mine feasibility. In this article, we also analyze 
the selection of the evaluation methodology (e.g., 
simulator, testbed), and simplicity of the overall 
design that should be provided for validation, 
understanding, and explanation. Finally, this work 
aims to investigate and gather the pros from both 
simulation and experiments so that real-world 
experiments could lead to reproducible scientific 
results for our research community.

Performance Evaluation Procedures
In a typical research process cycle, once the 
modeling phase is done, network researchers 
and developers continue with the validation pro-
cedure in which they evaluate their concept by 
using either a simulator or an emulator. Later, 
network engineers and developers may proceed 
with experimentation to further cross-verify their 
proposal [7]. Thus, once both the simulation per-
formance and experimental measurements are 
satisfactory, real deployments can be initiated.

Simulating Protocols or Experimenting Algorithms

Since we face complex environments that are 
very difficult to theoretically analyze, and we 
also take into account the difficulties of setting 
up a real-world (e.g., large-scale) deployment, 
simulations are often considered as the opti-
mal approach for studying the performance of 
ad hoc and WSNs. Many open source and free-
ly available simulators allow users to have bet-
ter control of the nodes by often employing a 
graphical user interface (GUI), and to retain or 
simplify some assumptions in order to evaluate 
their solutions. Simulation evaluation is a provi-
sioning procedure during protocol development. 
However, even if the simulation performance 
presents coherent results with mathemati-
cal analysis, past real-world deployments show 
that it is not recommended to proceed directly 
with real deployment since engineers may face 
unpredictable phenomena such as node crashing 
or network disconnection [5, 8]. Intermediate 
experimentation platforms can therefore be con-
sidered to bridge the gap between simulations 
and real-world deployments. Nevertheless, while 
simulations can offer wider sets of assumptions 
to test and therefore potentially more complete 
evaluations, testbeds impose many characteristics 
(e.g., physical environment, hardware, network 
topology). Such facilities offer the opportuni-
ty to have their solutions face real conditions, 
thus being more realistic than those modeled 
under software simulators. However, numerous 
parameters (e.g., radio dynamics, link stability 
and symmetry, impact of the weather on commu-
nications [9]) appear so unpredictable that they 
may lead to results that cannot be reproduced 
with sufficiently tight confidence intervals. The 
ambition to obtain scientific results should then 
lead researchers to allow for further repeatability 
of the presented results. As a result, during the 
simulation evaluation the environmental condi-
tions should not affect the behavior of the nodes. 
Hence, it would be ideal if the authors first verify 
their model by employing experimental tests in 

order to reflect the reality that their proposals 
would face during real deployment.

A Thorough Literature Study

In this article, we carry out a thorough study over 
top representative conferences that are strongly 
related to ad hoc and WSN research fields. In par-
ticular, we have studied all articles that have been 
published at the ACM/IEEE International Confer-
ence on Information Processing in Sensor Networks 
(IPSN), ACM Annual International Conference on 
Mobile Computing and Networking (MobiCom), 
ACM International Symposium on Mobile Ad Hoc 
Networking and Computing (MobiHoc), and ACM 
Conference on Embedded Networked Sensor Sys-
tems (SenSys) in order to derive the current tenden-
cy of the validation methodology that authors follow 
with respect to previously reported issues. Hence, we 
go through and study 674 articles in total, published 
in the conference proceedings for the last six years 
from 2008 to 2013, of which 596 are related to ad 
hoc and WSN (Fig. 1a). Indeed, we identified 78 
articles that deal with other wireless technologies, 
such as WiFi and WiMAX, that are studied in the 
context of cellular networks. All of these papers have 
been found in MobiCom (i.e., 140 out of 185) and 
MobiHoc (i.e., 142 articles out of 175) conferences 
(Fig. 1b), which are not entirely dedicated to ad hoc 
and WSN but have a broad scope on mobility and 
wireless communications. In the rest of the article, 
we further emphasize our investigation over these 
596 articles. During our investigation, we obtain a 
plethora of information for each work and then cat-
egorize the considered articles based on their com-
mon features.

Figure 1c provides detailed information about 
the total number as well as the ad hoc and WSN 
related published articles per proceeding year. We 
actually observe that there is a decreasing ten-
dency of published articles in the proceedings; 
indeed, we identified 43 articles less from 2008 
to 2013. More specifically, MobiHoc and IPSN 
reduced the total accepted articles from 44 to 24 
(MobiHoc) and from 41 to 24 (IPSN), respective-
ly, while MobiCom and SenSys kept a steady flow.

Modern technologies have introduced the 
feature of mobility. Consequently, the research 
community focuses on developing and testing 
such aspects and scenarios. Our study results 
justify this trend, due to the 148 articles (52.1 
percent) that simulated mobile scenarios. Still, 
our statistical results for MobiHoc and Mobi-
Com, the mobile oriented conferences, show that 
not all of their articles implement mobility sce-
narios. For instance, during the 2008 MobiHoc 
conference we determined only 13 out of 28 sim-
ulation-based articles that introduced mobility 
in their tests. As shown in Fig. 2a, 57 percent 
of articles involving mobility are induced less by 
our conference sample (half of the conferences, 
MobiCom and MobiHoc, being theoretically 
focused on mobility-related topics) than by the 
global enthusiasm for mobile scenarios.

Results of Analysis

Evaluation Procedures

In this subsection, we expose our analysis on 
the validation procedures that the authors fol-
lowed. As a first step, we aimed to categorize 
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the reviewed articles according to the employed 
evaluation method. In particular, we examine the 
proportion of simulation, experimental, and math-
ematical (i.e., modeling or analysis) evaluated 
works. Our primary analysis exposes interesting 
results. More specifically, our investigation shows 
that the majority (i.e., 561) of the articles provide 
an analytical representation of their solution. The 
remaining 35 have only simulation or experimen-
tation results. Furthermore, 284 verify their pro-
posal by employing simulation evaluation, while 
on the other hand, 392 of the articles include 
experimental evaluation for their validation. Final-
ly, only one out of five (i.e., 20.3 percent) articles 

examines all three phases of the research process 
cycle (i.e., analysis, simulation, and experimenta-
tion). The number of articles with the previously 
stated properties (with respect to the 596 studied 
papers) is illustrated in Fig. 2b.

We now present the characteristics of the arti-
cles that we studied. The percentage of simula-
tion vs. experiment-based studies (with respect 
to 596 studied articles) is illustrated in Fig. 2c. 
As can be observed, while simulations and exper-
iments used to be equally deployed until 2009, 
the usage of simulations is decreasing every year 
(except in 2011), while experimentations still 
remain present at a relatively stable rate.

Over the 2008–2013 period, 284 studies fol-
lowed a simulation evaluation to test their pro-
posal. We noted the simulator usage, the scales 
of simulated networks, and the programming lan-
guages used for custom simulators (Fig. 3). Only 
43.3 percent of articles are validated through a 
known simulator, while 42.3 percent did not even 
provide any information about the tool that their 
authors utilized (Fig. 3a). Finally, 14.4 percent 
(with respect to 284 studied simulation-evaluated 
articles) developed a homemade simulator (Fig. 
3a) by utilizing programming languages such as 
Python and Java (Fig. 3c for the distribution of 
the most popular programming languages).

We are next interested in determining the 
usage of the simulators. As can be observed in 
Fig. 3b, MATLAB is the first choice in our com-
munity, counting more than 35 articles, followed 
by TOSSIM, which was reported in almost 20 
articles. Furthermore, Network Simulator 2 (ns-
2) comes in third with 13 articles.

Nowadays, the research community is able to 
evaluate proposed protocols, models, and even 
new technologies over open testbeds at a very 
large scale [2]. Increasingly, network researchers 
are using experimentations to enlarge the scope 
of their performance evaluation (Fig. 2c). More-
over, as can be observed in Fig. 4a, our investiga-
tion shows that the majority of researchers, 91.3 
percent, chose to set up their own testbeds. Even 
though to the current day there are a number 
of open facilities providing developers with the 
infrastructure needed for experimental ad hoc, 
WSN, or IoT studies, only 10.7 percent of the arti-
cles use open platforms. Our compiled statistics 
tend to show that researchers would rather favor 
their own setups for small-scale deployments. 
In fact, among the 392 articles exposing experi-
mental results, 78 percent of them do not exceed 
40 nodes for their experimental setup (Fig. 4a). 
Hence, the increased difficulty of apprehending a 
remote open testbed (e.g., specific hardware and 
software, network topology, booking procedure) 
may have induced researchers to set up their own 
relatively small-scale networks.

Finally, we evaluated the popularity of the 
devices in homemade experiments. In Figs. 4b 
and 4c the utility of the open testbeds and motes 
is presented. Even though a small number of arti-
cles experimented over open testbeds, we point 
out the popular open platforms. As observed 
in Fig. 4b, Harvard’s Motelab comes first (11 
articles), followed by TWIST (10 studies). That 
can be explained simply as those facilities were 
the first to open up to the scientific communi-
ty. Regarding the Indriya testbed, even though 

Figure 1. Published articles in ACM/IEEE IPSN, ACM MobiCom,, ACM 
MobiHoc, and ACM SenSys from 2008 to 2013: a) number of articles per 
year (all conferences are considered); b) appropriateness of our confer-
ence sample.; c) publication flows over the 2008–2013 period.
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it was made available only in 2011, it was used 
in eight articles. The fact that users can interact 
with the testbed through the same intuitive web-
based interface as MoteLab’s could explain this 
success among the community.

Reproducibility

We continue our study by investigating the fea-
sibility of reproducing results that are presented 
in the reviewed articles, for both simulation and 
experimental campaigns. To proceed, we looked 
for some critical information (e.g., simulation 
setup, simulator indication, simulator details such 
as version or library, number of nodes) that should 
be provided by the studied articles. In order to 
reproduce the proposed solution, we assumed that 
the authors should provide a complete simulation 
or experiment settings subsection.

Regarding the simulation-based evaluations, 
while only 43.3 percent of the articles indicate 
the simulator, 78.5 percent of those do provide 
some details about simulation setups. Among 
those, 72.5 percent give the precise number of 
involved nodes. Finally, we decided on incom-
plete setups as soon as there was a lack of critical 
details regarding the tools used during simula-
tions. For instance, as discussed earlier, MAT-
LAB stands as the most popular software for 
simulations. In order to use it as a network sim-
ulator, researchers must import external libraries 
(e.g., as developed by the WISLAB1 team). It is 
difficult, if not impossible, to reproduce a simu-
lation study when the version of a publicly avail-
able simulator is unknown, and only 21.5 percent 
provide us with the employed version or the uti-
lized library of the simulator, which essentially 
concludes our outcome about the reproducibility 
of the simulation-evaluation articles.

We followed a similar methodology for the 
experimental-based validations. Taking into 
account the nature of open platforms (42 articles), 
we consider that these articles overall are repro-
ducible. However, we counted eight papers where 
the authors tested their ideas over both custom 
and open testbeds, with only three of them provid-
ing enough information to be assumed reproduc-
ible. On the other hand, the experimental results 
that are retrieved through homemade testbeds 
can be considered as difficult or even impossi-
ble to reproduce. This is because most of them 
are deployed in offices, houses, or even outdoor 
installations where the environmental radio activ-
ity varies, due to the interpolation of external fea-
tures including mobile phones, wireless routers, 
access points, and so on. Nevertheless, due to the 
nature (e.g., application layer) of the tested solu-
tion, we detected 31 homemade-based studies that 
may be reproduced. Finally, by summarizing the 
previous statements, we calculated that only 16.5 
percent (65) of the experiment-based papers pres-
ent reproducible results.

Further Discussions
Scientific Results or Proofs of Concepts?

Scientific results are expected to be repeatable, 
while a proof of concept is a realization of an 
idea that demonstrates its feasibility. Our ini-

tial investigation shows that most of the authors 
chose to validate their proposals over experimen-
tal evaluation. Our investigation highlights some 
interesting tendencies in the networking scientific 
community, especially around ad hoc and WSNs. 
As previously presented, an increasing number of 

Figure 2. Mobility scenarios in performance evaluation procedures: a) mobili-
ty scenarios in performance evaluation procedures; b) use of mathematics 
(M), simulations (S), experiments (E), and their combinations in valida-
tion procedures of 596 ad hoc and WSN related articles; c) total simula-
tion vs. experimentation evaluated articles.
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papers validate their proposals by using experi-
mental evaluations.

We focused on the simulation and experimen-
tation setups in order to determine if they were 
sufficiently described to allow for repetition of 
the evaluation procedure. While Kurkowski et al. 
focused on mobile ad hoc networking (MANET), 
hence looking for simulation parameters specific to 
mobility (e.g., speed of nodes, speed delta, pause 
time, pause delta), we aimed at a larger scope by 

gathering various sets of setup parameters. This 
is especially true for all observed experimenta-
tions among which setups are highly different (e.g., 
hardware, physical topologies, radio environment). 
The reproducibility level of experimental studies is 
lower than the simulation one. This is even more 
dramatic as this latest has not varied much since 
the study of Kurkowski et al. More specifically, 
the authors identified 29.8 percent of the simula-
tion-based articles that did not identify the simu-
lator used in the research. As mentioned earlier, 
regarding the four conferences we observed over 
the 2008–2013 period, this proportion rose to 42.3 
percent. In addition, they calculated only 12.1 per-
cent of the articles where the simulator version was 
mentioned. Furthermore, the authors were con-
cerned that more than 90 percent of the published 
results might include bias. As result, they conclude 
that approximately 12 percent of the MobiHoc sim-
ulation-based results appear to be repeatable. In 
[10], numerous pitfalls throughout the simulation 
life cycle had already been observed. Those tenden-
cies, as already highlighted by Kurkowski et al., take 
away from the goals of making the research repeat-
able, unbiased, realistic, and statistically sound.

As previously observed, over the last six years, 
fewer and fewer papers have actually considered 
simulations during their performance evalua-
tion process. Still, the simulation phase allows 
researchers to demonstrate that the main princi-
ples of their proposal are indeed effective before 
implementing them over a testbed [7].

However, in order for users to be able to con-
tinue their proof of concept validation, we can 
avoid the necessity of getting familiar with vari-
ous simulators and testbed platforms. Emulators 
such as TOSSIM2 and COOJA3 were developed 
to bridge the gap between simulation and exper-
imentation, by being very close to real embedded 
systems in terms of architecture compilation tar-
gets. In fact, by utilizing these simulators, the very 
same code remains unchanged over the transfer 
from simulation to experimental campaign.

We are coming to a trade-off between realism 
and reproducibility. More specifically, on one hand 
there are more published articles that are (closer 
to) real deployment, while on the other hand the 
reproducibility level of the studies decreases. So 
far, the proportion of papers using experimenta-
tions that allow the conditions of an experiment to 
be reproduced remains very low (< 11 percent). 
Moreover, all those testbeds are highly different 
(e.g., hardware, physical topologies, radio environ-
ment), and each would require specific guidance to 
allow for scientific results to be obtained.

In [10], the authors proposed simulation study 
guidance. If the enthusiasm for experiments in 
networking scientific papers is to be confirmed, 
we should also be able to establish such manda-
tory steps to ensure statistically sound results. The 
significant number of open access and large-scale 
testbeds that have been deployed in recent years 
[2] provide appropriate tools and experimental 
facilities for researchers and engineers to perform 
real experiments in order to further analyze their 
protocols. Open testbeds allow users to easily 

Figure 3. Use of mathematics (M), simulations (S), experiments (E), and their 
combinations in validation procedures of 596 ad hoc and WSN related 
articles: a) simulator usage and scales of simulated networks; b) popularity 
of simulators; c) programming language popularity for custom simulators.
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deploy source code (which could be the same as 
the that of the simulator) on a sensor node and to 
flash it with no delay. Those open platforms thus 
allow for more rigorous, transparent, and replica-
ble testing of proposed protocols and models.

Researchers, by connecting remotely (e.g., via 
ssh) to one open platform, may set up and initiate 
an experiment by using the terminal. Hence, the 
previously reported simulators along with open 
testbeds allow the research community to get a 
flavor of real deployments while maintaining a 
unique programming code. More importantly, 
obtaining performance evaluation measurements 
over a large-scale network (both for simulation 
and experiments) can be at no cost at all.

Finally, after following all the previously pre-
sented steps and by obtaining coherent results, 
researchers may consider initiating a real deploy-
ment by utilizing their verified and refined protocol.

Applications

While studying the 674 papers, we observed that 
the vast majority of papers actually mention some 
classical envisioned applications (e.g., defense, 
environment monitoring) but then focus on net-
working solutions that are application-independent. 
Regarding the type and nature of the problems that 
were addressed, we collected data about the cor-
respondence of the studied articles to the layers of 
the open systems interconnection (OSI) model. We 
also identified papers that took into account some 
cross-layer design methodology.

As observed in Fig. 5, the most common 
approaches were at the application layer and 
with cross-layer design. While papers related 
to the former investigated new kinds of infor-
mation that could be collected by ad hoc and 
WSNs, contributions related to the latter were 
concerned with the high constraints imposed by 
low-cost sensor and mobile devices that impose 
consideration of cross-layer approaches.

Mobility

Mobility is a key aspect of future designs. While 
the majority of existing and used simulators allow 
use and creation of mobility models, testing and 
executing such scenarios during an experimen-
tation procedure require the involvement and 
combination of advanced and intelligent tech-
nologies such as robots. Consequently, very few 
of the widely popular open platforms support 
mobility [11]. Actually, there are a number of 
challenges that need to be addressed having 
mobile robots in a testbed: charging, remote 
administration, and maintenance of the robots. 
Indeed, robots must be able to reach their dock-
ing stations automatically. Conversely, remote 
users must be able to interact with robots over 
reliable links (e.g., WiFi). Even though these 
challenges can be addressed, testbed adminis-
trators then face the issue of localizing mobile 
devices in order to allow for repeatable trajec-
tories. Indoor deployments cannot rely on GPS 
solutions and thus impose the computation of 
distance approximations being based on other 
available inputs (e.g., received signal strength 
intensity) or costly technologies (e.g., 3D camera 
with range detector sensors for the mapping of 
the environment). Furthermore, even with per-

fect localization of all robots, trajectories would 
be very difficult to replay, especially due to the 
odometry drift. Some 3D cameras using range 
detector sensors aim to handle this drift. Still, 
they lack the ability to compute the path where 
not enough landmarks exist in open space and 
large-scale environments.

Figure 4. Total simulation vs. experimentation evaluated articles: a) testbed 
usage and scales of experimented networks; b) popularity of open test-
beds; c) motes popularity.
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Conclusions
In this article, we review 674 papers that were 
published in four major and representative con-
ferences in ad hoc and wireless sensor networks 
over the 2008–2013 period. We especially focus 
on the performance evaluation procedures in 
order to raise the question of whether simula-
tions and experiments lead to scientific results 
or proofs of concepts. It is undeniable that sim-
ulators make the whole process of validation 
easier, faster, and less expensive. On the other 
hand, with the growing development of open and 
realistic testbeds, researchers may overcome the 
technical challenges and economical barriers of 
real-world deployment to perform a thorough 
experimental evaluation of their ideas in wide-
scale platforms. Simulators and open testbeds 
are two crucial and complementary design and 
validation tools; ideally, the development process 
should start from theoretical analysis by provid-
ing bounds and indication of its performance, 
be validated and verified by simulations, and 
finally confirmed in open testbeds. Hence, once 
the entire procedure is successfully done and the 
performance results show coherence, researchers 
can push their solution to engineers in order to 
proceed with real deployment.

Simulation evaluations should allow for repro-
ducible setups, thus producing scientific results 
that can be reproduced and verified by anyone 
in the community. In the context of experiments, 
our future work will focus on allowing research-
ers to get guidance for conducting experimen-
tations over different testbeds in order to cover 
larger sets of assumptions. Finally, as far as the 
specific issues studied by our research commu-
nity are concerned, they can be considered a dif-
ferent approach from the one we followed, and 
binding those findings with our study, will also be 
a straightforward extension to our current work.
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Abstract

Sensor networks have successfully been used 
for wildlife monitoring and tracking of different 
species. When it comes to small animals such 
as smaller birds, mammals, or even insects, the 
current approach is to use extremely lightweight 
RF tags located using radio telemetry. A new 
quantum leap in technology is needed to over-
come this limitation and enable new ways to 
observe larger numbers of small animals. In an 
interdisciplinary team, we are working on the 
different aspects of such a new technology. In 
particular, we report on our findings on a sen-
sor-network-based tracking solution for bats. Our 
system is based on integrated localization and 
wireless communication protocols for ultra-low-
power systems. This requires coding techniques 
for improved reliability as well as ranging solu-
tions for tracking hunting bats. We address the 
technological and methodical problems related 
to system design, software support, and protocol 
design. First field experiments have been con-
ducted that showcase the capabilities of our sys-
tem.

Introduction
Wildlife tracking was one of the early applica-
tions in wireless sensor networks (WSNs) and 
remained, among a few others, one of the most 
successful [1, 2]. Sensor-networking-based wild-
life monitoring provides more sophisticated 
methods for biologists to study individuals of 
a specific species in terms of gathering a huge 
amount of data by long-term observations. When 
it comes to tracking smaller animals like very 
small mammals or birds, radio telemetry is still 
considered state of the art [3]. This means that 
for localizing a single individual, at least two 
radio receivers operated by biologists in the field 
are needed to obtain a single position sample 
per triangulation. Here, both the rate of local-
ization samples is very low — too low for contin-
uous tracking — and the observation is usually 
restricted to very few individuals.

In the scope of the BATS1 project, we are 
developing a new sensor-network-based sys-

tem for monitoring group dynamics of bats in 
their natural habitat. In particular, we go one 
step further than related activities and investi-
gate potentials of ultra-low-power sensor sys-
tems carried by the bats to monitor contacts or 
encounters between individuals and to track their 
routes at high spatial and temporal resolution. 
Tracking bats is especially challenging because 
direct observations on flying bats are almost 
impossible due to their nocturnal activity and 
high mobility. Mouse-eared bats (Myotis myotis), 
one of the most protected species in the Euro-
pean Union, are the main study target. The key 
challenge is that the animals, with an average 
body weight of about 20 g, can carry sensors of at 
most 2 g (including a 1 g battery), which is even 
less weight than a sheet of paper in A5 format. 
Comparable sensors published in the literature 
typically weigh more than 100 g, with Encounter-
net tags being outstanding with a weight of only 
10 g — which is one order of magnitude higher 
compared to our requirements [2]. This poses 
a series of fundamental research questions that 
need to be addressed from a multi-disciplinary 
perspective ranging from hardware design, sys-
tem support, and communication protocol engi-
neering.

Our bat tracking scenario involves a variety 
of functions that need to be integrated with a 
main focus on energy efficiency. In a first stage, 
we aim at tracking flying bats using a station-
ary ground network. The concept is outlined in 
Fig. 1. The ground stations localize and track 
the bats using a combination of received signal 
strength (RSS) and phase-based localization 
techniques. Given the energy constraints of the 
mobile nodes, special modulation schemes are 
needed. When talking about the mobile nodes, 
we need to emphasize that a 1 g battery cannot 
directly power the microcontroller and the radio 
transceiver for a longer time period — in partic-
ular, we have to charge a capacitor first to pro-
vide peak operating current for the system. We 
investigated a combination of wake-up receiver 
(WuRx) and carefully controlled duty cycling to 
recharge the capacitor.

In a second stage, the system is also used to 
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exchange contact information among the mobile 
nodes to increase the observation range beyond 
the ground station area. The encounter informa-
tion is then downloaded to the ground network 
when in communication range, as determined by 
the WuRx. In the following, we refer to this data 
as chunks representing sets of contact informa-
tion collected by a mobile node on the bat. The 
download follows the same power constraints 
and needs to be integrated with the localization 
signal. As the channel quality varies quickly in 
the given environment, additional error control 
mechanisms need to be integrated. We explored 
the capabilities of erasure codes (ECs) and were 
able to show that substantial improvements are 
possible.

Right now, the project is going beyond initial 
fundamental research on all the aspects men-
tioned. First field experiments have been com-
pleted in Germany as well as Panama showcasing 
the capabilities of the envisioned architecture. In 
this article, we summarize all the related inher-
ently inter-disciplinary research challenges and 
outline conceptual approaches solving the prob-
lems, toward a novel ultra-low-power sensor net-
working solution for tracking bats in the wild.

Our main contributions can be summarized 
as follows:
•	We report on first field tests using our 2 g 

sensor platform enabling, for the first time, 
tracking of animals weighing as few as 20 g;

•	We developed a novel system architecture 
supporting precise localization and tracking;

•	We summarize system design aspects from 
the operating system to wake-up receiver 
design;

•	We finally outline the novel integrated wire-
less communication and localization pro-
tocols from PHY to forward error control 
using erasure codes;

•	We briefly report about first successful out-
door experiments in Germany and Panama.

Related Work: 
Studying Bats in the Wild

The first projects relied on typical sensor plat-
forms as used in academic research labs (e.g., the 
Great Duck Island project) or on special hard-
ware that is even robust enough to be carried by 

larger animals (e.g., the ZebraNet project). More 
recently, tracking has become a major applica-
tion besides the collection of several sensor read-
ings. Also, technological advances have enabled 
new generations of sensor nodes that can be used 
to track much smaller animals such as the Iberi-
an lynx [1]. Wireless digital transceiver technolo-
gy has even rendered the automated mapping of 
social networks in wild birds possible (e.g., in the 
Encounternet project) [2]. From these success-
ful approaches to wildlife monitoring using sen-
sor networks, we learned about hardware design 
issues, network management, and data collection 
techniques.

The state-of-the-art technology for bat track-
ing is still radio telemetry. However, this method 
requires high labor costs since two or more per-
sons must manually observe one or a few individ-
uals at a time. The reward for this great effort is 
a minimal number of animal positions that are 
separated by several minutes and usually contain 
localization errors of tens of meters.

Observing the movements of individual ani-
mals in their natural habitat is one of the most 
difficult tasks in the field of behavioral biol-
ogy; however, it is key to understanding com-
plex biological processes such as foraging, social 
interactions, migration, and gene flow. Recent 
technological advances in satellite-based animal 
localization and automatized data acquisition 
are restricted to medium-sized to large mammals 
and birds due to the considerable weight of avail-
able transmitters [4].

The most promising approach for tracking 
large-scale movements of small animals from 
space is represented by the ICARUS initiative. 
It is expected to start in 2016, and tags will ini-
tially weigh 5 g but should become consider-
ably lighter within a couple of years [5]. Until 
ICARUS finally launches and tags undergo fur-
ther miniaturization, traditional radio telemetry 
still represents the state of the art of bat tracking 
as radio transmitters are available with a weight 
down to 0.2 g. However, this technique can only 
provide a rough estimate of foraging movements 
based on animal positions that are separated by 
several minutes and contain localization errors 
of at least tens of meters. However, the number 
of individuals as well as the observable area are 
limited.

The study of social interactions among indi-
vidually identifiable bats is especially challenging 
in the wild. To date, the only option to auto-
mate this is to use extremely light passive inte-
grated transponder tags (PIT-tags), which can 
be identified within known roosting sites that are 
equipped with PIT-tag readers [6]. The only pos-
sibility to document group dynamics while forag-
ing is again radio telemetry [7].

The BATS sensor network aims at implement-
ing both automated high-precision positioning 
of many individuals at a time and documenting 
interactions of the observed bats. The high tem-
poral and spatial resolution of data will render 
the reconstruction of individual flight trajectories 
possible. Communication among mobile nodes 
will shed light on interactions among bats at the 
individual level during the nightly activity phase, 
which were impossible to study until now. The 
advances of the BATS system hold the potential 

Figure 1. Conceptual scenario for bat tracking in the wild: stationary ground 
nodes are used to localize and track bats based on emitted beacon messag-
es. The mobile nodes are also used to monitor encounters and download 
this data to the ground network to increase the observation range beyond 
the ground station area.
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to gain deeper understanding of bat behavior, for 
example, habitat use, analysis of flight maneu-
vers, and group dynamics.

The BATS Ground Network

Experiment Management

Many projects on wildlife tracking mentioned in 
the introduction have used a data-stream man-
agement system (DSMS) to collect the data. This 
has the advantage of processing the data early 
(i.e., selecting and aggregating them), which has 
proven to reduce power requirements for WSNs. 
This in general is favorable, as battery lifespans 
increase and maintenance costs are reduced.

Queries are deployed to the ground network 
and later even to the mobile nodes on the bats 
to define the early processing. The stream oper-
ators invoked by the queries can be adjusted or 
even replaced if the biologists want to tweak res-
olution to support their experiments. It is still a 
research issue to conduct dynamic stream oper-
ator replacement efficiently in sensor networks.

Due to technical restrictions, especially the 
communication data rate between mobile nodes 
and ground nodes, not all acquired data can be 
sent. For example, providing a timestamp and 
duration of a meeting, which is mandatory for 
further analysis, uses almost 70 percent of the 
available data rate. Other data like different 
received signal strength indicator (RSSI) values 
cannot be sent without any violation against data 
rate requirements. Therefore, only a subset of 
acquired data can be sent to the base station net-
work. Thus, a decision has to be made to select 
the most suitable data to send. Depending on the 
current research focus, the system will be adapt-
ed to increase the quality of the relevant data 
while balancing the other goals: providing addi-
tional data for later offline analysis and increas-
ing node lifespans.

Ground Nodes

The ground nodes consist of MicroZed boards2 
equipped with a custom software defined radio 
(SDR) RF frontend based on the Analog Devices 
AD9361 transceiver chip as we assume no tight 
energy constraints for the ground nodes. This 
versatile SDR platform allows exploitation of 
the localization methods described above. Com-
prising a field programmable gate array (FPGA) 
and a dual ARM core, the ground nodes fea-
ture enough processing power to enable complex 
range estimation and direction finding algo-
rithms.

The ground nodes also have to wake up the 
mobile nodes in order to initiate and coordi-
nate transmissions when the mobile nodes are 
in range of the network. Periodic beacon signals 
allow the mobile nodes to be loosely synchro-
nized with the ground stations. Using these bea-
con signals, mobile nodes can decide whether to 
transmit localization signals or to save energy.

Ground Network

In order to support both localization as well as 
data collection from the mobile nodes, an effi-
cient and decentralized distributed data storage 
and lookup is needed. A promising concept is 
a distributed hash table (DHT) integrated with 

ground network routing capabilities. There are 
various protocols for sensor networks providing 
standard DHT functionalities [8]; however, most 
of them rely on globally valid topology informa-
tion, need geographic location information, or 
do not take into consideration the physical posi-
tion of nodes, which leads to increased routing 
paths. We selected the Virtual Cord Protocol 
(VCP) [8], which overcomes many of these short-
comings. VCP supports routing in the ground 
network topology using a virtual cord based on 
neighborhood information. For data manage-
ment, each node is then responsible for data with 
a hash value that matches its virtual node iden-
tifier.

Mobile Node Design

Hardware Design

The building blocks of the mobile node and a suc-
cessfully used prototype are depicted in Fig. 2. Due 
to its high energy density, a lithium primary coin 
cell battery is used to power the tag. Caused by 
the maximum current of lithium cell supply capa-
bility, a buffer capacitance is applied. A DC/DC 
switching converter down converts the variable 
capacitor voltage to a constant system-on-chip 
input voltage of 1.8 V. The system on chip (SoC), 
which is the key component of the tag, compris-
es a microcontroller, a dual-band front-end for 
transmission and reception in the 868 MHz and 
2.45 GHz bands, and a WuRx operating in the 
868 MHz band. The first prototypes containing 
a Cortex-M0+, an Si4460, and an AT86RF233 
have been built to set up a system demon-
strator. Besides the SoC, an accelerometer is 
placed on the tag to facilitate motion detection. 
A dual-band antenna is shared by the regular 
transceiver and the WuRx. The whole hardware 
assembly is protected against physical influenc-
es (e.g., humidity or the attempt of the bat to 
scratch it off) by an epoxy sealing.

The WuRx must be suitable for two differ-
ent operating conditions: the communication 
between mobile nodes and the communication 
between ground node and mobile node. Defined 
by the spacing of ground nodes, the maximum 
distance for ground node to mobile node com-
munication is approximately 50 m. According to 
the communication channel, this corresponds to 
an attenuation of 65 dB (free space path loss) 

Figure 2. Hardware architecture and assembly of the mobile node.
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to 78 dB (free space plus linear fading with 0.25 
dB/m) at 868 MHz. Given a transmission power 
of 10 dBm, this leads to a minimum required 
sensitivity of –55 dBm and –68 dBm, respectively. 
We rely on the concept described in [9], which is 
suitable for both operating conditions.

Power Management

The lithium primary battery offers high capaci-
tance, but still the current that can be drawn is 
limited to ~0.5 mA. However, the SoC, espe-
cially the transceiver, demands several mil-
li-amperes when active. To satisfy this demand 
a buffer capacitance is integrated, which has to 
be charged by the battery before it is discharged 
by the SoC. Hence, continuous operation of the 
transceiver is not feasible. Furthermore, a trade-
off between active period and recharging time 
exists: the longer the transceiver is active, the 
longer the capacitor has to be recharged. With 
the assumption that the current drain during 
the sleeping phase of the tag and the recharging 
during the active period is negligible, the depen-
dency between the maximum active period tact 
and the minimum recharging time tch is visual-
ized in Fig. 3. The fact that the capacitor’s volt-
age decreases during its discharge leads to the 
existence of an absolute maximum time limit of 
the active period; that is, when the voltage of the 
capacitor at the end of the active period UL falls 
below the 1.8 V input voltage of the SoC. The 
value of UL is also given in Fig. 3 and determines 
the limit of the active period to be about 10 ms 
The resulting protocol design challenges are dis-
cussed in the following section.

System Support

Hardware limitations inevitably have an effect 
on the resources that are available to the soft-
ware components running on top. In the BATS 
project, this limitation is even more difficult to 
manage as we have to assume a deeply embed-
ded system with a microcontroller and available 
memory that are considerably more limited than, 
for example, common embedded devices such 
as smart phones or lab-style sensor nodes. This 
demands a common software infrastructure to 
efficiently use underlying hardware components 

and render resource-efficient applications pos-
sible. However, these applications still need to 
meet certain other criteria apart from pure ener-
gy efficiency (e.g., complying to certain deadlines 
such as soft and hard real time). For tiny embed-
ded systems, a multitude of different operating 
systems exist, each possibly having divergent 
approaches since they are geared toward differ-
ent use cases. However, most of these operating 
systems still aim to be general purpose, which 
results in a certain degree of potential efficiency 
loss. Alternatives are real-time operating systems 
such as sloth [10]. This particular system allows 
full use to be made of the available hardware 
support, which leads to smaller program code 
and space that the operating system allocates in 
memory.

To address the requirement of having an 
operating system and applications that also 
need to be optimized regarding energy efficien-
cy, we rely on both the SEEP energy estimation 
framework developed by Hönig et al. [11] and 
energy measurements from our self-developed 
measurement device. Furthermore, this gives us 
the possibility to write predictable code in terms 
of its expected lifetime on the actual hardware. 
By following the framework’s profile-driven 
approach, we have created an energy profile for 
our target platform, and therefore are able to 
retrieve estimated expected energy consumption 
values for a sloth application under test (e.g., 
with CPU-intensive code such as erasure encod-
ing processing, described below). This enables us 
to proactively develop program code and make 
energy optimizations before the actual system is 
deployed and field tests are conducted.

We further extended sloth with support of 
dynamic program code reconfiguration; that 
is, the possibility to efficiently switch between 
different code parts that already reside on the 
platform at runtime. With this mechanism, we 
can react to either a query sent by the front-end 
user (i.e., a biologist) or predictions automati-
cally derived from ongoing data stream analyses. 
By way of example, we are able to alter the bit 
fields of the meeting, which consist of a meet-
ing’s duration, starting time, and RSSI values.

Communication Protocols

Protocol Design

When it comes to the design of low-energy com-
munication protocols in sensor networks, three 
main approaches have been identified in the lit-
erature:
•	Duty cycling, that is, periodically switch-

ing between active and passive state to 
power off the main components in the pas-
sive stage, with synchronization explicitly 
required

•	Low-power listening, that is, “waking up” 
the receiver node using multiple trans-
mission attempts (either full messages or 
wake-up preambles) to dismiss the synchro-
nization requirement

•	Wake-up medium access control (MAC) 
protocols, that is, using dedicated hardware 
to wake up the node in case of an upcoming 
transmission (e.g., PW-MAC [12])
Given the energy constraints discussed, the 

Figure 3. Dependency of the active period and the recharging time.
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communication protocol for mobile to ground 
communication needs to be designed in a com-
pletely novel way. First of all, duty cycling is an 
inherent feature given the recharging cycles of 
the capacitor that powers the radio transceiver. 
Furthermore, unnecessary transmissions need to 
be prevented when the bat is not in communica-
tion range of at least one ground node. Here, a 
multi-stage WuRx is used to completely power 
off both the radio transceiver and the microcon-
troller.

These two concepts can be combined to ben-
efit from both advantages. Duty cycling helps 
reduce the energy consumption (and supports 
recharging the capacitor) when the bat is in range 
of a ground node, and the multi-stage WuRx trig-
gers initiation of this duty cycling and turns off 
all digital components if not needed. The entire 
cycle is controlled by the ground network (i.e., all 
ground nodes are assumed to be synchronized). 
We assume a frequency of wake-up pulses of up 
to 10 Hz for trajectory estimation.

In each cycle, a wake-up pulse disseminated 
by the ground nodes wakes up the mobile nodes. 
In a second phase of the project, we aim to even 
encode data on the wake-up signal. This infor-
mation can be used to coordinate channel access 
in order to avoid collisions if multiple bats are 
within range of a ground node.

Obviously, more than a single mobile node 
needs to be supported by the mobile to ground 
communication protocol and track multiple indi-
viduals at the same time. Timing is controlled 
by the base station. We picked this approach 
to increase the robustness of the protocol even 
though (without an uplink signal) this limits the 
number of mobile nodes to the number of avail-
able time slots. Furthermore, guard intervals 
have been introduced because the sensor nodes 
are not synchronized perfectly and the oscillators 
might drift considerably.

Encoding and Modulation for Combined 
Localization and Data Communication

As energy awareness is one of the most crucial 
aspects of our system, the energy spent on RF 
activity for localization and communication has 
to be minimized. We recently proposed a signal-
ing scheme that combines localization and data 
signals [13]. In the presented approach, binary 
offset carrier (BOC) modulation is used to simul-
taneously transmit data and provide accurate 
range measurements.

BOC modulation is well known in the field of 
global navigation satellite systems (GNSSs). In 
contrast to GNSS and due to the limited energy, 
very short burst signals are used for communica-
tion and localization instead of continuous sig-
nals. A further motivation for burst signals is to 
avoid near-far effects in local real-time locating 
systems (RTLSs) by time-division multiplexing.

Due to the limited observation area, pure sub-
carrier tracking is applied in the BATS system 
as this approach maximizes root mean square 
(RMS) bandwidth and thus leads to a minimum 
range estimation variance. Data transmission is 
realized by modulation of the subcarriers. This 
modulation broadens the subcarriers and also 
decreases the RMS bandwidth, but still has only 
a negligible impact on the range estimation 

accuracy. However, data decoding errors have 
a rather substantial influence on the distance 
estimation as they result in a mismatch of the 
correlated sequences, which then leads to signal-
to-noise ratio (SNR) degradation. This signifi-
cant increase in the range estimation variance is 
shown in Fig. 4.

Improving Communication Reliability

The channel quality may vary quickly due to the 
continuous movements of bats and the heteroge-
neous forest environment; thus, the communica-
tion is in general assumed to be highly unreliable, 
and error control techniques (ECs) have to be 
applied. We consider ECs as a specific class of 
forward error correction codes and a promising 
approach in our BATS scenario. ECs are widely 
employed to improve the reliability in wireless 
transmissions [14]. Compared to the simplistic 
approach of sending chunk replica together with 
the original data as well as to the classic auto-
matic repeat request (ARQ) mechanism, ECs 
offer better performance with reduced costs in 
terms of energy consumption. Likewise, ECs 
show better efficiency than on demand chunk 
retransmissions realized by acknowledging suc-
cessfully transmitted chunks.

The significant difference between the vari-
ous ECs is the mathematical background of the 
encoding and decoding algorithms. Reed-Sol-
omon (RS) codes such as Cauchy and Vander-
monde share the same algorithms; however, 
they work on different kinds of matrices, where-
as codes like Tornado vary significantly in the 
algorithm itself. We investigated the mentioned 
codes for their applicability in our scenario [15]. 
These codes support different code rates that 
essentially define the possible error correction vs. 
the overhead for additional coding data. To the 
best of our knowledge, there is no study on the 
feasibility of ECs for scenarios with spontaneous 
connectivity such as the scenario we are investi-
gating with its specific channel properties.

The usage of ECs and replicated sending 
inevitably increases energy consumption. Pri-
marily, the sending of redundant chunks drains 
energy; however, in the former case the execu-
tion of the encoding algorithm has to be taken 
into consideration as well. This trade-off between 

Figure 4. Impact of data transmissions on the maximum achievable range esti-
mation performance.
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improved reliability and the overhead caused by 
redundant chunks is outlined in Fig. 5. The graph 
illustrates the gain in reliability for the different 
error control techniques in comparison to the 
energy efficiency. The plotted results have been 
collected in a series of simulations based on the 
discussed mobile to ground communication pro-
tocol and assuming a typical packet error rate of 
about 20 percent in addition to the used two-ray 
path loss model to resemble multipath fading 
effects in the simulation.

As we move from left to right in the graphs, 
reliability measured against the amount of recov-
ered data increases, whereas moving from bot-
tom to top the energy efficiency decreases with 
increasing overhead. For reference, the non-rep-
licated sending is also indicated, obviously not 
inducing any overhead but at the cost of very low 
reliability.

As we can see, ARQ as well as Tornado-based 
ECs either significantly increase the overhead or 
lead to only marginal reliability improvements. 
However, combining the wireless communication 
with a chunk-based RS code, we observe sub-
stantial improvements at acceptable energy costs. 
This especially holds for code rates of r = (4/7) 
to r = (4/8).

First Experiments on Wild Bats
The basic functionality of the BATS concept 
has been validated on the target species Myotis 

myotis, the greater mouse-eared bat, and on the 
tropical fringe-lipped bat, Trachops cirrhosus, in 
Panama. In order to demonstrate the technical 
feasibility of building an energy-efficient proxim-
ity sensor node of less than 2 g with a theoretical 
battery life of at least one week, we performed a 
field test on four individual bats in a maternity 
colony of mouse-eared bats in Upper Franconia. 
The presence and absence of the tagged indi-
viduals in the colony has been documented, and 
interactions among the tagged individuals have 
been surveyed. Communication of mobile nodes 
with the base station served as an indicator of 
presence in the colony, while RSSI measurements 
were used to estimate the distance between two 
bats. During a second field experiment conduct-
ed in Gamboa, Panama, we successfully docu-
mented encounters among members of a social 
group of the fringe-lipped bat outside the roost 
while hunting. Furthermore, we tracked foraging 
movements of individual bats in a small area of 
about 20 m × 25 m based on field strength mea-
surements. Tagged animals of the focus species 
Myotis myotis and Trachops cirrhosus are shown 
in Fig. 6.

Conclusion and Future Work
We have reported on our findings toward a new 
era of ultra-low-power sensor systems used for 
tracking bats in the wild. Even though the BATS 
sensor network has been designed to observe 
bats (i.e., small animals that are moving in three 
dimensions at high speed), it will also be appli-
cable to a wide range of vertebrates, including 
mammals, birds, and reptiles, and even certain 
invertebrates (e.g., large beetles). In our first 
field tests, we succeeded in collecting contact 
information of bats in their natural environment 
and documented foraging movements. These 
very promising early results encourage further 
investigations and research in this inherently 
interdisciplinary project. Many of the scientif-
ic findings can be adapted to other application 
fields — we believe that our technical solutions 
will substantially impact research on ultra-low-
power sensor networks in general.

Certainly, there are still many open research 
questions and big challenges to be addressed. 
This particularly includes the option to pro-
vide even more reliable wireless communica-
tion without increasing the energy budget. Such 

Figure 5. Reliability gain achieved by of the different error control strategies 
and code rates r vs. their energy efficiency in terms of the necessary num-
ber of packet transmissions.

Chunks successfully decoded (%)

O
ve

rh
ea

d 
(%

)

No error control

ARQ

1 replicaTornado Chauchy

r = 4
5

r = 4
6

r = 4
7

r = 4
8

Reliability

0.5

2.5

2.0

1.5

1.0

0.6 0.7 0.8 0.9 1.0

En
er

gy
 e

ffi
cie

nc
y

Figure 6. Individuals of the focus species Myotis myotis (left) and Trachops cirrhosus (right) carrying pro-
totypes of mobile nodes that are attached between the shoulder blades with surgical cement. 



IEEE Communications Magazine • January 2016 135

functionality is needed, for example, for online 
reconfiguration and even software updates of 
the mobile nodes. We are also thinking about 
integrating sensors to combine physiological 
and environmental data with tracking data. The 
applicability to a wide species spectrum across 
taxa (not only bats) may even be increased by 
further miniaturization.
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Abstract

Clock synchronization is highly desirable in dis-
tributed systems, including many applications in 
the Internet of Things and Humans. It improves 
the efficiency, modularity, and scalability of the 
system, and optimizes use of event triggers. For 
IoTH, BLE — a subset of the recent Bluetooth 
v4.0 stack — provides a low-power and loosely 
coupled mechanism for sensor data collection 
with ubiquitous units (e.g., smartphones and tab-
lets) carried by humans. This fundamental design 
paradigm of BLE is enabled by a range of broad-
cast advertising modes. While its operational ben-
efits are numerous, the lack of a common time 
reference in the broadcast mode of BLE has been 
a fundamental limitation. This article presents 
and describes CheepSync, a time synchronization 
service for BLE advertisers, especially tailored 
for applications requiring high time precision on 
resource constrained BLE platforms. Designed 
on top of the existing Bluetooth v4.0 standard, 
the CheepSync framework utilizes low-level time-
stamping and comprehensive error compensa-
tion mechanisms for overcoming uncertainties 
in message transmission, clock drift, and other 
system-specific constraints. CheepSync was imple-
mented on custom designed nRF24Cheep bea-
con platforms (as broadcasters) and commercial 
off-the-shelf Android ported smartphones (as 
passive listeners). We demonstrate the efficacy of 
CheepSync by numerous empirical evaluations in 
a variety of experimental setups, and show that its 
average (single-hop) time synchronization accura-
cy is in the 10 s range.

Introduction
A common time reference is an important 
requirement for distributed systems [1], and 
developing such a service on constrained devices 
is particularly challenging [2–10]. In the recent 
past, a new class of constrained platforms based 
on Bluetooth Low Energy (BLE)1 have emerged. 
BLE is different from other wireless technolo-
gies because it combines a standardized com-
munication technology designed for low-power 

systems, and a new sensor-based data collection 
framework. It also offers easy integration with 
most handheld devices (e.g., smartphones and 
tablets), something toward which traditional 
wireless sensor networks (WSNs) are still work-
ing. BLE has inherited several technical features 
from classic Bluetooth that provide for robust 
reliable connections. However, the most signif-
icant difference is its asymmetric design. While 
the communication foundation is based on a 
master-slave architecture, it offers a new feature 
in the form of an advertisement (configurable 
through the broadcast/peripheral mode of BLE). 
This new mode offers unidirectional correspon-
dence between two or more LE devices using 
advertising events, thereby achieving a commu-
nication solution without entering into a bond-
ed connection (as required by classic Bluetooth 
devices). Such a loosely coupled manner of data 
transfer is undoubtedly more energy efficient, 
but also unearths other limitations. For example, 
the broadcast mode of communication does not 
provision for a time synchronization service; even 
though this feature is included in the solution 
stack, it can only be availed upon pairing.

Challenges

BLE provides a range of broadcast advertising 
modes, of which the most energy efficient is the 
non-connectable undirected advertising mode 
(ADV_NONCONN_IND): a transmit-only broad-
caster mode without any listen window. Estab-
lishing time synchronization in this mode of BLE 
operation is challenging due to many reasons. 
First, the traditional techniques of message pass-
ing among different elements is not supported by 
this network architecture (i.e., Bluetooth v4.0), 
and as a result, timing uncertainties cannot be 
compensated by exchanging time stamped pack-
ets, or “pings” between nodes. Second, devices 
receiving advertisement data (e.g., smartphones) 
have high functional asymmetry compared to 
the BLE broadcast units. They typically run on a 
multithreaded and multitasking operating system 
(OS) (e.g., Android) where the measure of system 
latencies and their associated uncertainties can be 
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many orders of magnitude higher than those at 
the transmitter end. Third, low-level timestamp-
ing on such multifunctional receiver devices can 
be performed to a certain limit and is subject to 
system restrictions of the underlying firmware. 
Therefore, motivated by the need to overcome the 
above limitations but be able to establish a com-
mon time reference across resourced constrained 
BLE devices operating in the ADV_NONCONN_
IND mode, we propose CheepSync.

Contributions and Road Map

Due to the architectural constraints, the key 
ideas of CheepSync are:
•	Not to synchronize the nodes in the net-

work, but to make the devices that use these 
nodes to synchronize

•	Piggyback on the device mobility aspect (as 
they are inevitably carried by people) and 
use them as “synchronization mules” for the 
“broadcast” system

Thus, it offers a flexible piggyback design wherein 
running the time service does not require data 
transactions to be temporarily suspended. There-
fore, time synchronization with CheepSync is high-
ly implicit rather than explicit. Since CheepSync 
rides on the BLE broadcast framework, it is scal-
able to the point that the framework has to offer.

In this article, we describe our experiences 
in building a custom BLE beacon platform that 
uses BLE fakery over a general-purpose radio — 
a tool for conducting research in this direction 
— in the next section. It is followed by a detailed 
design and analysis of the CheepSync architec-
ture and performance that is able to achieve an 
average time synchronization accuracy in the 
range of 10 s. The final sections provide a con-
cise background of existing work in this related 
field, and we conclude with a summary of the 
areas covered in the article.

System Overview
The system is composed of two units: beacon and 
control. The beacon unit consists of resource con-
strained sensing tags that are deployed in the 
region of interest. They are responsible for mea-
surement of simple physical parameters, and dis-
seminating that information through undirected 

BLE broadcasts. The control unit consists of a 
resourceful gateway device capable of listening 
and receiving broadcast data contained in BLE 
advertisements. In our case, the beacon unit is 
a custom designed nRF24Cheep BLE platform, 
and the control unit is an Android v4.4.4 smart-
phone that uses Bluedroid (the default Android 
Bluetooth stack).

nRF24Cheep

The custom designed beacon platform, nRF-
24Cheep (Fig. 1), consists of an RL78-G14 
microcontroller, an nRF24L01+ 2.4 GHz RF 
transceiver with an embedded baseband protocol 
engine (Enhanced ShockBurstTM), a TPS62730 
synchronous step-down DC-DC converter, and 
a CR2032 battery holder. The microcontroller 
has an RL78 core with 16–512 kB flash memo-
ry, and operates at a maximum clock speed of 64 
MHz with a high precision (±1 percent) on-chip 
oscillator. It also provides a range of interval tim-
ers for different application requirements. The 
nRF24L01+, although not strictly compatible with 
BLE, can be made to operate as a BLE trans-
mitter by configuring the transceiver settings.2 
This allows BLE listeners/scanners to view the 
nRF24L01+ as a BLE device and decode its 
advertisement data. The nRF24L01+ interfaces 
with the application controller (RL78-G14) over a 
high-speed Serial Peripheral Interface (SPI) bus. 
Enhanced ShockBurst™, designed to handle all 
the high-speed link layer operations, is based on 
packet communication and supports 1 to 32 bytes 
of dynamic payload length. Data flow between the 
radio front-end and the microcontroller is through 
internal first-in first-out buffers (FIFOs). 

The nRF24L01+ module has the following 
eight interfacing pins, of which four are SPI 
related: CSN, SCK, MISO, MOSI; the remaining 
ones are Vcc, GND, IRQ, and CE. CE is used 
to control data transmission and reception in TX 
and RX modes, respectively. In TX mode, CE is 
always kept low except when the packet has to be 
transmitted, and is done by loading the TX FIFO 
and then toggling the CE pin. IRQ is the inter-
rupt pin, and can be used to assert three internal 
interrupts: data received, data transmitted, and 
maximum number of transmit retries reached.

Figure 1. nRF24Cheep: custom designed BLE Beacon platform. The major components include: 
RL78-G14 microcontroller, NRF24L01+ 2.4 GHz RF transceiver, TPS62730 synchronous step-down 
DC-DC converter, and CR2032 battery holder. a) platform overview; b) functional representation of 
the major platform components.
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2 The necessary RF configura-
tions for BLE compliance can 
be obtained from Bit-Banging 
Bluetooth Low Energy: http://goo.
gl/JDpflR   
 
™ Enhanced ShockBurst is a trade-
mark of Nordic Semiconductor.
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CheepSync: Time Synchronization 
Protocol

The basic CheepSync mechanism uses the broad-
caster mode of BLE to transmit a single adver-
tisement packet from the beacon (transmitter) 
unit to the control (receiver) unit. The broad-
casted message contains:
•	The transmitter’s current timestamp value, 

which is a counter field that increments 
every interval millisecond, and is the esti-
mated local time at the transmission of the 
advertisement packet; 

•	The aggregate delay incurred during the 
transmission of the previous packet

On message reception, the receiver obtains the 
corresponding “wall’” clock time expressing time 
(in nanoseconds) since the epoch. In principle, 
two broadcast packets provide a synchronization 
point between the transmitter and the receiv-
er.3 The difference between the local and “wall” 
clock time of a synchronization point estimates 
the clock offset of the transmitter. 

The counter value ts_counter is needed to esti-
mate the time elapsed on the beacon unit. If the 
underlying platform uses a b bit field to store the 
timestamp value, and the timer fires every interval 
ms, the total time that can be represented by the 
timestamp field is (2b * interval) ms. Therefore, 
the configuration of b = 24 bits and interval = 100 
ms can be used to make the timestamp value work 
for approximately 19 days without rolling over.4

In the next subsection, we discuss the general 
uncertainties associated with RF message delivery 
and then converge to our specific use case. It is then 
followed by a detailed explanation of the structure 
of the BLE advertisement packet with specifics into 
the packet restructuring as per the nRF24L01+ 
Enhanced ShockBurst protocol engine.

Sources of Time Synchronization Error

We shall use the following error decomposi-
tion model [2–4, 9, 11] to better understand the 
sources of latency, and modify it according to the 
specifics of the platform and radio of interest.

Send Time: It is the time spent by the transmit-
ter to assemble the message and trigger the send 
request to the medium access control (MAC) 
layer. Therefore, it is a function of the processor 
load and the system call overhead of the respec-
tive OS ported on the transmitter platform. nRF-
24Cheep does not have an OS port, and makes 
direct system calls to the underlying hardware 
without any (potential) soft routing. This enables 
more user control over different system modules 
(albeit with increased complexity), and thus helps 
to reduce delays that are typically nondeterminis-
tic and were previously difficult to calibrate.

Access Time: It is the delay incurred waiting 
for access to the transmit channel up to the point 
when transmission begins, and is specific to the 
MAC protocol in use. It is considered the least 
deterministic part of the message delivery system. 
BLE does provision for a (time/frequency-divi-
sion multiple access, TDMA/FDMA) MAC, but 
it is only operational in connection mode. Access 
control rules have not been defined for the BLE 
broadcast mode of communication, so packets 
get pushed on to the physical channel as and 
when they are flagged for transmission.

Transmission Time: A function of the length 
of the message and the radio speed, it is the time 
taken by the transmitter to transmit the message 
and is a deterministic component.

Propagation Time: Once the message has left 
the transmitter, it is the time needed to transit to 
the receiver. For many application requirements 
(wherein the channel length is under 300 m), this 
delay is highly deterministic and less than 1 s.

Reception Time: It is the time taken by the 
receiver to receive the message. In our case, it 
is the most nondeterministic part of the message 
delivery mechanism as the receivers are Android 
ported smartphones that run multiple tasks and 
process threads at the same time.

Receive Time: It is the time required to pro-
cess and notify the incoming message to the 
receiver application. 

We perform low-level timestamping, at both 
the transmitter and receiver ends, to overcome 
the above stated uncertainties in a message 
transaction, the details of which are discussed 
subsequent to the BLE advertisement packet for-
mat that follows below.

Advertisement Packet Format

There is a single format for a BLE (advertise-
ment or data) Packet, and it consists of the fol-
lowing four fields: 
1.	Preamble (1 octet)
2.	Access address (4 octets)
3.	Protocol data unit (PDU: conventionally5 

2–39 octets, but limited to 2–32 octets in 
nRF Enhanced ShockBurstTM packet for-
mat)

4.	Cyclic redundancy check (CRC, 3 octets)
As per the core specifications of an adver-

tisement packet, the 8-bit preamble and 32-bit 
access address were set to 10101010b  and 
0x8E89BED6, respectively. The preamble is used 
in the receiver to perform frequency synchroni-
zation, symbol timing estimation, and automatic 
gain control training. A 24-bit CRC is append-
ed to the end of every packet, and is calculated 
over the PDU. It is important to note that some 
fields in the packet definition, marked RFU, are 
reserved for future use, and are set to zero at 
transmission and ignored upon receipt. Depend-
ing on the PDU size, a BLE advertisement pack-
et length could vary from 10 to 40 octets in the 
nRF Enhanced ShockBurst mode (as opposed to 
the standard 10–47 octets payload). The adver-
tisement channel PDU has a 16-bit header and a 
variable-size payload.

Header: The header consists of the following 
six fields spanning over 2 octets: 
1	PDU type (4 bits);
2	RFU (2 bits);
3	TxAdd (1 bit);
4	RxAdd (1 bit);
5	Length (6 bit);
6	RFU (2 bit).
The PDU type was set to ADV_NONCONN_IND 
(0010b) for transmitting non-connectable undi-
rected advertising events. The following RFU , 
TxAdd, and RxAdd fields were not used, and 
hence were set to zero. The payload size is indi-
cated by the Length field, and can vary between 
6 to 30 octets (instead of the standard 37 octets).

Payload: The Payload for the ADV_NON-

3 We explain how the determinism 
of time delays on the nRF24Cheep 
beacon platform benefits our 
implementation. Therefore, for our 
platform of choice, only a single 
broadcast packet (instead of two) 
is apt for reliably synchronizing the 
transmitter and the receiver below.  

4 Our system design is based on 
the assumption that there must be 
a control unit that passes by the 
beacon units at least once over a 
19-day period. However, under 
overriding circumstances, the sys-
tem can determine the number of 
counter rollovers.  

5 By conventional/standard, we 
mean the guidelines provided in 
the Bluetooth core specification v4.  
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CONN_IND PDU consists of the following two 
fields:
1.	AdvA (6 octets)
2.	AdvData (0–24 octets, instead of the stan-

dard 0–31 octets) 
The AdvA field holds the device address of the 
advertiser, which can be either public (if TxAdd 
= 0) or random (if TxAdd = 1). The AdvDa-
ta  field contains the advertisement data, and 
it consists of two logical parts: significant 
and non-significant. The significant part 
contains a sequence of AD structures. Each AD 
structure consists of the following two fields to 
populate a separate item of user data: 
1	Length (1 octet)
2	Data (Length octets)
	 •	 AD type (1 octet)
	 •	 AD data (Length - 1 octets)

The non-significant part extends the 
advertising data to the remaining octets and con-
tains all zeroes. For our implementation, we use 
the AD structures (defined in the core specifica-
tion) presented in Table 1. 

The AD type Flags  sets the discoverabil-
ity preference of the device, and the Gener-
al Discoverable Mode makes it detectable 
unconditionally. The Local Name (Short-
ened)  AD type sets the short user-readable 
name of the device. The Manufacturer Spe-
cific Data AD Type is a generic, freely for-
mattable data field, and includes the 24-bit 
timestamp value and an 8-bit transmit time delay 
(of the previous packet).

Timestamping at the Transmitter

On the nRF24Cheep platform, an advertisement 
packet is transmitted by loading the TX FIFO 
and pulling the CE pin to a high state. One of 
the fields that is pushed into the SPI buffer is the 
current timestamp value. A second timestamp is 
also recorded once the TX_DS interrupt is seen 
by the microcontroller (i.e., when the radio’s IRQ 
pin is pulled down low), signaling the success of 
the transmit event. The difference between these 
two timestamps provides an accurate estimate of 
the time delays incurred due to send, access, and 
transmission; and this information is encapsulated 
into the next advertisement packet. As discussed 
above, due to the high determinism of send, access, 
and transmission time delays on the nRF24Cheep 
beacon platform, our implementation uses a sin-
gle broadcast packet (instead of two) to reliably 
synchronize the transmitter and the receiver. The 
timestamping characteristics at the transmitter end 
are shown in Fig. 2, depicted as a histogram show-
ing the distribution of the transmitting time interval 
recorded for 35,000 broadcast packets. The distri-
bution appears Gaussian with best fit parameters of 
m = 0.201829 ms and a minuscule s2 = 5.19537e–07 
ms. This latency characterization supports the deter-
minism of our approach on the transmitter end. 

Timestamping at the Receiver

The reception time on the Android phone can be 
further divided into the following delivery delays:
•	Time taken by the Broadcom BCM radio to 

receive the message and raise an interrupt
•	Time taken by the standard UART platform 

driver to hook into the BCM radio and reg-
ister a RX event

•	Time taken by the Bluedroid stack to poll 
the UART driver, waiting to check if there 
are any bytes to be read (using the useri-
al_read_thread() method in useri-
al.c)
Therefore, there is a significant nondetermin-

istic time lag between the instants when an RF 
message is actually received by the radio to when 
it is processed by the Bluedroid stack. Moving to 
software layers beyond the UART will limit por-
tability across different Android phones. Taking 
these facts into consideration, the lowest layer 
accessible entity on the Android Bluedroid stack 
is userial.c.6 

userial.c  interfaces with the standard 
UART driver, and provides a common interface 
for the time-sync to work on multiple phones 
without introducing many hardware changes. 
However, timestamping at the level of useri-
al.c introduces two complications. First, it is a 
generic container for catching all types of events 
(notification and other messages) sent out by 
the BCM radio to the underlying driver; hence, 
there is a need to correctly identify the Bluetooth 
event. Second, this problem can be overcome by 
waiting for userial.c to process the event list, 
but would introduce finite variable delays. There-
fore, timestamps are recorded at the instant 
when an event is received at userial.c, but 
before any processing is performed on the list. 

The clock_gettime(CLOCK_REALTIME) 
method, which returns the real-time clock of the 
system in nanoseconds since the Epoch (00:00 
1 January, 1970 UTC), is utilized to perform 
low-level timestamping on the receiver (phone) 
end. This representative value is passed on to the 
higher-layer application, and the receive time-
stamp corresponding to the received BLE packet 
is subsequently determined. It is possible that a 
notification was received by userial.c from the 
radio, and the application layer was called follow-
ing that particular notification being recorded as 
a timestamp. This introduces an error since the 
timestamp of the notification and not that of the 
message is being used by the program.

To overcome this problem, we adopt an algo-
rithmic approach that determines the timestamp 
corresponding to a received packet. The algo-
rithm first iteratively records the timestamps 
for the previous and current packets, and then 
subtracts each current packet’s timestamp value 
from every previous packet’s timestamp value. 
Upon completion, the value with the least devi-

Table 1. Utilized AD types.

Field Value

Length 
AD type 
AD data

2 octets 
Flags
General discoverable mode

Length 
AD type 
AD data

6 octets 
Local name (shortened)
—

Length 
AD type 
AD data

4 octets 
Manufacturer-specific data 
Timestamp, transmit time delay  
(previous packet)

6 In the Android Bluedroid stack, 
userial.c is located at: /
external/bluetooth/

bluedroid/hci/src/  
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ation is taken as the best fit timestamp for the 
particular packet. 

Clock Drift Management

The clock quality and speed on the transmit-
ter (nRF24Cheep) and the receiver (Nexus~5 
phone) are vastly different. CheepSync makes 
continuous skew adjustments over a measure-
ment window on the phone unit as: k = (oi – –o)/
(tir – –tr); where, –tr is the average elapsed time at 
the reference clock and –o is the average offset 
up to the ith sample point. This linear regression 
method offers a fast mechanism to find the fre-
quency and phase errors over time.

Figure 3 shows the performance of time syn-
chronization with and without clock drift com-
pensation for an interval value of 100 ms over a 
period of 13 h. Without drift compensation, the 
mean error in synchronizing the transmitter and 
receiver clock is in the millisecond range, but can 
be brought down to a few microseconds with cor-
rection (including both low-level timestamping 
and clock drift management). For the specific 
case of interval = 100 ms, the error before drift 
correction was m  = 2.62 ms, s2 = 6.37312 ms, 
and 95 percent cumulative probability of 8.2 ms; 
while the respective estimates after correction 
were recorded as m = 0.0667 ms, s2 = 3.89512e–
02 ms, and 0.64 ms at the 95 percent cumulative 
probability level. We also experimented with 
an interval value of 200 ms [12], but the interval 
timer of 100 ms was chosen due to its high stabil-
ity and lower energy cost.

Multi-Device Time Synchronization

Considering the system dynamics, there are two 
forms of time synchronization across multiple 
devices.

Many-Tx-to-One-Rx Synchronization: The 

scenario of synchronizing multiple Tx’s to a sin-
gle Rx is a simple extension of the case of deriv-
ing an estimate of time for a single (transmitter, 
receiver) pair, wherein the control unit becomes 
the reference point to perform synchronization. 
A reference point contains a pair of local and 
global timestamps where both of them refer to 
the same time instant. The control unit receives 
periodic broadcasts from beacon units with-
in their coverage zone; otherwise, their records 
are not entered. When the control unit collects 
the required measurement points, it estimates 
the skew and offset of the observed beacons and 
derives their coordinated time measure with 
respect to the global time.

Many-Tx-to-Many-Rx Synchronization: 
The scenario of synchronizing multiple Tx’s 
to multiple Rx’s combines the above system 
infrastructure with a mechanism for different 
control units to share the skew and offset infor-
mation of already visited beacon units. This 
could be achieved by peer-to-peer interaction 
between the control units or through the cloud 
infrastructure. For ease of implementation, we 
choose to take the latter alternative with the 
Google Cloud platform. In this case, the abso-
lute timestamp of the control unit along with 
the timestamp of the beacon unit is inserted 
into the cloud. This data is then made accessi-
ble to other control units using the Google App 
Engine database. Whenever the timestamp of a 
new beacon unit is recorded by a control unit, 
a notification is sent to all other control units 
using Google cloud messaging. Once a control 
unit receives this message, it observes the last 
time it obtained the timestamp of the same 
beacon and computes the time difference. For 
instance, let the first control unit record time-
stamp ta from beacon i at time instance ta. Let 
the second control unit record another time-
stamp from the same beacon i with value tb at 
time instance tb. Using this information, the 
offset (i.e., time difference) between the phones 
is measured as (ta – tb – (tb – ta) * k).

The relative time on the control units (which 
are Android phones) may vary from one to 
another by up to several seconds. It is therefore 
necessary to constantly synchronize with the 
nearest Network Time Protocol (NTP) server 
repeatedly in order to maintain very high pre-
cision for our time synchronization. For our 
implementation, we used an Android NTP appli-
cation,7 and was configured to synchronize the 
control units at an interval of 30 s.

Porting CheepSync into Mobile Applications

The reference design of nRF24Cheep, source 
code of CheepSync, and build instructions for 
a custom Android ROM are publicly available 
at https://github.com/prasantmisra/cheep-sync, 
with some preliminary results reported in [13]. 
The accuracy levels reported in the following sec-
tion can only be obtained with the nRF24Cheep 
platform, while other BLE platforms will/may 
lead to higher time sync error values. As for the 
mobile phone platform, a custom Android ROM 
that includes the modified userial.c file needs 
to be installed. The same link also contains an 
example to capture the steps for incorporating 
CheepSync into a mobile application.

Figure 2. Transmitter side timestamping characteristics. Histogram showing 
the distribution of transmitter time interval recorded for 35,000 broad-
cast packets, grouped into 1 ms buckets. The curve is a plot of the best fit 
Gaussian parameters with m = 0.201828 ms and s2 = 5.19537e–07 ms.
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Experimental Evaluation

In this section, we evaluate the accuracy of 
CheepSync in a variety of controlled and uncon-
trolled experiments.

CheepSync in Controlled Experiments

Study 1: The aim of this study was to obtain 
the baseline performance level of CheepSync for a 
many-Tx-to-one-Rx synchronization scenario. Thus, 
it was designed with a static setup of 8 beacon 
units and 1 control unit that was always covered 
by all the beacons. The beacons were configured to 
broadcast advertisement packets at an interval of 
100 ms and at their lowest transmit power of –20 
dB. This experiment was conducted for about 13 
hours wherein an average of 10000 packets were 
received by the control unit from each beacon.

The experimentation results are shown in Fig. 
4. The system-level performance of CheepSync 
is depicted in Fig. 4a, which shows an average 
error of 8 ms and a 95 percent error probability 
of less than 0.04 ms. Figure 4b disaggregates the 
combined (drift compensated) measurements 
into respective representations for each of the 
eight beacons in the system. Here, it is evident 
that a large percentage of the beacon units show 
consistent behavior with an average error level 
of approximately 10 ms and a worst case value of 
0.04 ms; except beacon 7, which shows 2 times 
better average performance but shoots over in 
the worst case performance level.

Study 2: The aim of this study was to obtain the 
baseline performance level of CheepSync for the 
scenarios of one-tx-to-many-rx and many-tx-to-ma-
ny-rx synchronization. For the prior scenario, the 
static setup consisted of a single beacon and two 
control units, while for the latter scenario, the setup 
consisted of eight static beacons and two static con-
trol units. The control units were always kept with-
in the coverage range of the beacon(s), while all 
other beacon/control unit configuration parameters 
were kept consistent with study 1. Figures 4c and 
4d show the cumulative time-sync error (i.e., the 
time difference between control units as explained 
earlier) distributions for the prior and latter setup, 
respectively, and it is conditioned on contributing 
error factors including clock drift, NTP drift, and so 
on. The result obtained from Fig. 4c suggests that 
there is a 95 percent probability of the time syn-
chronization error to be less than 5 ms with mean 
< 10 ms. A similar observation is also noted from 
Fig. 4d where the result suggests that there is a 90 
percent probability of the time sync error to be less 
than 10 ms, although with the possibility of errors 
as large as 10 ms for 5 percent higher confidence 
levels.

CheepSync in Uncontrolled Experiments

Study 3 — This experiment was designed to eval-
uate the performance of CheepSync in an uncon-
trolled setup, and hence quantify its deviation 
from the respective benchmark results obtained 
from studies 1 and 2. The experimentation space 
was in a [20  20] m portion of our office floor. 
For our evaluation, we took the services of two 
people who were each handed an Android smart-
phone running the CheepSync time service and 
kept it for about an hour. The respective office 
space was instrumented with a set of five beacon 

units in a manner that all beacons did not cover 
every end of the experiment zone. All other sys-
tem configurations, such as the beaconing rate 
and transmit power levels, were kept the same as 
in study 1/2. 

For the many-tx-to-one-rx scenario (Fig. 4e), 
a mean error of 12 ms was observed, while its 95 
percent error probability was less than 0.04 ms. 
As for the many-tx-to-many-rx scenario (Fig. 4f), 
the 95 percent error probability was less than 
22 ms with a mean error of 10 ms. Both of these 
results are in good agreement with the baseline 
observations recorded in Figs. 4a and 4c, thereby 
establishing the efficacy of CheepSync.

Discussion
Time synchronization solutions have some basic 
features in common: a messaging protocol to 
exchange timestamped packets between nodes 
(some acting as clients and others as time servers) 
in a network, techniques for overcoming nonde-
terministic delays, and an adjustment mechanism 
to update the local clock. However, they differ in 
aspects including whether the physical clocks of 
the network are kept consistent internally or are 
synchronized to external standards; if the server is 
an arbiter of the client clock or is considered as a 
canonical clock; and so on.

For synchronization in WSNs, there are 
multiple algorithms such as Reference Broad-
cast Synchronization (RBS) [3], Flooding Time 
Synchronization Protocol (FTSP) [2], Time-
sync Protocol for Sensor Networks (TPSN) [4], 
Glossy [5], and hardware assisted clock synchro-
nization (HACS) [10] that use message passing 
as the basic mechanism to compensate for delays. 
CheepSync explores a form of synchronization that 
differs from traditional WSNs, and is specifical-

Figure 3. Clock drift management. There is one order of improvement in 
synchronization accuracy after compensating for clock drift, at both the 
average and 95 percent probability levels.
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7 The Android NTP application is 
available at https://play.google.
com/store/apps/details?id=ru.org.
amip.ClockSync&hl=en. While alter-
natives such as GPS exist, NTP was 
chosen due to its wide availability 
and benefits of scalability, self-con-
figuration, robustness to network 
failures, and energy efficiency.
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ly designed for the technology segment that uses 
BLE undirected broadcasts and smartphones. Its 
fundamental design philosophy is to provision for 
synchronization between transmitters and receiv-
ers, as opposed to traditional WSN protocols that 
synchronize a set of receivers with one another. 
Performing receiver-receiver synchronization 
removes uncertainties associated with send and 
access delays, the biggest contributors to non-de-
terminism in latency, from the critical time path. 
System-level complexities are further reduced by 
using symmetric WSN platforms that run on sim-

ple OSs. All of these factors conglomerate toward 
higher levels of synchronization accuracy than is 
typically evident in traditional WSNs. CheepSync, 
in contrast, operates on highly asymmetric devic-
es with vast differences in system complexity. Its 
synchronization methodology, system architecture, 
and wireless communication standard utilized for 
delivering the respective solutions are completely 
different. CheepSync achieves a high synchroniza-
tion accuracy that is better than the time-sync lev-
els of RBS, TPSN, and HACS, but is less precise 
compared to FTSP or Glossy (Table 2). We refer 

Figure 4. Performance of CheepSync. a) many-tx-to-one-rx: m = 8 ms, CDF(95 percent) = 0.04 ms; b) 
many-tx-to-one-rx; c) one-tx-to-many-rx scenario: m = 10 ms, CDF(95 percent) = 5 ms; d) many-tx-
to-many-rx scenario: m = 10 ms, CDF(95 percent) = 10 ms; e) many-tx-to-one-rx scenario: m = 12 ms, 
CDF(95 percent) = 0.04 ms; f) many-tx-to-many-rx scenario: m = 10 ms, CDF(95 percent) = 22 ms.
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our reader to Serpedin et al. [14] for an exten-
sive survey and analysis of various solutions in this 
space.

Application

The loosely coupled BLE data collection frame-
work enables new ways of architecting Inter-
net of Things and Humans (IoTH) systems. An 
example application is to monitor the hand san-
itization status of healthcare personnel (HCP) 
in an intensive care unit (ICU) to control and 
prevent the spread of hospital acquired infec-
tions (HAIs), where unclean hands are the most 
common factor contributing to this cause. Clean-
Hands [15] is a recently proposed system that 
uses a combination of BLE beacon tags and 
HCP’s mobile phones for detecting occurrences 
of noncompliance with hand hygiene. This appli-
cation requires different levels of time accuracy. 
For instance, a few milliseconds may be sufficient 
to disambiguate the handwashing event of HCPs, 
but a significantly higher accuracy level of a few 
microseconds would be required to secure the 
same system against possible gaming.

Conclusion
CheepSync is a time synchronization service for 
BLE advertisers, and therefore is a key enabler 
for a variety of IoTH applications where mobile 
crowdsourcing, using existing infrastructure and 
ubiquitously used platforms along with humans 
as the data mules, has emerged as an alternate 
architecture. These applications typically require 
different levels of time accuracy. By empirical 
evaluations, we show that CheepSync is capable 
of gracefully handling timing requirements as 
low as 10 ms. It is built on the existing Bluetooth 
v4.0 standard, and hence is generic to all devices 
using the low energy profile of Bluetooth.
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Table 2. Accuracy measure of time synchroniza-
tion algorithms.

Time sync. protocol Avg. accuracy (ms) (single hop)

RBS [3] 29.10

TPSN [4] 16.90

FTSP [2] 01.48 

Glossy [5] 0.50

HACS [10] 1000.00

CheepSync 10.00
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