
[VOLUME 33 NUMBER 1 JANUARY 2016]

Contents    |    Zoom in    |    Zoom out    Search Issue    |    Next PageFor navigation instructions please click here    

Contents    |    Zoom in    |    Zoom out    Search Issue    |    Next PageFor navigation instructions please click here    



SIGNAL PROCESSING
The Science Behind Our Digital Life

Join SPS or Renew Now For 2016 
Membership in the IEEE Signal Processing Society (SPS) can 
help you lay the foundation for many years of success ahead. 

CONNECT with more than 19,000 signal processing 
professionals through SPS conferences, workshops, and local 
events hosted by more than 170 SPS Chapters worldwide.

SAVE with member-only discounts on conferences, 
publications, SigPort document archive, and access to travel 
grants.

ADVANCE with world-class educational resources, awards 
and recognition, and society-wide volunteer opportunities in 
publications, conferences, membership, and more.

STUDENTS jumpstart your career with student-focused 
events, competitions, career opportunities, and eligibility for 
travel grants.

signalprocessingsociety.org
 Digital Object Identifier 10.1109/MSP.2015.2502419

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.qmags.com/clickthrough.asp?url=www.signalprocessingsociety.org&id=19701&adid=PCOVER 2A1
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [1] JANUARY 2016

[CONTENTS] [VOLUME 33  NUMBER 1]

[FEATURES]

[LEARNING]
14 BAYESIAN MACHINE LEARNING

Wei Wu, Srikantan Nagarajan,  
and Zhe Chen

37 DECISION LEARNING
Yan Chen, Chunxiao Jiang,  
Chih-Yu Wang, Yang Gao,  
and K.J. Ray Liu

[BIG DATA]
57  A UNIFIED ALGORITHMIC 

FRAMEWORK FOR 
BLOCK-STRUCTURED
OPTIMIZATION INVOLVING 
BIG DATA
Mingyi Hong, Meisam Razaviyayn,
Zhi-Quan Luo, and Jong-Shi Pang

[THEORY AND METHODS]
78  COMPRESSIVE COVARIANCE 

SENSING
Daniel Romero, Dyonisius Dony Ariananda, 
Zhi Tian, and Geert Leus

94  GAME THEORY
FOR NETWORKS
Giacomo Bacci, Samson Lasaulce, 
Walid Saad, and Luca Sanguinetti

120  COMBINATIONS 
OF ADAPTIVE FILTERS
Jerónimo Arenas-García,
Luis A. Azpicueta-Ruiz,
Magno T.M. Silva, Vítor H. Nascimento, 
and Ali H. Sayed

[COLUMNS]
4 FROM THE EDITOR

Women in Science, Engineering, 
and Signal Processing
Min Wu

6 PRESIDENT’S MESSAGE
We Need Your Help to Take 
the Society to New Heights
Alex Acero

11 SPECIAL REPORTS
Signal Processing Research 
Resonates with 
Hearing Loss Sufferers
John Edwards

141 REFLECTIONS
James L. Flanagan: A Scholar 
and a True Gentleman
Lawrence Rabiner

144 LECTURE NOTES
Polyphase Channelizer Demystified
P. Murali Krishna  
and T.P. Sameer Babu

151 SP TIPS&TRICKS
Cascading Tricks for Designing 
Composite Filters with Sharp 
Transition Bands
David Shiung, Ya-Yin Yang,  
and Chu-Sing Yang

158 STANDARDS IN A NUTSHELL
Next-Generation Broadcast 
Television: ATSC 3.0
Richard Chernock
and Jerry C. Whitaker

163 BOOK REVIEWS
Foundations of Signal Processing
Andres Kwasinski

Handbook of Digital Forensics 
of Multimedia Data and Devices
Luisa Verdoliva

166 BOOK DIGEST

[DEPARTMENTS]
7 SOCIETY NEWS

2016 Class of Distinguished 
Lecturers

IEEE Signal Processing Society 
Young Professionals Meet 
During ICIP 2015

168 DATES AHEAD

Digital Object Identifier 10.1109/MSP.2015.2479476

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [2] JANUARY 2016

Digital Object Identifier 10.1109/MSP.2015.2479477 

SCOPE: IEEE Signal Processing Magazine publishes 
tutorial-style articles on signal processing research and 
applications, as well as columns and forums on issues 
of interest. Its coverage ranges from fundamental prin-
ciples to practical implementation, reflecting the mul-
tidimensional facets of interests and concerns of the 
community. Its mission is to bring up-to-date, emerg-
ing and active technical developments, issues, and 
events to the research, educational, and professional 
communities. It is also the main Society communica-
tion platform addressing important issues concerning 
all members.

EDITOR-IN-CHIEF
Min Wu—University of Maryland, College Park, 

United States

AREA EDITORS
Feature Articles
Shuguang Robert Cui—Texas A&M University, 

United States

Special Issues
Wade Trappe—Rutgers University, United States

Columns and Forum
Gwenaël Doërr—Technicolor Inc., France 
Kenneth Lam—Hong Kong Polytechnic 

University, Hong Kong SAR of China

e-Newsletter
Christian Debes—TU Darmstadt and 

AGT International, Germany

Social Media and Outreach
Andres Kwasinski—Rochester Institute of 

Technology, United States

EDITORIAL BOARD
A. Enis Cetin—Bilkent University, Turkey 
Patrick Flandrin—ENS Lyon, France
Mounir Ghogho—University of Leeds, 

United Kingdom
Lina Karam—Arizona State University, 

United States
Bastiaan Kleijn—Victoria University 

of Wellington, New Zealand and Delft 
University, The Netherlands

Hamid Krim—North Carolina State University, 
United States

Ying-Chang Liang—Institute for Infocomm 
Research, Singapore

Sven Lončarić—University of Zagreb, Croatia 
Brian Lovell—University of Queensland, Australia 
Henrique (Rico) Malvar—Microsoft Research, 

United States
Stephen McLaughlin—Heriot-Watt University, 

Scotland
Athina Petropulu—Rutgers University, 

United States
Peter Ramadge—Princeton University, 

United States
Shigeki Sagayama—Meiji University, Japan  
Eli Saber—Rochester Institute of Technology, 

United States
Erchin Serpedin—Texas A&M University, 

United States
Shihab Shamma—University of Maryland, 

United States 
Hing Cheung So—City University of Hong Kong, 

Hong Kong
Isabel Trancoso—INESC-ID/Instituto Superior 

Técnico, Portugal
Michail K. Tsatsanis—Entropic Communications
Pramod K. Varshney—Syracuse University, 

United States

Z. Jane Wang—The University of British Columbia, 
Canada

Gregory Wornell—Massachusetts Institute of 
Technology, United States

Dapeng Wu—University of Florida, United States

ASSOCIATE EDITORS— 
COLUMNS AND FORUM
Ivan Bajic—Simon Fraser University, Canada
Rodrigo Capobianco Guido— 

São Paulo State University
Ching-Te Chiu—National Tsing Hua University, 

Taiwan
Michael Gormish—Ricoh Innovations, Inc.
Xiaodong He—Microsoft Research
Danilo Mandic—Imperial College, 

United Kingdom
Aleksandra Mojsilovic— 

IBM T.J. Watson Research Center
Douglas O’Shaughnessy—INRS, Canada
Fatih Porikli—MERL
Shantanu Rane—PARC, United States
Saeid Sanei—University of Surrey, United Kingdom
Roberto Togneri—The University of 

Western Australia
Alessandro Vinciarelli—IDIAP–EPFL
Azadeh Vosoughi—University of Central Florida
Stefan Winkler—UIUC/ADSC, Singapore

ASSOCIATE EDITORS—e-NEWSLETTER
Csaba Benedek—Hungarian Academy of Sciences, 

Hungary 
Paolo Braca—NATO Science and Technology 

Organization, Italy 
Quan Ding—University of California, San 

Francisco, United States
Pierluigi Failla—Compass Inc, New York, 

United States
Marco Guerriero—General Electric Research, 

United States
Yang Li—Harbin Institute of Technology, China
Yuhong Liu—Penn State University at Altoona, 

United States
Andreas Merentitis—University of Athens, Greece
Michael Muma—TU Darmstadt, Germany

IEEE SIGNAL PROCESSING SOCIETY
Rabab Ward—President
Ali Sayed—President-Elect
Carlo S. Regazzoni—Vice President, Conferences
Konstantinos (Kostas) N. Plataniotis—Vice 

President, Membership
Thrasyvoulos (Thrasos) N. Pappas—Vice President, 

Publications 
Walter Kellerman—Vice President, 

Technical Directions

IEEE SIGNAL PROCESSING SOCIETY STAFF
Denise Hurley—Senior Manager of Conferences 

and Publications
Rebecca Wollman—Publications Administrator

IEEE SIGNAL PROCESSING MAGAZINE (ISSN 1053-5888) (ISPREG) is published bimonthly by the Institute of Electrical and 
Electronics Engineers, Inc., 3 Park Avenue, 17th Floor, New York, NY 10016-5997 USA (+1 212 419 7900). Responsibility for the 
contents rests upon the authors and not the IEEE, the Society, or its members. Annual member subscriptions included in Society 
fee. Nonmember subscriptions available upon request. Individual copies: IEEE Members US$20.00 (first copy only), nonmembers 
US$234.00 per copy. Copyright and Reprint Permissions: Abstracting is permitted with credit to the source. Libraries are 
permitted to photocopy beyond the limits of U.S. Copyright Law for private use of patrons: 1) those post-1977 articles that 
carry a code at the bottom of the first page, provided the per-copy fee indicated in the code is paid through the Copyright 
Clearance Center, 222 Rosewood Drive, Danvers, MA 01923 USA; 2) pre-1978 articles without fee. Instructors are permitted to 
photocopy isolated articles for noncommercial classroom use without fee. For all other copying, reprint, or republication permis-
sion, write to IEEE Service Center, 445 Hoes Lane, Piscataway, NJ 08854 USA. Copyright ©2016 by the Institute of Electrical 
and Electronics Engineers, Inc. All rights reserved. Periodicals postage paid at New York, NY, and at additional mailing offices. 
Postmaster: Send address changes to IEEE Signal Processing Magazine, IEEE, 445 Hoes Lane, Piscataway, NJ 08854 USA. 
Canadian GST #125634188 Printed in the U.S.A.

[IEEE SIGNAL PROCESSING magazine]

IEEE PERIODICALS
MAGAZINES DEPARTMENT

Jessica Barragué
Managing Editor

Geraldine Krolin-Taylor
Senior Managing Editor

Mark David
Senior Manager, Advertising and Business Development

Felicia Spagnoli
Advertising Production Manager

Janet Dudar
Senior Art Director

Gail A. Schnitzer, Mark Morrissey
Associate Art Directors

Theresa L. Smith
Production Coordinator

Dawn M. Melley 
Editorial Director

Peter M. Tuohy
Production Director

Fran Zappulla
Staff Director, Publishing Operations

IEEE prohibits discrimination, harassment, and bullying. 
For more information, visit 
http://www.ieee.org/web/aboutus/whatis/policies/p9-26.html.

[COVER]
©ISTOCKPHTOTO.COM/AGSANDREW

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

______

http://www.ieee.org/web/aboutus/whatis/policies/p9-26.html
http://www.sfiprogram.org
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


Digital Object Identifier 10.1109/MSP.2015.2484518

The 23rd IEEE International Conference on Image Processing (ICIP) will be held in the Phoenix 
Convention Centre, Phoenix, Arizona, USA, on September 25 - 28, 2016. ICIP is the world’s largest 
and most comprehensive technical conference focused on image and video processing and computer 
vision. In addition to the Technical Program, ICIP 2016 will feature an Innovation Program focused on 
vision technologies and fostering innovation and networking. The conference will feature world-class 
speakers, tutorials, exhibits, and a vision technology showcase.

Topics in the ICIP 2016 Technical Program include but are not limited to:
Filtering, Transforms, Multi-Resolution Processing
Restoration, Enhancement, Super-Resolution
Computer Vision Algorithms and Technologies
Compression, Transmission, Storage, Retrieval
Computational Imaging
Color and Multispectral Processing
Multi-View and Stereoscopic Processing
Multi-Temporal and Spatio-Temporal Processing

Video Processing and Analytics
Authentication and Biometrics
Biological and Perceptual-based Processing
Visual Quality Assessment
Scanning, Display, and Printing
Document and Synthetic Visual Processing
Applications to various fields

New initiatives at ICIP 2016 include:
1) Early free access for accepted papers on IEEE Xplore; 2) Visual Innovation Award (individual 
or team nominations due by 31 March 2016 at conference website); 3) Support for reproducible 
research; 4) Support for CV uploads on the ICIP site for full-time, part-time, and consulting job 
opportunities; 5) Visual Technology Showcase.  For more details on these and other new initiatives at 
ICIP 2016, visit 2016.ieeeicip.org and connect now on the ICIP 2016 social media to get automatic 
updates about the various deadlines, sessions and events.

Paper Submission:
Prospective authors are invited to submit full-length papers at the conference website, with up to four 
pages for technical content including figures and references, and with one additional optional 5th page 
for references only. Submission Instructions, templates for the required paper format, and information 
on “no show” policy are available at 2016.ieeeicip.org.

Tutorials, Special Sessions, and Challenge Sessions Proposals:
Tutorials will be held on September 25, 2016. Tutorial proposals should be submitted at the conference 
website and must include title, outline, contact information, biography and selected publications for the 
presenter(s), and a description of the tutorial and material to be distributed to participants. For detailed 
submission guidelines, please refer to the tutorial proposals page. Special Sessions and Challenge 
Session Proposals should be submitted at conference website and must include a topical title, rationale, 
session outline, contact information, and a list of invited papers/participants. For detailed submission 
guidelines, please refer the ICIP 2016 website at 2016.ieeeicip.org.

Important Deadlines:
Challenge Session Proposals: October 31, 2015
Special Session and Tutorial Proposals: November 16, 2015
Notification of Special Session and Tutorial Acceptance: December 18, 2015
Paper Submissions: January 25, 2016
Notification of Paper Acceptance: April 30, 2016
Visual Inovation Award Nomination: March 31, 2016
Revised Paper Upload Deadline: May 15, 2016
Authors‘ Registration Deadline: May 15, 2016
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Zhou Wang
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    Intel
Publicity Chair
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[from the EDITOR]
Min Wu

Editor-in-Chief 
minwu@umd.edu

I
t will almost be 2016 when you receive 
this issue of IEEE Signal Processing 
Magazine. Happy New Year!  

I am writing this editorial during 
a season of harvesting. The scientific 

community of my native country of 
China experienced a breakthrough this 
past fall. Female scientist Youyou Tu, 
who has worked for over half a century 
at the intersection of pharmaceutical 
chemistry and Chinese traditional medi-
cine, was awarded a Nobel Prize in Medi-
cine. She was the very first citizen of 
mainland China who received a Nobel 
Prize in Natural Science. 

Tu was recognized for her trailblazing 
contribution in extracting a core ingredi-
ent from Chinese herbs to treat malaria, 
saving millions of lives worldwide from 
this deadly disease. The key to the success 
was inspired by her studying ancient Chi-
nese medicine literature from 340 AD, 
with modern chemistry interpretations 
and experimentations. Despite her lead-
ing role in carrying out the critical 
research, China’s political turmoil during 
the cultural revolution put individual 
roles in research recognitions and pub-
lishing into such a taboo that Tu’s contri-
butions were marginalized for many 
years, and she has never been elected to 
the national academy. Yet her devotion 
to science and to saving lives as well as 
strong family support have propelled her 
throughout her career. 

Speaking of women in science, another 
female Nobel Laureate, Marie Curie, widely 
known as Madame Curie, has been perhaps 
the most popular role model who inspired 
many girls to pursue science and engineer-
ing. In many ways, Marie Curie was seen 
almost like a goddess with incredible capa-

bilities and personal strength: her trailblaz-
ing career as one of the first women to 
pursue scientific research when very few 
science colleges were open to women stu-
dents and even fewer universities appoint-
ed females to their science faculty; her 
balanced life as both a leading scientist and 
a devoted wife and mother; and her ability 
to overcome the sudden tragic death of her 
husband, Pierre Curie, to continue making 
profound contributions in science while 
raising two daughters at the same time 
(her elder daughter later became a Nobel 
Laureate herself). 

As I was reading a biography about this 
female pioneer, I learned that, throughout 
her childhood and professional develop-
ment, she was surrounded by a strong sup-
port network: her father instilled in her 
interests in science since her childhood; 
she had supportive faculty mentors during 
her professional training; she had an 
incredible husband who treated her as a 
true partner in life and science; and the 
company of her family and friends gave her 
strength to live following the devastation of 
her husband’s death. All played an impor-
tant role to her triumph over many obsta-
cles in her life and career.

Moving closer to home, our signal pro-
cessing community has also seen a grow-
ing number of trailblazing women in 
recent decades. One fine representative of 
this is Prof. Rabab Ward, who will be taking 
the office of president of the IEEE Signal 
Processing Society (SPS) at the start of the 
new year. She was one of the first two 
female engineering Ph.D.s who graduated 
from the University of California at Berke-
ley and the first female winner of the SPS’ 
highest honor, the Society Award. She 
became a role model as a female researcher 
and leader who is able to balance academ-
ic research, industrial impact, profes-
sional services, as well as be able to have 

a fulfilling family life with children, 
grandchildren, and a very supportive 
husband.

I know firsthand the challenges our 
female colleagues and students may face to 
balance career and life, as I am a mother of 
two young children myself. Strong support 
networks are crucial as we tackle these chal-
lenges. We can see from the aforementioned 
successful cases that such support networks 
do not just rely on women. Instead, the 
understanding, participation, and contribu-
tions from our male colleagues play an 
equally important role. On a related note, 
the SPS has formally created subcommit-
tees for Women in Signal Processing and for 
Young Professionals under its Membership 
Board, and it has supported two Women in 
Signal Processing gatherings and a Young 
Professional reception at the ICIP and Glo-
balSIP conferences this past fall. As we bid 
farewell to Dr. Alex Acero, who is complet-
ing his term as SPS president, I express my 
sincere appreciation to him and the many 
SPS leaders and volunteers who have made 
these initiatives happen. 

To our male colleagues—please (con-
tinue to) make supporting female col-
leagues and students a priority: the 
thoughtful encouragement and under-
standing you offer, the supportive and con-
structive critiques you make, the referral 
you give when a suitable opportunity 
comes, and the benefit of the doubt you 
provide, all of these contribute to building 
these support networks. To our female col-
leagues—we are not alone in career and 
life, and together, we can do both!

[SP]

Women in Science, Engineering, and Signal Processing

Digital Object Identifier 10.1109/MSP.2015.2501440
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Alex Acero 
2014–2015 SPS President

a.acero@ieee.org

We Need Your Help to Take the Society to New Heights

O
ver the past two years, the 
IEEE Signal Processing 
Society (SPS) has changed 
significantly and grown 
substantially. The IEEE 

Signal Processing Cup started with 12 
teams in 2014 and grew to 49 teams 
in 2015. Our Student Career Luncheon at 
the International Conference on Acoustics, 
Speech, and Signal Processing (ICASSP) is 
a popular venue for students and compa-
nies. Our week-long summer schools, 
attended mostly by students, are thriving. 
Our targeted campaign to increase SPS 
student membership has resulted in a 
growth of more than 1,000 undergraduate 
students and 900 graduate students. While 
average membership in IEEE Societies has 
dropped by 5% in the last two years, overall 
membership in the SPS has grown by 14%, 
leaving us just shy of 20,000 members as of 
September 2015. We have helped our Soci-
ety’s 168 Chapter chairs with best practices 
to assist them in better serving their mem-
bers, and we continue to increase incen-
tives and serve our members, awarding a 
total of 160 travel grants in 2015 for attend-
ees of SPS conferences. In 2015, the Soci-
ety started publishing two new journals: 
IEEE Transactions on Signal and Infor-
mation Processing over Networks and 
IEEE Transactions on Computational 
Imaging. The total number of pages pub-
lished in the Society’s solely owned periodi-
cals has grown from 20,400 in 2013 to 
23,000 in 2015, all while maintaining a 
high impact factor. 

The ChinaSIP and GlobalSIP confer-
ences have gotten off to a flying start. 
In 2014, we launched SigPort, a docu-
ment repository. SigView, the video 

tutorial online library we started in 
2013, now has 87 videos. We kicked off 
a visibility campaign to introduce high 
school and college students to signal 
processing through two highly accessi-
ble introductory videos, which can be 
found on our YouTube channel. We 
have begun implementing our new tag-
line, “Signal Processing: The Science 
Behind Our Digital Life,” paving the 
way for future generations of signal 
processing engineers. In the last two 
years, we have established new awards 
to recognize our leaders: the IEEE Fou-
rier Award for Signal Processing, Over-
view Paper Award, Sustained Impact 
Paper Award, Signal Processing Letters 
Best Paper Award, Industrial Leader 
Award, Industrial Innovation Award, 
and Conference Best Paper Awards for 
Industry. We held our five-year Society 
review and five-year periodicals review 
with the IEEE Technical Activities 
Board and passed with flying colors.

None of this would have possible with-
out the many dedicated colleagues who 
unselfishly volunteer their time and 
efforts to make our Society better. The 
SPS was in great shape when my term 
started, thanks to the incredible dedica-
tion of Past President Ray Liu, who is now 
the IEEE Division IX director, and José 
Moura, who was SPS president before Ray, 
became IEEE Division IX director, and is 
now vice president for 2016, IEEE Techni-
cal Activities Board. Rabab Ward, the Soci-
ety’s incoming president, is a fabulous 
scientist and tireless leader, and the Soci-
ety is in good hands with her. Ali Sayed, 
SPS’s president-elect, is also an outstand-
ing researcher who is full of ideas. 

SINCERE THANKS
I have been extremely fortunate to work 
closely with many energetic volunteers 

in our Executive Committee, our Board 
of Governors, and all of the Society’s 
boards and committees. I am very 
grateful to Rich Baseil, the Society’s 
executive director, for his quiet leader-
ship, drafting e-mails for me, running 
the day-to-day operations so smoothly, 
and putting out fires when they arose. 
We’re fortunate to have wonderful staff 
to help our volunteers run the Society. 
While these years have been very busy, 
they have passed quickly because the 
interactions with volunteers and staff 
have been very collegial, all working as 
a team to make the Society better and 
serve our members, while having fun 
doing it. It has been my honor and priv-
ilege to work with all of you. Please 
allow me to say “Thank you so much!”

I joined IEEE in 1983 as a student, 
started reviewing papers for ICASSP in 
1991, and joined one of the Society’s 
technical committees in 1996. I have 
been serving on various boards and 
committees ever since and just fin-
ished my term as president of SPS. I 
have found the experience quite 
rewarding, so I want to encourage all 
of you to consider volunteering with 
the IEEE and the SPS and help us take 
our profession to new heights. You can 
review conference or journal papers, 
be involved in your local Chapter, help 
organize a workshop or a summer 
school, or serve as president of the 
Society. There is much work to be 
done—so we need all of you!

[SP]
Digital Object Identifier 10.1109/MSP.2015.2497119
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2016 Class of Distinguished Lecturers

T
he IEEE Signal Processing 
Society’s (SPS’s) Distin-
guished Lecturer Program 
provides the means for 
Chapters to have access to 

well-known educators and authors in the 
fields of signal processing to lecture at 
Chapter meetings. While many IEEE So-
cieties have similar programs, the SPS 
provides financial support for the Chap-
ters to take advantage of this service. 
Chapters interested in arranging lectures 
by the Distinguished Lecturers can obtain 
information from the Society’s webpage 
(http://www.signalprocessingsociety.org/
lecturers/distinguished-lecturers/) or by 
sending an e-mail to sp.info@ieee.org.

Candidates for the Distinguished Lec-
turer Program are solicited from the So-
ciety technical committees, editorial 
boards, Chapters, and other boards and 
committees by the Awards Board. The 
Awards Board vets the nominations and 
the Board of Governors approves the fi-
nal selection. Distinguished Lecturers 
are appointed for a term of two calendar 
years. Distinguished Lecturers named 
for 2016 are as follows.

JAN P. ALLEBACH
Jan P. Allebach earned 
the B.S.E.E. degree 
from the University of 
Delaware (1968–1972) 
and the Ph.D. degree 
f r o m  P r i n c e t o n 

University (1972–1976). He was a faculty 
member at the University of Delaware from 
1976 to 1983. Since 1983, he has been at 
Purdue University, where he is currently the 

Hewlett-Packard Distinguished Professor of 
Electrical and Computer Engineering with 
courtesy appointments in computer science 
and psychological sciences. 

Prof. Allebach is a Life Fellow of the 
IEEE and a fellow of the Society for Im-
aging Science and Technology (IS&T) 
(1996) and SPIE (2007). He is a recipi-
ent of the Senior Best Paper Award 
from the IEEE SPS (1989) and the Bow-
man Award from IS&T (1998). He was 
named Electronic Imaging Scientist of 
the Year by SPIE and IS&T (2004) and 
received honorary membership from 
IS&T (2007), which is its highest award. 
He received the Daniel E. Noble Award 
for Emerging Technologies and an 
IEEE Field Award (2013). He was elect-
ed to membership in the National Acad-
emy of Engineering (2014) and the 
National Academy of Inventors (2015). 
From Purdue University, he has re-
ceived ten different awards for teaching, 
research, and mentorship.

Prof. Allebach was an associate editor, 
IEEE Transactions on Acoustics, Speech, 
and Signal Processing (1988–1990) and 
IEEE Transactions on Image Processing 
(1997–1999); member (1986–1995) and 
later chair (1990–1991), Image and Multi-
dimensional Signal Processing Technical 
Committee; member, Information Foren-
sics and Security Technical Committee 
(2008–2011); secretary, SPS Board of 
Governors (1992–1995) and later as an 
elected member (1996–1998); cotechnical 
program chair, International Conference 
on Acoustics, Speech and Signal Pro-
cessing (ICASSP) (1993); and general 
cochair, Ninth Image, Video, and Multi-
dimensional Signal Processing (IVMSP) 
Workshop (1996). Prof. Allebach was 
also a past Distinguished Lecturer, 
IEEE SPS (1994–1995).

Prof. Allebach has published 105 ref-
ereed journal articles and 349 confer-
ence papers. He is listed as a co-inventor 
on 31 issued U.S. patents and several 
more pending patent applications. Print-
ing and document imaging have been 
central themes of his research, and he 
has made many seminal contributions in 
these areas. His lecture topics include 
digital printing: the transformation of a 
2,000-year-old technology and what it 
means to you; embedding data in printed 
documents at the printer mechanism 
level; and the intertwined roles of se-
mantics, aesthetics, and quality in color 
document imaging.

YORAM BRESLER
Yoram Bresler received 
the B.S. (cum laude) 
and M.S. degrees from 
the Technion, Israel 
Institute of Technology, 
(1974 and 1981, respec-

tively); the Ph.D degree from Stanford 
University (1986), all in electrical engineer-
ing. Since 1987, he has been on the faculty 
at the University of Illinois, Urbana-
Champaign, where he is currently a profes-
sor, Department of Electrical and 
Computer Engineering and the 
Department of Bioengineering, and at the 
Coordinated Science Laboratory. In 2003, 
Dr. Bresler cofounded InstaRecon, Inc., 
based in Champaign, Illinois, to commer-
cialize breakthrough technology for 
tomographic reconstruction developed 
in his academic research. He currently 
serves as the company’s president and 
chief technology officer. 

Dr. Bresler was elected IEEE Fellow 
in 1999 “for contributions to computer-
based imaging and sensor array process-
ing,” and in 2010, fellow of the American 
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Institute for Medical and Biomedical En-
gineering (AIMBE), “for pioneering con-
tributions to fast tomographic recon-
struction algorithms and fundamental 
contributions to sampling theory for fast 
dynamic imaging.” He holds 11 U.S. pat-
ents and more than 20 international pat-
ents and has received the IEEE SPS Best 
Paper Award (1988 and 1989). He is the 
recipient of a National Science Founda-
tion (NSF) Presidential Young Investigator 
Award (1991), the Technion (Israel Insti-
tute of Technology) Fellowship (1995), 
and the Xerox Senior Award for Faculty 
Research (1998). He was named a Univer-
sity of Illinois Scholar (1999); appointed as 
associate, the Center for Advanced Study 
of the University (2001–2002); and faculty 
fellow, the National Center for Super 
Computing Applications (2006). 

He has served as associate editor, IEEE 
Transactions on Signal Processing 
(1992–1993); on editorial boards, Ma-
chine Vision and Applications (1987–
2006), and SIAM Journal on Imaging Sci-
ence (2007–2013); on the senior editorial 
board, IEEE Journal on Selected Topics 
in Signal Processing (2006–2013); and he 
was guest coeditor, IEEE Transactions on 
Medical Imaging (special issue on com-
pressed sensing). He was a member, IEEE 
Image and Multidimensional Signal Pro-
cessing Technical Committee (1993–
1998) and the IEEE Bioimaging and Sig-
nal Processing Technical Committee 
(2005–2009), and served on the IEEE SPS 
Awards Board (2003–2006).

Dr. Bresler’s interests are in multidi-
mensional and statistical signal processing 
and their applications to inverse problems 
in imaging, and, in particular, compressed 
sensing, which he introduced with his stu-
dents in the mid-1990s under the moni-
kers of spectrum-blind sampling and im-
age compression on the fly, as well as 
computed tomography (CT), magnetic res-
onance imaging (MRI), and learning-based 
signal processing.

His lecture topics include the inven-
tion of compressive sampling; breaking 
the speed barrier in tomography; learn-
ing sparsifying transforms for signal, im-
age, and video processing; learning 
sparse representations for blind com-
pressed sensing in MRI and CT; and blind 

signal processing: sparse signal recon-
struction in bilinear inverse problems.

PEYMAN MILANFAR
Peyman Milanfar re-
ceived his undergradu-
ate education in elec-
trical engineering and 
mathematics from the 
University of California 

(UC), Berkeley, in 1988, and the M.S. and 
Ph.D. degrees in electrical engineering 
from the Massachusetts Institute of 
Technology, in 1990 and 1993, respectively. 
He was a professor of electrical engineering 
at UC Santa Cruz (1999–2014), where he is 
now a visiting faculty. He was associate 
dean for research, School of Engineering 
(2010–2012). He was on leave at Google-x, 
from 2012 to 2014, where he helped de-
velop the imaging pipeline for Google Glass. 
He currently leads the Computational 
Imaging team in Google Research. 

Dr. Milanfar is an IEEE Fellow “for 
contributions to inverse problems and 
superresolution in imaging.” He was a 
member, IEEE SPS Awards Board (2011–
2013); editorial board member, SIAM 
Journal on Imaging Science (2010); edi-
tor, Super-Resolution Imaging (CRC 
Press, 2009); editorial board member, 
Image and Vision Computing (2009–
2011); member, IEEE IVMSP Technical 
Committee (2007–2011); associate edi-
tor, IEEE Transactions on Image Pro-
cessing (2007–2010); guest editor, Jour-
nal of Applied Signal Processing (special 
issue on superresolution imaging) 
(2004); outstanding reviewer of the year, 
IEEE Transactions on Image Processing
(2006); paper identified by the Institute 
of Scientific Information as a leader of 
“emerging research front” in imaging 
(2005); graduate student Morteza Shah-
ram winner of the Best Student Paper at 
ICASSP (2005); IEEE SPS Best Paper 
Award (2010).

Dr. Milanfar holds eight U.S. patents, 
several of which are commercially li-
censed. He has been a keynote speaker at 
numerous international conferences in-
cluding PCS, SPIE, and the IEEE Interna-
tional Conference on Multimedia and 
Expo. Along with his students, he has won 
several best paper awards from the IEEE 

SPS. His lecture topics include computa-
tional imaging: from photons to photos; a 
tour of modern image filtering; and graph 
affinity-based image processing. 

HERMANN NEY
Hermann Ney is a full 
professor of computer 
science at RWTH 
Aachen University,  
Germany. He received 
the diploma degree in 

physics from Goettingen University, 
Germany (1977), and the Dr.-Ing. degree 
in electrical engineering, Braunschweig 
University of Technology, Germany 
(1982). In 1977, he joined Philips 
Research Germany, and, since 1985, has 
headed the speech recognition group at 
Philips that pioneered the first prototype 
systems for large vocabulary continuous 
speech recognition and spoken dialogue 
systems. He was a visiting scientist, Bell 
Laboratories, Murray Hill, New Jersey, 
(1988–1989) and joined the Computer 
Science Department of RWTH Aachen 
University (1993). Since then, he has been 
working on a number of topics in auto-
matic speech recognition and machine 
translation using statistical pattern rec-
ognition and machine learning. 

Prof. Ney’s professional activities in-
clude: Executive Board, Association of 
Computational Linguistics (2014–2016); 
cochair, Interspeech 2015; senior area edi-
tor, IEEE/ACM Transactions on Audio, 
Speech, and Language Processing  
(2014–2016); IEEE SPS Speech and Lan-
guage Processing Technical Committee 
(2012–2014); cochair plenary sessions, 
ICASSP 2009; cochair, IEEE-ACL Work-
shop on Spoken Language Technology 
(2006); editor, ACM Transactions on 
Speech and Language Processing (2005–
2007); associate editor, IEEE Transactions 
on Speech and Audio Processing (2001–
2003); IEEE SPS Speech Processing Tech-
nical Committee (1995–2000); editorial 
board member, Computer, Speech and 
Language (1993–2001); editorial board, 
Speech Communication (1993–2001); 
technical committee member, German As-
sociation for Pattern Recognition (2003–
2006); executive committee member, Ger-
man Section IEEE (1992–1998).
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Prof. Ney is an IEEE Fellow and fellow 
of the International Speech Communica-
tion Association. He was the recipient of 
the Technical Achievement Award (2005); 
Distinguished Lecturer, International 
Speech Communication Association 
(2012–2013); awarded a senior DIGITEO 
chair at LIMIS/CNRS in Paris, France 
(2011–2013); and received the Award of 
Honour from the International Associa-
tion of Machine Translation (2013).

Prof. Ney’s main research interests are 
concerned with the application of 
machine-learning methods to speech rec-
ognition and machine translation. His lec-
ture topics include: from speech 
recognition (ASR) to machine translation 
(MT)—what MT has learned from ASR; 
speech and language processing: achieve-
ments and challenges; the mathematical 
machinery of speech and language pro-
cessing; discriminative training and log-
linear models in ASR; generative and 
discriminative modeling in speech and
natural language processing; the role of 
bayes decision rule in speech recognition 
and natural language processing; and error 
bounds on Bayes’ classification error in 
speech and language processing.

PARIS SMARAGDIS
Paris Smaragdis is a
member of faculty with 
the Computer Science 
and Electrical and 
Computer Engineering 
Departments at the 

University of Illinois at Urbana-Champaign, 
and a senior research scientist at Adobe 
Research. He completed his master’s degree 
(1997), Ph.D. degree (2001), and postdoctoral 
studies (2002) in the Machine Listening 
Group, Massachusetts Institute of 
Technology ‘s (MIT’s) Media Lab. He was pre-
viously a research scientist with Mitsubishi 
Electric Research (MERL). 

Prof. Smaragdis was selected by MIT
Technology Review in 2006 as one of the 
year’s top young technology innovators 
(TR35) for his work on machine listening. 
In 2015, he was elevated to IEEE Fellow 
“for contributions in audio source separa-
tion and audio processing.” He was elected 
as a full member, the Acoustical Society of 
America (2008), and he was a recipient of 

the C.W. Gear Outstanding Junior Faculty 
Award (2015), an NSF CAREER grant, and 
multiple teaching awards at the University 
of Illinois.

Prof. Smaragdis was chair, IEEE Ma-
chine Learning for Signal Processing 
Technical Committee (2013–2014); chair, 
LVA/ICA conference steering committee 
(2012–2015); member, IEEE Machine 
Learning for Signal Processing Technical 
Committee (2010–2015); member, Audio 
and Acoustic Signal Processing Technical 
Committee (2011–present); associate edi-
tor, IEEE Signal Processing Letters
(2012–present); and area editor, IEEE 
Transactions on Signal Processing
(2015–present). He was an organizer of 
the Global Conference on Signal and In-
formation Processing (GlobalSIP) Sympo-
sium on Machine Learning for Speech 
Processing (2014); general cochair, Ma-
chine Learning for Signal Processing 
Workshop (2014); technical chair, IEEE 
Workshop on Applications of Signal Pro-
cessing to Audio and Acoustics (2011); and 
an organizer of multiple special sessions 
and tutorials at international conferences.

His research is on applications of ma-
chine-learning techniques on signal pro-
cessing problems, especially as they ap-
ply to the analysis of sound mixtures. He 
has more than 120 publications in the 
areas of audio signal processing and ma-
chine learning and holds 59 patents in-
ternationally. His lecture topics include 
nonnegative models for source separation; 
machine learning for speech enhance-
ment; and machine listening: making 
computers that understand sound.

JOSIANE ZERUBIA
Josiane Zerubia re-
ceived the M.S. degree 
from the Department 
of Electrical Engineer-
ing at ENSIEG, Greno-
ble, France, in 1981, 

the doctor of engineering degree, Ph.D. de-
gree, and her habilitation, in 1986, 1988, 
and 1994 respectively, all from the Universi-
ty of Nice Sophia-Antipolis, France. She has 
been a permanent research scientist at IN-
RIA since 1989 and the director of research 
since 1995. She was head of the PASTIS Re-
mote Sensing Laboratory (INRIA Sophia-

Antipolis) (1995–1997) and of the Ariana 
Research Group (INRIA/CNRS/University of 
Nice) (1998–2011). Since 2012, she has 
been head of Ayin Research Group (INRIA-
SAM) dedicated to models of spatiotemporal 
structure for high-resolution image pro-
cessing with a focus on remote sensing and 
skincare imaging. She has been a professor, 
SUPAERO (ISAE) in Toulouse, France, since 
1999.

Prof. Zerubia was also with the Signal 
and Image Processing Institute of the Uni-
versity of Southern California as a post-
doctoral researcher. She also worked as a 
researcher, LASSY (University of Nice/
CNRS) (1984–1988) and in the Research 
Laboratory of Hewlett Packard in France 
and in Palo-Alto, California (1982–1984). 

Prof. Zerubia is an IEEE Fellow. She 
was a member, IEEE Image and Multidi-
mensional Signal Processing Technical 
Committee (1997-2003); member, IEEE 
Bioimaging and Signal Processing Tech-
nical Committee (2004–2012); member, 
IEEE IVMSP Technical Committee 
(2008–2013); associate editor, IEEE 
Transactions on Image Processing
(1998–2002); area editor, IEEE Transac-
tions on Image Processing (2003–2006), 
guest coeditor, special issue of IEEE 
Transactions on Pattern Analysis and 
Machine Intelligence (2003); editorial 
board member, IJCV (2004–2013); mem-
ber-at-large, SPS Board of Governors 
(2002–2004); editorial board member, 
French Society for Photogrammetry and 
Remote Sensing (SFPT) (1998–present), 
Foundation and Trends in Signal Process-
ing (2007–present), member-at-large, 
Board of Governors of the SFPT (2014–
present); and associate editor, online re-
source  Earthzine (IEEE Committee on 
Earth Observations and Global Earth Ob-
serving System of Systems). 

Prof. Zerubia was a cochair of two 
workshops on Energy Minimization Meth-
ods in Computer Vision and Pattern Rec-
ognition (EMMCVPR 2001 and EMMCVPR 
2003); cochair, Workshop on Image Pro-
cessing and Related Mathematical Fields 
(IPRM 2002); technical program chair, 
Workshop on Photogrammetry and Re-
mote Sensing for Urban Areas (2003); co-
chair, special sessions at IEEE ICASSP 
(2006) and IEEE ISBI (2008); publicity 
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chair, IEEE ICIP (2011); tutorial cochair, 
IEEE International Conference on Image 
Processing (2014); general cochair, Work-
shop Earthvision at IEEE  Computer Vi-
sion and Pattern Recognition (2015); orga-
nizing committee member and plenary 
talk cochair, IEEE-EURASIP (European 
Signal Processing Conference 2015). 

Her main research interest is in im-
age processing using probabilistic mod-
els. She also works on parameter estima-
tion, statistical learning, and optimization 
techniques. Prof. Zerubia’s lecture topics 
include marked point processes for ob-
ject detection and tracking in high-reso-
lution images: applications to remote 

sensing and biology; marked point pro-
cesses for object detection in high-resolu-
tion images: applications to earth observa-
tion and cartography; and high-resolution 
optical and synthetic-aperture radar sat-
ellite image processing for disaster man-
agement using hierarchical Markov 
random fields.

IEEE Signal Processing Society Young Professionals 
Meet During ICIP 2015

Digital Object Identifier 10.1109/MSP.2015.2490298
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s an outreach effort to its 
members, the IEEE 

Signal Processing 
Society (SPS) spon-
sored a social recep-

tion for members of the Quebec City 
Chapter. The Young Professionals at-
tending the 2015 IEEE International 
Conference on Image Processing 
(ICIP) were also invited. The IEEE 
Young Professionals Program (for-
merly known as GOLD, which stands 
for “Graduates of the Last Decade”) 
is intended for IEEE Members who 
have received their first profession-
al degree within the last 15 years and 
aims to help young professionals evalu-
ate their career goals, polish their pro-
fessional image, and create the building 

blocks of a lifelong and diverse profes-
sional network.

The event was arranged by the Quebec 
City Chapter and hosted by Chapter Chair 
Dr. Paul Fortier, Laval University, and by 
SPS Young Professionals Subcommittee 
Chair Dr. Mahsa T. Pourazad, TELUS Com-

munications, Inc. and the University 
of British Columbia. The predinner re-
ception was held in the beautiful his-
toric library of the Quebec Parliament. 
The iconic venue formed a wonderful 
atmosphere for attendees to meet, net-
work, and exchange ideas in a friendly 
and relaxed manner. SPS President Dr. 
Rabab Ward, who was SPS president-
elect at the time of this writing, wel-
comed attendees with a warm and in-
formative speech. She stressed the 
importance of the Chapters as well as 
the activities of its members to nur-
ture the liveliness of the SPS. She talk-

ed about the various new initiatives the So-
ciety is introducing to enhance the value 
added to members at large including 1) fi-
nancial support for new initiatives by Chap-
ters especially geared toward industry, 2) 
holding networking events for Chapter 
members in conjunction with some of the 

A

(continued on page 150)
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Signal Processing Research Resonates 
with Hearing Loss Sufferers

H
earing enhancement is an 
area where signal processing 
technology makes a direct 
and positive impact on 
human lives. By allowing 

people with hearing loss to perceive 
voices, music, and other sounds more 
clearly and naturally, signal processing 
improves the quality of life for countless 
millions of people worldwide.

Hearing loss is far more than an incon-
venience; it can negatively impact a per-
son’s career and social life. Significant 
hearing loss can also affect an individual’s 
physical well-being. Brain shrinkage, for 
example, appears to be accelerated in older 
adults with hearing loss, according to the 
results of a study released in 2014 by re-
searchers from Johns Hopkins University 
and the U.S. National Institute on Aging. 
The study added to a growing list of health 
issues associated with hearing loss, includ-
ing an increased risk of dementia, falls, 
hospitalizations, and diminished overall 
physical and mental health.

While hearing aids are critically im-
portant instruments for the hearing im-
paired, the technology fails to help 
people in situations where background 
noise swamps out individual voices. 
“Hearing aids do a good job of amplify-
ing sounds, but a poor job of isolating 
the signal of interest,” observes Eric 
Healy, a professor of speech and hearing 
science at The Ohio State University and 
director of The Ohio State University 
Speech Psychoacoustics Laboratory. 

Healy leads one of several academic re-
search teams that are independently work-
ing on technologies designed to help 
individuals who wear hearing aids function 

more productively and comfortably in plac-
es where sounds generated by people, ma-
chinery, or nature interfere with signals of 
interest. “The difficulty of understanding 
speech in background noise is perhaps the 
number one complaint of people with hear-
ing loss,” he observes. 

CUTTING THROUGH THE CHATTER
Tuning in to specific sound signals, even 
in places buzzing with background noise, 
is a task that healthy human brains and 
ears perform remarkably well. In a crowd-
ed room filled with voices coming from 
every direction, the human auditory sys-
tem excels at focusing on a single voice 
while filtering out background chatter.

“There have been many attempts to re-
move background noise from speech and 
improve intelligibility over the past 50 
years; it can be considered a ‘Holy Grail’,” 
Healy says. The inability to understand 
just a single voice in roomful of chatter 
has been dubbed the cocktail party prob-
lem. “It is not difficult to remove noise, 
but the speech often gets disturbed in that 
process,” Healy explains.

Healy and his coresearchers believe 
that their approach, which uses artificial 
neural network technology, offers the best 
way to improve the recognition of spoken 
words by hearing-impaired people. The re-
searchers hope that their technology will 
enable the development of a new genera-
tion of advanced hearing aids and cochlear 
implants that can better discern between 
speech and background chatter. 

The technology is based on an algo-
rithm developed by DeLiang “Leon” Wang, 
an Ohio State professor of computer sci-
ence and engineering. The algorithm is 
designed to rapidly analyze speech and re-
move most of the background noise. “We 
began collaborating with DeLiang Wang 

in 2011 or 2012, but he has been working 
in this area for many years,” Healy notes.

Wang’s algorithm uses machine learn-
ing. Wang and doctoral student Yuxuan 
Wang are training the algorithm to sepa-
rate speech from noise by exposing it to a 
stream of words enveloped in background 
clutter. A deep neural network (DNN), in-
spired by the deep-layered structure of the 
human brain, handles the processing. 

Using an ideal binary mask also proved 
to be essential to the technology. “In this 
technique, the speech plus noise is divided 
into time-frequency units, and each unit is 
classified as dominated by speech or domi-
nated by noise,” Healy says. “In the sim-
plest case, the units dominated by speech 
are retained and those dominated by noise 
are simply discarded.” Using machine-
learning techniques, the DNN is trained to 
classify units when given only the speech 
mixed with noise, just as the microphone 
on a hearing aid would receive.

The researchers (Figure 1) tested the 
algorithm’s effectiveness at identifying 
voice signals against stationary noise—
such as an air-conditioner’s hum—and 
then against babbling background voices. 
The algorithm was most effective against 
background chatter, improving hearing-
impaired listeners’ comprehension from 
25% to nearly 85% on average. Against 
stationary noise, the algorithm enhanced 
comprehension from an average of 35% to 
85%. “In fact, the hearing-impaired sub-
jects with the algorithm actually outper-
formed the normal-hearing subjects 
without the algorithm in our 2013 re-
port,” Healy says. “Thus, having the algo-
rithm was actually more advantageous 
than having normal hearing.”

Healy says his team encountered the 
same basic challenges faced by other 
hearing-technology researchers. The 
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[special REPORTS]continued

fundamental goal, he notes, is both 
straightforward and elusive: eliminating 
extraneous information while isolating and 
preserving the main signal. “It is fairly easy 
to strip noise from a signal, but it is very 
difficult to have this cleaned signal result 
in improved intelligibility,” Healy says.

Healy says that the research is still 
moving forward. The research team con-
tinues to refine the algorithm and con-
duct tests on human volunteers. “There 
are a few hurdles remaining before this 
technology can be implemented, but 
none seem out of reach,” he states.

A METAMATERIAL METHOD
A team of Duke University researchers is 
taking a hardware-oriented approach to 
hearing-device enhancement, using a 
unique metamaterial sensor to help isolate 
speech from background noise. “We want 
to design a new sensing system that can 
mimic the functionality of so-called cocktail 
party listening by combining an acoustic 
metamaterial and computational sensing 
techniques, says Abel Xie, a Ph.D. student 
who is a member of the research team led 
by Steven Cummer, a professor of electrical 
and computer engineering at Duke.

Inspired by the frequency-dependent 
filtering mechanism of the human ears co-
chlea system, the researchers have devel-
oped a multispeaker listening system using 
a precisely engineered metamaterial sensor 

to perform dispersive frequency modula-
tion and compressive sensing to determine 
the direction of a sound and extract the au-
ditory signal from the surrounding back-
ground noise. 

“This technology allows hearing aids 
to selectively listen to speech in a cacoph-
ony and to filter out unwanted speech 
and background noises from various spa-
tial locations,” Xie says. The technology 
can also track the real-time location of 
human speakers, using spatial informa-
tion to further increase the signal-noise-
ratio of the desired auditory signal.

The approach incorporates a two-stage 
signal processing process. “In the first stage, 
the signal processing is analog, which 
means the processing is actually performed 
directly on the acoustic wave by the meta-
material without converting it to digital sig-
nals first,” Xie explains. “The metamaterial 
encodes the sound signals by modulating 
them, so the information contained in the 
sound remains separable even though the 
sound signals from different locations are 
collected as a single signal.” The second 
stage of the process separates the mixed 
sounds signals. “The signal processing at 
this stage is on the digitalized signals with 
computer,” Xie says. “Compressive sensing 
algorithms are used to separate the sound.”

The proof-of-concept metamaterial sen-
sor—approximately 6 in wide—vaguely re-
sembles a thick, plastic, pie-shaped 

honeycomb divided into dozens of slices 
(Figure 2). Although the honeycomb cavi-
ties appear to be virtually identical, their 
depth varies from hole to hole to create a 
unique pattern. When a sound wave reach-
es the device, it is slightly distorted by the 
cavities and gains a specific signature de-
pending on what slice of the honeycomb 
over which it passed. After being picked up 
by a microphone on the other side, the 
sound is transmitted to a computer where 
the algorithms separate the jumble of nois-
es based on the unique distortions.

The researchers tested the system in 
multiple trials, simultaneously sending 
three identical sounds at the sensor from 
three different directions. The system was 
able to distinguish between the sounds at a 
96.7% accuracy rate.

Once miniaturized, the technology 
could be used in various types of voice-
command electronics as well as in hear-
ing aids and cochlear implants. Since the 
device is formed out of plastic, and does 
not contain any electronic components or 
moving parts, it promises to be extremely 
efficient and reliable.

The technology also has potential 
consumer electronics applications. “It 
could possibly be combined with any 
medical imaging device that uses waves, 
such as ultrasound, to improve current 
sensing methods as well as to create en-
tirely new techniques,” Xie says.

[FIG2] Developed by Duke University researchers, this prototype 
of a metamaterial sensor is designed to help isolate speech from 
background noise. (Photo courtesy of Duke University.)

[FIG1] The Ohio State University hearing researchers. From 
left:  Sarah Yoho, doctoral student; DeLiang “Leon” Wang, 
professor of computer science and engineering; Eric Healy, 
professor of speech and hearing science; and Yuxuan Wang, 
doctoral student. (Photo courtesy of Jo McCulty, The Ohio
State University.)
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SMARTPHONE SUPPORT
A University of Texas at Dallas (UT Dallas) 
research project is investigating the possi-
bility of using smartphones and similar 
mobile devices to augment the perfor-
mance and use of hearing-assist devices 
such as hearing aids, cochlear implants, 
and personal sound amplifiers.

“Current hearing devices can easily fit 
inside or behind the ear, yet depend on not 
very powerful processors that are designed 
to conserve size, power, and cost,” says 
project leader Issa Panahi, an associate 
professor of electrical engineering 
(Figure 3). The research team also includes 
Nasser Kehtarnavaz, a professor of electri-
cal engineering, and Linda Thibodeau, a 
professor in the University of Texas School 
of Behavioral and Brain Sciences.

Panahi notes that current hearing aid-
based enhancement algorithms are limited 
and imperfect. “They suppress the back-
ground noise, which is good, but at the same 
time they distort the intelligibility of the 
speech,” he says. “We are trying to fix that.”

Yet, developing a method to squelch 
background noise while preserving and 

enhancing the desired 
main signal is not 
easy, particularly on a 
platform as tiny and 
underpowered as the 
typical hearing aid. 
“Sophisticated algo-
rithms are necessary, 
and these algorithms 
for noise classification 
and speech enhance-
ment require more 
powerful processors 
and additional power 
consumption,” Pana-
hi says. “This com-
plexity cannot be handled by existing 
hearing-assist devices due to their size and 
power constraints.”

Due to their inherent limitations, cur-
rent-generation hearing devices are re-
stricted to a relatively small set of 
predefined algorithms, each designed to ad-
dress a particular type of noise environ-
ment. “There are settings, for example, for 
when you are in a car, in an area where 
there are lots of people talking or walking 

outdoors where the wind is making noise,” 
Panahi says. “If you want to cope with other 
situations, then you need more advanced 
digital signal processing algorithms.”

Offloading most of the processing work 
to a more powerful mobile device, linked via 
wireless to an ultrasmall earpiece, offers the 
potential to improve hearing devices perfor-
mances while also enhancing user comfort, 

[FIG3] Issa Panahi, an associate professor of electrical 
engineering, leads a UT Dallas research team looking to tap 
into the power of smartphones to enhance the performance 
of hearing devices. (Photo courtesy of UT Dallas.)

(continued on page 162)

“Starting from basic concepts, and placing an emphasis on in-
tuition, this book develops mathematical tools that give the read-
ers a fresh perspective on classical results, while providing them 
with the tools to understand many state of the art signal represen-
tation techniques.”

Antonio Ortega, University of Southern California

“Foundations of Signal Processing is a pleasure to read. This 
textbook strikes an excellent balance between intuition and 
mathematical rigor, that will appeal to both undergraduate and 
graduate engineering students. Students will learn not only a 
substantial body of knowledge and techniques, but also why 
things work, at a deep level, which will equip them for indepen-
dent further reading and research. I look forward to using this text 
in my own teaching.“

Yoram Bresler, University of Illinois at Urbana-Champaign

“A major book about a serious subject - the combination of engi-
neering and mathematics that goes into modern signal process-
ing. The theory is beautiful and the applications are important 
and widespread.”

Gil Strang, Massachusetts Institute of Technology

“Finally a wonderful and accessible book for teaching modern 
signal processing to undergraduate students.“

Stéphane Mallat, Ecole Normale Supérieure
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E
lectroencephalography (EEG) and magnetoencephalog-
raphy (MEG) are the most common noninvasive brain-
imaging techniques for monitoring electrical brain 
activity and inferring brain function. The central goal of 
EEG/MEG analysis is to extract informative brain spatio-

temporal–spectral patterns or to infer functional connectivity 
between different brain areas, which is directly useful for neurosci-
ence or clinical investigations. Due to its potentially complex 
nature [such as nonstationarity, high dimensionality, subject vari-
ability, and low signal-to-noise ratio (SNR)], EEG/MEG signal pro-
cessing poses some great challenges for researchers. These 
challenges can be addressed in a principled manner via Bayesian 
machine learning (BML). BML is an emerging field that integrates 
Bayesian statistics, variational methods, and machine-learning 
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techniques to solve various problems from regression, prediction, 
outlier detection, feature extraction, and classification. BML has 
recently gained increasing attention and widespread successes in 
signal processing and big-data analytics, such as in source recon-
struction, compressed sensing, and information fusion. To review 
recent advances and to foster new research ideas, we provide a 
tutorial on several important emerging BML research topics in 
EEG/MEG signal processing and present representative examples 
in EEG/MEG applications.

INTRODUCTION
EEG and MEG are two dominant technologies for the noninvasive 
measurement of dynamic whole-brain electrical activity. The central 
goal of EEG/MEG is to extract a wealth of spatiotemporal–spectral 
patterns of brain activity and functional connectivity from large and 
complex time-series data to address important questions in neurosci-
ence, neural engineering, and clinical studies. The analysis of EEG/
MEG signals poses enormous challenges in signal processing and 
statistical methods because of their intrinsic high dimensionality, 
large or sparse sample size, low SNR, nonstationarity (across time/
trials/conditions/subjects/groups), nonlinearity (of the feature space 
with regard to the signal channel space), and other structures 
afforded by a variety of signal types [e.g., event-related potentials 
(ERPs) and oscillations]. This article is partly motivated to address 
these issues in the emerging field of BML. Specifically, we focus on 
the probabilistic graphical models (within a generative modeling 
framework) and Bayesian inference algorithms that are used in EEG/
MEG signal processing. We identify three emerging and distinct yet 
somewhat overlapping research lines as the focus of this tutorial: 
1) variational Bayesian (VB) methods, 2) sparse Bayesian learning 
(SBL) methods, and 3) nonparametric Bayesian (NB) methods. 

EEG/MEG ORIGINS AND ATTRIBUTES
Neuronal activity gives rise to extracellular electric and magnetic 
fields, which are detected in MEG and EEG [1]. Electric current 
contributions from all active cellular processes within a volume of 
brain tissue superimpose at a given location in the extracellular 
medium and generate an electric potential, Ve  (a scalar measured 
in volts), with respect to a reference potential. The difference in Ve

between two locations gives rise to an electric field (a vector whose 
amplitude is measured in volts per unit of distance). EEG measures 
the summation of the synchronous activity (i.e., population Ve  in 
voltage) of millions of neurons that have similar spatial orientation, 
which can be detected on the scalp surface using conductive elec-
trodes and sensitive bioelectric amplifiers. Synchronized neuronal 
currents also induce weak magnetic fields that can be detected out-
side the head using MEG, which makes use of highly sensitive 
magnetic-field sensors. Most current MEG systems use supercon-
ducting quantum interference device sensors, which have a sensi-
tivity on the order of 5–10 fT/square root of Hz, with many more 
emerging magnetic-sensing technologies that have comparable 
sensitivity. MEG and EEG signals represent complementary infor-
mation about the underlying sources that contribute to electric 
potentials on the scalp and magnetic fields outside the head. 
Importantly, both EEG and MEG measurements have an excellent 

temporal resolution (~1 millisecond) in sampling the rich tempo-
ral dynamics of neuronal population activity. The spatial sampling 
precision of EEG and MEG signals is typically around 
1–2 centimeters outside the head, but the ultimate spatial reso-
lution of the methods depends on the algorithms and applications.

MOTIVATION
At a very broad level, the two dominant signal processing applica-
tions of MEG and EEG are 1) electromagnetic brain imaging and 
2) brain-state classification. Signal processing algorithms that 
reconstruct and visualize the neuronal activities (and functional 
connectivity) based on MEG/EEG sensor measurements are 
referred to as the electromagnetic brain-imaging algorithms.
Electromagnetic brain imaging has diverse applications in basic 
and clinical neuroscience, such as neurophysiological oscillations 
imaging associated with normal brain function and how these 
processes may be altered in disease or during an intervention. 
Algorithms that make inferences about the behavioral/mental 
state of a subject are called brain-state classification algorithms.
Brain-state classification has widespread neuroscience applica-
tions, including methods for diagnosis of abnormal brain activity, 
as well as the development of brain–computer interfaces (BCIs).

Classical signal processing methods for EEG/MEG analyses 
have mostly included digital filtering, spectral analysis, or source 
separation [2]. To date, EEG/MEG analyses have encountered 
many challenges, and the past several decades have witnessed sig-
nificant progress in the two application domains mentioned previ-
ously. Despite the proliferation of BML algorithms for EEG/MEG 
signal processing, a comprehensive tutorial that provides an over-
view of important concepts and state-of-the-art development is 
still lacking in this fast-growing field. This article provides a review 
on some up-to-date BML algorithms for electromagnetic brain 
imaging and brain-state classification. Specifically, we focus on a 
few emerging theme topics, which may help researchers to gain a 
coherent picture of the assorted methods, develop a deep under-
standing of their mechanisms, appreciate the most relevant 
research themes, and spark further research in this area. To this 
end, our tutorial provides a self-contained methodological guide 
by disseminating representative BML methods for statistical analy-
sis of EEG/MEG signals, with accessible yet rigorous mathematics 
describing their central ideas and carefully chosen examples dem-
onstrating their efficacy in practical applications.

LATENT VARIABLE GENERATIVE MODELING 
FRAMEWORK FOR EEG/MEG SIGNAL PROCESSING 
The main applications of this tutorial’s focus are EEG/MEG-
based brain imaging and brain-state classification, which can be 
cast under a unifying latent variable modeling framework

( , ) ,X Z Ef i= + (1)

where X  is the observed variables; Z  is the unobserved latent 
variables; f  is a function of Z  that can be linear or nonlinear, 
parameterized by a known or unknown parameter ;i  and E  is 
an error term that consists of uncorrelated or correlated noise 
and/or interference. The analysis goal is to infer the latent 
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variables and unknown parameters for data interpretation. When 
the data likelihood ( | , )X Zp i  is a Gaussian distribution, the 
problem becomes regression, which includes the problem of 
electromagnetic imaging. When the data likelihood consists of 
category label ,c  such as ( | , , )X Zp ci  (e.g., the brain-state clas-
sification problem), the inference problem becomes ( | )Xp c =

( , | ) ( | , ) ( | ) ,Z X Z X Z Z X Zp c d p c p d=# #  which can be decom-
posed into two steps: estimation of ( | )Z Xp  and estimation 
of .( | )Zp c

For electromagnetic brain imaging, f  can be approximated as a 
linear function of Z  as follows: 

,X Z E x z eorA At t t= + = + (2)

where [ , , ]X x x RT
N T

1 g != #  is the EEG/MEG sensor data 
matrix with N  sensors and T  time points. The source activity 
matrix, [ , , ]Z z z RT

M T
1 g != #  is associated with M  latent brain 

sources. Unless stated otherwise, throughout this tutorial, we 
assume that the EEG/MEG data have been preprocessed with a 
proper clean-up procedure to have nonbrain biological artifacts 
removed. In the spatiotemporal decomposition problem, A RN M! #

is interpreted as a mixing matrix. In the inverse problem, A  is 
known as the lead-field matrix, which can be obtained by solving the 

forward problem (from Maxwell’s equations) based on the structural 
information of the subject’s head, as well as electric and geometric 
properties of the electric sources and the volume conductor. Each 
unknown source Z  often represents the magnitude of a neural cur-
rent dipole, projecting from an rth  (discretized) voxel or candidate 
location distributed throughout the brain. These candidate locations 
can be obtained by segmenting a structural magnetic resonance 
(MR) scan of a human subject and tesselating the brain volume with 
a set of vertices. Since the number of brain sources largely outnum-
ber the sensors, i.e., ,M N&  reconstructing brain sources from 
EEG/MEG data is a highly ill-posed problem with an infinite number 
of solutions. Further anatomical or functional constraints should, 
therefore, be incorporated to restrict the solution space. Anatomi-
cally, in reasonable settings, the dipole sources are restricted to be 
situated on the cerebral cortex and their orientations perpendicular 
to the cortical surface. Functionally, spatial smoothness and sparsity 
are the most widely used constraints.

An extension of the static linear model (2) is a Markovian state-
space model, also known as the dynamic factor analysis model [3]

vz zFt t t1= +- (3)
,ex zAt t t= + (4)

where F  is a time-invariant state-transition matrix for the latent 
state ,zt A RN M! #  can be either a factor loading matrix (for mod-
eling low-dimensional sources, where )M N%  or a lead-field 
matrix (for modeling high-dimensional sources, where ),M N&
and ~ ( , )v 0 INt  and ~ ( , )e 0Nt eR  denote zero-mean Gaussian 
dynamic and measurement noise, respectively. Simple linear alge-
bra will yield ~ ( , ),x 0 A ANt z e

TR R+  where zR  denotes the mar-
ginal covariance of .zt

For the most part, we assume that et  is a noise-plus-interfer-
ence term and, for simplicity, that ets are drawn independently 
from .( , )0N eR  However, temporal correlations can easily be 
incorporated using a simple transformation outlined in [4] or 
using the spatiotemporal framework introduced in [5]. Initially, 
we assume that eR  is known; but, in later sections, we also derive 
how eR  is estimated from data.

For brain-state classification, a labeled state or class variable, 
,c  is additionally known given training data. The objective is to 

determine ( | )Xp c  of the test (unlabeled) data. Three common 
problems within brain-state classification are disease diagnosis, 
behavioral state classification, and BCIs. In disease diagnosis, 
the class or state variable corresponds to the disease diagnosis 
group, and the observed sensor data are used to make infer-
ences about whether the given EEG/MEG observations carry a 
signature about the disease group. In behavioral state classifica-
tion, the problem is to infer the evolving behavioral state from a 
subject’s EEG/MEG data. The most common example is to infer 
the sleep stage (e.g., awake, slow-wave sleep, and rapid-eye-
movement sleep). A second example is to determine the time 
period when abnormal epileptiform activity are present in EEG/
MEG data in a patient with epilepsy. Finally, in BCIs, we learn 
the brain state associated with the intended state c  of the user, 
and subsequently infer the intended brain state c  from new 
data .X

NOTATIONS
The bold font is used to denote vectors or matrices. 
Data and parameters are displayed by italic and regular 
font, respectively. Subscript index t  denotes the dis-
crete time, whereas superscript indices ,s ,k  and l
denote the subject, condition, and trial, respectively. 

[·]E  and [·]C  denote the expectation and covariance 
operators, respectively. Some common notations for 
probability distributions and stochastic processes used 
in this article are listed in Table 1.

[TABLE 1] ABBREVIATED NOTATIONS FOR PROBABILITY
DISTRIBUTIONS AND STOCHASTIC PROCESSES.

PROBABILITY 
DISTRIBUTION NOTATION

( , )N n R GAUSSIAN (MEAN ,n  COVARIANCE )R

( , )N n R+ HALF-GAUSSIAN (SAME PARAMETERIZATION AS 
GAUSSIAN)

( , )a bG GAMMA (SHAPE PARAMETER ,a 02  RATE
PARAMETER )b 02

( , )a bIG INVERSE GAMMA (SHAPE PARAMETER ,a 02  SCALE
PARAMETER )b 02

( , )WW o WISHART (DEGREE OF FREEDOM ,02o
SCALE MATRIX )W

( )Be p BERNOULLI DISTRIBUTION ( )p0 11 1

( , )a bB BETA DISTRIBUTION (SHAPE PARAMETERS , )a b0 02 2

( , )GP 0 C GAUSSIAN PROCESS (GP) (ZERO MEAN FUNCTION, 
COVARIANCE FUNCTION )C

( , )GDP 0a DIRICHLET PROCESS (DP) (CONCENTRATION PARAMETER
,02a BASE MEASURE )G0
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For all of these problems, within a Bayesian generative mode-
ling framework, all prior assumptions are embedded in the distri-
bution .( )Zp  If ( )Zp  is fully or partially known under a specific 
experimental or clinical paradigm, then the posterior distribution 

( | )Z Xp  can be computed via Bayes’ rule

( | ) ( )
( | ) ( )

.Z X X
X Z Z

p p
p p

= (5)

The posterior distribution contains all possible information about 
the unknown Z  conditioned on the observed data .X  Two funda-
mental problems exist for computing .( | )Z Xp  First, for most 
prior ( ),Zp  it is impossible to analytically compute the distribu-
tion ( )Xp  by a direct integration

( ) ( | ) ( ) .X X Z Z Zp p p d= # (6)

The quantity ( ),Xp  sometimes referred to as the model evidence,
can be used to facilitate model selection. When a point estimate 
for Z  is desired, ( )Xp  may not be needed. For example, the max-
imum a posteriori (MAP) estimate of ( | )arg maxZ Z XpzMAP =  is 
invariant to .( )Xp  However, ZMAP  may be unrepresentative of 
posterior mass, and it is often intractable to compute for most 

.( )Zp  In addition, the prior ( )Zp  is often assumed based on 
neurophysiological constraints or computational considera-
tions, which implicitly or explicitly differentiate a wide variety of 
estimation methods at a very high level.

For example, we can adopt the following source prior for Z:

| , .expZ Z Zp 2
1 trace Cz z i

i

d

i
1

1

T?c cR R- =-

=

c

^ ch m6 @ / (7)

This is equivalent to applying independently, at each time point, 
a zero-mean Gaussian distribution with covariance zR  to each 
column of .Z  Here, ( , , )diag d1 f_c c c c  is a diagonal matrix 
consisting of dc  nonnegative hyperparameters that control the 
relative contribution of each covariance basis matrix .Ci  While 
the hyperparameters are unknown, the set of components 

{ : , , }i d1C Ci f_ = c  is assumed to be fixed and known. Such a 
prior formulation is extremely flexible in that a rich variety of 
candidate covariance bases can be proposed. Moreover, this 
structure has been advocated in the context of neuroelectromag-
netic source imaging [6], [7]. We can also assume a hyperprior 
on c  of the form

( )  [  ( )]expp f2
1 ,i i

i

d

1
c c= -

=

c

% (8)

where each ( )fi $  is a prespecified function. Within such a hierar-
chical latent modeling framework, the implicit prior on ,Z
obtained by marginalizing the unknown ,c  is known as a Gauss-
ian scale mixture

( ) ( | ) ( ) .Z Zp p p dc c c= # (9)

In the condition where the matrix A  is unknown, one also 
needs to specify a prior distribution .( )p A  This is used in spati-
otemporal decomposition problems for both brain imaging and 

brain-state classification. In EEG/MEG spatiotemporal decomposi-
tion, data are decomposed into the sum of products of spatial and 
temporal patterns from different components, with each compo-
nent representing a distinct neurophyisiological process. In this 
case, A RN M! #  is the spatial pattern matrix, and Z RM T! #  is the 
temporal pattern matrix. Spatiotemporal decomposition consists in 
finding the unknown A  and Z  from the signals, typically through 
some statistical constraints, e.g., statistical independence, sparsity, 
or nonnegativity of the components.

In the case where ( )f $  is a nonlinear function of Z  in (1), the 
Gaussianity is lost. In addition, the mapping f  may not be 
invertible and the inverse mapping : X Z"z  is also nonlinear 
and nonunique. In general, Z  can be interpreted as the nonlinear 
feature extracted from ,X  which can be further used for brain-state 
classification. We revisit this topic in the section “Applications.”

BAYESIAN INFERENCE: A BRIEF OVERVIEW
Estimation and inference can be carried out in multiple ways, 
depending how the unknown quantities ,A ,Z  and c  are han-
dled. This leads to a natural partitioning of a variety of inverse 
methods. We briefly summarize three analytical approaches and 
sampling approaches. For simplicity, we assume A  is known in 
the following overview.

EMPIRICAL BAYESIAN APPROACHES
If c  and zR  are known in advance, then the conditional distribu-
tion ( | , ) ( | ) ( | )Z X X Z Zp p p?c c  is a fully specified Gaussian 
distribution with mean and covariance given by

,z

z x

A A A A

A A A

C

E

( | , )

( | , )

X

X

z

p z t e z t

p t z z e z z
1

1T T

T T

t

t

c

R R R R R

R R

= - +

= +

c

c

-

-^
^

h
h6

6
@
@

(10)

where zt denotes the tth column of Z  and is uncorrelated with time. 
A common estimator for the latent sources is to use the poste-

rior mean .[ ]Z ZE ( | , )Z Xp= c
t  However, since c  is unknown, an 

approximate solution ct  must first be found. One principled way to 
accomplish this is to integrate out the sources Z  and then solve

( ) ( ) ( ) .arg max X Z Z Zp p p dc c c=
c

t # (11)

This treatment is sometimes referred to as empirical Bayes (EB)
because the prior ( | )Zp c  is empirically learned from the data, often 
using expectation-maximization (EM) algorithms. Additionally, mar-
ginalization provides a natural regularization that can shrink many 
elements of c  to zero, in effect pruning irrelevant covariance com-
ponents from the model. Estimation under this model is sometimes 
called automatic relevance determination (ARD). The ARD proce-
dure can also be leveraged to obtain a rigorous lower bound on 
model evidence .( )log Xp  While knowing ( | )Z Xp  is useful for 
source estimation given a particular model, access to ( )Xp  [or, 
equivalently, ( )]log Xp  can assist model selection.

PENALIZED LIKELIHOOD APPROACHES
The second option is to integrate out the unknown ,c  treat ( )Zp
as the effective prior, and compute the MAP estimate :ZMAP
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( ) ( ) ( )

( ) ( ) .

arg max

arg max

Z X Z

X Z Z

p Z p p

p p

d
Z

Z

MAP c c c=

=

#
(12)

Solving (12) also leads to a shrinking and pruning of super-
fluous covariance components. An EM algorithm can be 
derived for such a hierarchical model. Over the course of 
learning, this expectation collapses to zero for the irrelevant 
hyperparameters in .c

VB APPROACHES
A third possibility involves finding approximate solutions to the 
posterior ( | )Z Xp  and the marginal ( ).Xp  The idea is that all 
unknown quantities should either be marginalized when possible 
or approximated with tractable distributions, and the distribu-
tions reflect underlying uncertainty and have computable poste-
rior moments. Practically, we would like to account for the 
ambiguity regarding c  when estimating ( | ),Z Xp  and, poten-
tially, we would prefer a good approximation for ( )Xp  or a bound 
on the model evidence .( )log Xp  Because of the intractable inte-
gration involved in obtaining either distribution, practical imple-
mentation relies on additional assumptions to yield different 
types of approximation strategies.

VB methods have been successfully applied to a wide variety of 
hierarchical Bayesian (HB) models in the machine-learning litera-
ture, which offer an alternative to EB and penalized likelihood 
methods [8]. Two of the most popular forms of variational approxi-
mations are the mean field approximation (VB-MF) and Laplace 
approximation (VB-LA). The mean field approximation assumes 
that the joint distribution over unknowns Z  and c  is factorial: 

( , | ) ( | ) ( | ),Z X Z X Xp q q.c c  where ( | )Z Xq  and ( | )Xq c  are 
chosen to minimize the Kullback–Leibler (KL) divergence between 
the factorized and full posterior. This is accomplished via an itera-
tive process akin to EM, effectively using two E-steps (one for Z
and one for c ). It also produces a rigorous lower bound on 

( )log Xp  similar to EB approaches. The second-order Laplace 
approximation assumes that the posterior on the hyperparameters 
(after marginalizing over Z  is Gaussian, which is then iteratively 
matched to the true posterior; the result can then be used to 
approximate ( | )Z Xp  and log .( )Xp

Although seemingly different, there are some deep dualities 
between these three types of analytical approaches [9], [10]. 
Specifically, it can be shown that the EB approaches are equiva-
lent to penalized likelihood methods when the prior is chosen 
to be nonfactorial, lead-field, and noise dependent; VB methods 

are equivalent to EB approaches given an appropriate hyperp-
rior [9], [10]. Theoretical properties concerning the conver-
gence, global and local minima, and localization bias of each of 
these methods have been analyzed and fast algorithms have 
been derived that improve upon existing methods [9], [10]. This 
perspective leads to explicit connections between many estab-
lished algorithms and suggests natural extensions for handling 
unknown dipole orientations, extended source configurations, 
correlated sources, temporal smoothness, and computational 
expediency. Table 2 lists a high-level comparison of several 
Bayesian inference paradigms.

SAMPLING APPROACHES
In contrast to VB approaches (deterministic version of approximate 
Bayesian inference), sampling approaches can be viewed as a sto-
chastic version of approximate Bayesian inference. The basic idea is 
simple: instead of computing intractable integration in the posterior 
computation, draw random samples from the distribution and use 
plug-in samples for calculation. Nevertheless, drawing Monte Carlo 
samples from an exact target distribution P  is still nontrivial.

When direct sampling from a target distribution is difficult, one 
can instead draw random samples from a proposal distribution .Q
For instance, the importance sampling method first draws samples 

~ ,Qip  and then weighs each sample with a nonnegative importance 
weight function ( ) ( ) / ( )w P Qi i i ip p p=  [11]. Alternatively, the 
Markov chain Monte Carlo (MCMC) method draws samples sequen-
tially from a Markov chain; when the Markov chain converges to the 
equilibrium point, the samples are viewed approximately from the 
target distribution. The most common MCMC sampling methods 
include the Metropolis–Hastings (MH) algorithm [12] and Gibbs 
sampling [13]. The MH algorithm is the simplest yet the most 
generic MCMC method to generate samples using a random walk 
and then to accept them with a certain acceptance probability. For 
example, given a random-walk proposal distribution ( )z zg " l

(which defines a conditional probability of moving state z  to ),zl  the 
MH acceptance probability ( )z zA " l  is computed as

( ) , ( ) ( )
( ) ( )

minz z p z g z z
p z g z z

1A "
"
"

= ,l
l

l lc m

which gives a simple MCMC implementation and satisfies the 
“detailed balance” condition. Gibbs sampling is another popular 
MCMC method that requires no parameter tuning. Given a high-
dimensional joint distribution ( ) ( , , ),zp p z zM1 f=  the Gibbs 
sampler draws samples from the individual conditional distribu-

tion ( | )zp zi i-  in turn while holding others fixed (where 
z i-  denotes the M 1-  variables in z  except for .)zi

Since the random-walk model is highly inefficient in a 
high-dimensional space, other sampling methods attempt 
to exploit side information of the likelihood, such as the 
Hamiltonian sampling method and gradient-based Lan-
gevin MCMC [14]. The topics of interest in this article 
include latent variable modeling, efficient inference, 
model selection, sparsity (compressed sensing), group 
analysis, nonstationarity, and NB modeling. We will illus-
trate ideas using some examples and also provide 

[TABLE 2] COMPARISON OF BAYESIAN INFERENCE APPROACHES.

BAYESIAN
INFERENCE 
APPROACH

LATENT
VARIABLE 
ESTIMATE

HIERARCHICAL 
PRIOR

SPARSITY, 
MODEL 
SELECTION

SPEED, 
 CONVERGENCE

EB FULL POSTERIOR NO YES FAST 
PENALIZED
LIKELIHOOD

POINT ESTIMATE YES YES FAST 

VB VARIATIONAL 
POSTERIOR

YES YES FAST 

MCMC FULL POSTERIOR YES YES SLOW
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reference pointers to state-of-the-art research. Many topics are 
inherently interrelated (see Figure 1): 

■ Latent variable modeling and hierarchy are the central 
themes of probabilistic or Bayesian modeling.
■ Hierarchy is a natural way to characterize random effects, 
nonstationarity, and group variability. 
■ Depending on the hyperprior/prior assumption or optimi-
zation criterion (e.g., posterior, marginal likelihood, and vari-
ational free energy), one can derive various exact or 
approximate Bayesian inference algorithms. 
■ Sparsity is a prior assumption imposed on the model, 
which can also be used for model selection. 

VB METHODS
This section presents several efficient VB methods developed for EEG/
MEG signal processing. Let H  denote collectively all the unknown 
parameters to be inferred in (1). We focus on the VB-MF approxima-
tion, which seeks a factorable distribution q  to approximate the true 
posterior p  by minimizing the KL divergence

( ) ( ) ( )
( | )

,logq p q q
p X

KL dH
H
H

H=- ; E# (13)

where ( ) ( ),qq ll

L

1
H H=

=
%  and ( , , )l L1l gH =  denote the dis-

joint groups of variables in .H  Direct minimization of (13) is diffi-
cult, but it is easy to show that the log marginal likelihood of the 
data can be written as

( ) ( ) ( ),log Xp q q pKLL= + (14)

with

( ) ( ) ( )
( , )

.logq q q
p X

dL H
H
H

H= ; E# (15)

Since ( ) ,q p 0KL $ ( )qL  is a lower bound of the log mar-
ginal likelihood, which is termed the variational free energy.
In light of (14), minimizing the KL divergence is equivalent to 
maximizing ( ),qL  which is more computationally tractable 
using numerical optimization algorithms. The most widely 
used algorithm is coordinate ascent, which alternately updates 
the approximate distribution of each parameter { ( )}q lH  until 
convergence. In brief, this coordinate ascent can be thought of 
as the solution for one approximate posterior marginal distri-
bution that is expressed in terms of the others. By stepping 
through the different subsets of unknown parameters, we can 
iteratively update the approximate marginals.

In the presence of latent variable ,Z  the variational 
posterior is often assumed to have a factorial form: 

( , ) ( ) ( ) .Z Zq q qH H=  Similarly, maximizing the variational 
free energy with respect to two functions ( )Zq  and ( )q H  alter-
natively gives rise to the so-called VB-EM (expectation-maxi-
mization) algorithm [15]. In the VB-E (expectation) step, set 
[ / ( )]Zq 0L2 2 =  and update the variational posterior ( );Zq  in 
the VB-M (maximization) step, set ( )/[ ]q 0L2 2 H =  and update 

Model Specification

Inference Algorithm

Sampling Methods

Estimate p (Z |X ) with
Stochastic Approximation
(“NB Methods” Section)

Objective Function

Likelihood

p (X |Z )

Posterior

p (Z |X )

(“VB Methods,” “SBL Methods,”
and “NB Methods” Sections)

Hyperpriors p ( )
Parametric/Nonparametric

(“VB Methods,” “SBL Methods,”
and “NB Methods” Sections)

Priors p (Z | )

Marginal
Likelihood

p (X | )

Variational Free
Energy

(q (Z, ))

VB Methods

with Mean-Field or
Lapace Approximation

(“VB Methods” and
“SBL Methods” Sections)

(q (Z, ))maxq
Penalized Likelihood Methods

(“VB Methods” and
“SBL Methods” Sections)

maxz p (X |Z )p (Z )
EB

(“SBL Methods”
Section)

p (X | )max

[FIG1] A schematic illustration of Bayesian inference and the BML techniques introduced in this tutorial. Bayesian inference is carried out via 
two phases: model specification and inference. In the model-specification phase, the likelihood ( ) ( | ),L pZ X Z=  which describes how the 
EEG/MEG data X  are related to the unknown variables Z  (including parameters and latent variables) is specified. Parametric or nonparametric 
priors can be imposed on .Z The hierarchy is built up by imposing hyperpriors ( )p c  on the hyperparameters c  in the priors. In the inference 
phase, a particular algorithm is chosen to infer ,Z  based on deterministic or stochastic approximations. Under specific conditions, empirical 
Bayesian methods, penalized likelihood methods, and VB methods are equivalent to each other. See the section “Bayesian Inference: A Brief 
Overview” for details.
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the variational posterior ( );q H  repeat these two steps until 
convergence.

VB FOR LEARNING COMMON EEG COMPONENTS
Learning common EEG components that distinguish different 
conditions is an effective feature-extraction strategy for brain-state 
classification. Among the various methods, the common spatial 
patterns (CSP) algorithm [16], which finds common EEG compo-
nents with the largest variance ratios between two conditions, has 
attracted considerable attention as being successful in extracting 
sensorimotor rhythms for BCIs. Nonetheless, as a multivariate 
algorithm, CSP is known to suffer from overfitting, which may 
yield poor generalization performance [16]. Although various regu-
larization strategies may be utilized to ameliorate CSP’s overfitting, 
the algorithm was designed primarily for classifying instead of 
modeling the EEG data and, therefore, not specifically designed for 
exploring the underlying spatiotemporal dynamics.

A VB-EM algorithm called the VB-CSP algorithm was developed 
in [17] to address the overfitting issue of CSP. The algorithm is based 
on the following model that is a multicondition extension of (2):

~ ( | , ), ~ ( | , ),

~ ( | , )

~ ( | , ), ~ ( | , ), ~ ( | , ),

A

X E

E

Z

Z z

e

0 0

0

A

a N

N

IG

N

IG IG

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )

k k k

n

N

n a
k

t

T

t
k

z
k k

t

T

t
k

e
k

m m m
k

m
k

n
k

n
k

1 1

1

v v a b t t a b h h a b

R R

R

= +

= =

=

% %

%

(16)

where [ ],diag :a M1_ vR [ ],diag( )
:

( )
z
k

M
k

1_ tR  and [ ] .diag( )
:

( )
e
k

N
k

1_ hR
IG  denotes the inverse-gamma distribution: ( | , )xIG _a b

/[ ( )] ( / ) .expx x1b a bC -a a- -  The corresponding graphical 
model is shown in Figure 2(a).

Equation (16) provides a principled generative framework for 
interpreting and improving CSP, since it can be shown that the 
ML estimation of A  in the noiseless and square mixing setup (i.e., 
E 0( )k =  and )M N=  leads to the same cost function as CSP [19]. 
The overfitting issue of CSP stems from the square mixing and noise-
less assumptions. The noiseless assumption implies that the EEG data 
are fully characterized by the estimated components and the mixing 
matrix. This assumption does not take into account noise or inter-
ference. The square mixing assumption is closely linked to the 
noiseless assumption in that, if we relax the square mixing assump-
tion by using a smaller number of components, a model mismatch 
will automatically arise between the best linear fit and the EEG data. 

We further assume in (16) that ,0 0" "a b  to impose non-
informative priors on ,mv ,( )

m
kt  and ( )

n
kh  [11]. This also allows us 

to leverage Bayes’ rule to achieve automatic model size determina-
tion in conjunction with parameter estimation. However, exact 
Bayesian inference is not viable for (16) due to the product cou-
pling of A  and Z( )k  in the likelihood, as well as the inconvenient 
form of the hierarchical priors.

Through the VB-MF approximation to ( , | ),Z Xp A ( ) ( )k k  the vari-
ational free energy ( ( , ))Zq AL ( )k  can be derived as in (15), which 
can be further lower bounded by invoking Fenchel’s duality to locally 
approximate the hierarchical priors on ,A ,Z( )k  and ,E( )k  yielding

( ( , )) minZq AL ( )

,

k

( )

( )

k
a z

k

e

_

R

R R

u

( ) | | ( ) | |

( ) | |

log log

log

L L

N

2 2

2

( ) ( )

k
e
k

k
z
k

a

a a

a

R R

R

- + - +

- +

/ /

[ [( ) ( ) ]]X Z X Z2
1 2trace A A IE ( ) ( ) ( ) ( ) ( )

q
k

e
k k k k k1 bR- - - +<-6 @/

[ ( )]Z Z2
1 2trace IE ( ) ( ) ( )

q
k

z
k k k1 T bR- +-6 @/

[ ( )]

( ) ( ) .log log Zq q
2
1 2trace A A I

A

E

E E

( )

( )

q e
k

q q
k

k

1 T bR- +

- -

-

6
6

6@
@
@/

VB-CSP uses the coordinate descent to solve the following optimi-
zation problem:

( ( ), ( )) .min Zq qAL
( ), ( )

( )

Zq q

k

A ( )k

u (17)

Detailed derivations of VB-CSP are referred to in [17]. The pseu-
docode is provided in Algorithm 1. Because of the multiplicative 
structure of (16), the unknown variables can only be identified up 
to the permutation ambiguity unless additional constraints are 
imposed. Hence, the posterior distribution is intrinsically multi-
modal. This naturally casts doubts on the validity of VB for approxi-
mate inference, given that the resulting approximate posterior is 
unimodal. According to (13), there is a large positive contribution 
to the KL divergence from regions of { , }ZA ( )k  space in which 

∑e
(sk)

∑z
(sk)α vi

θi
(∗)

i = 1, . . .,∞
s = 1, . . . , S

m = 1, . . .,M

cm
(s) Z (sk)

X (sk)am
(s)

k = 1, 2

∑a A

Z (k )

X (k ) ∑e
(k )

∑z
(k )

k = 1, 2
(a)

(b)

[FIG2] Graphical model representations for two extended CSP 
models: (a) the VB-CSP model [17] and (b) the Bayesian CSP-DP 
model [18]. VB-CSP is parametric, while Bayesian CSP-DP is 
nonparametric. In VB-CSP, X( )k  denotes the EEG data for the kth 
condition. A and Z( )k  are the unknown mixing matrix and latent 
variables, respectively. ,aR ,( )

z
kR  and ( )

e
kR  are the covariance 

matrices for ,A ,Z( )k  and ,E( )k  respectively. All unknown latent 
variables and parameters are shown as unshaded nodes and 
estimated from the data using the update rules provided in 
Algorithm 1. In the Bayesian CSP-DP model, s  represents the 
subject index. It is assumed that ~ ( , ),a bG 0 0a ~ ( , ),v 1Bi a

( ( ) ) ( ),p c i v v1 1( )
m
s

i ij

i

1

1
= = -

=

-% | ( ) ~ ( , ( ) )a z i 1 N( ) ( ) * *
m
s

m
s

i i
1n U= -  (see 

the section “DP Modeling” for details).
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( , | )Z Xp A ( ) ( )k k  is near zero unless ( , )Zq A ( )k  is also close to zero. 
Thus, minimizing the KL divergence in (13) leads to distributions 

( , )Zq A ( )k  that avoid regions in which ( , | )Z Xp A ( ) ( )k k  is small. 
This means that VB tends to find one of the modes in the posterior 
distribution. Hence, the unimodality of the VB posterior does not 
nullify the effectiveness in the inferring (16). Similar arguments 
apply to the other VB-based spatiotemporal decomposition algo-
rithms discussed in this article.

Our empirical observations indicated that the algorithmic 
performance is only slightly affected by initialization (see sensitiv-
ity analysis in [17]). VB-CSP is particularly suited for the single-
trial analysis of motor imagery EEG data, since imagined 
movements give rise to an attenuation of the sensorimotor 
rhythms in specific regions of the sensorimotor cortices, a phe-
nomenon known as event-related desynchronization, which can 
be captured by evaluating the variance change of EEG spatial pat-
terns across conditions.

VB FOR LOCALIZING EVOKED SOURCE 
ACTIVITY WITH INTERFERENCE SUPPRESSION
EEG/MEG sensor measurements are often contaminated by many 
types of interference, such as background activity from outside the 
regions of interest, biological and nonbiological artifacts, and sen-
sor noise. Source activity using knowledge of event timing for 
independence from noise and interference (SAKETINI) is a proba-
bilistic graphical modeling algorithm that localizes and estimates 
neural source activity measured by EEG/MEG data while sup-
pressing the interference or noise [20]. It is assumed that the 
recorded EEG/MEG data are separated by the zero time point 
(stimulus onset or experimental marker). Ongoing brain activity, 
biological noise, background environmental noise, and sensor 
noise are present in both the prestimulus (before zero) and post-
stimulus (after zero) periods; however, the evoked neural sources 
of interest are only present in the poststimulus time period. It is 
also assumed that the sensor data can be described as coming 

from four types of sources: 1) an evoked source at a particular 
voxel, 2) all other evoked sources not at that voxel, 3) all back-
ground noise sources with spatial covariance at the sensors 
(including the brain, biological, or environmental sources), and 
4) sensor noise. The first step is to infer the model describing 
source types 3 and 4 from the prestimulus data, and the second 
step is to infer the full model describing the remaining source 
types 1 and 2 from the poststimulus data. After inference of the 
model, a map of the source activity is created, as well as a map of 
the likelihood of activity across voxels.

Let the time-ranges for prestimulus and poststimulus data be 
Tpre  and ,Tpost  respectively. The generative model for data 

[ , , ]X x x RT
N T

1 f != #  from N  sensors is assumed as follows:

.
B
F A Bx

u
s u

e
z e

t T
t T\ \t

t t
r

t
r r

t
r

t t

pre

post

!

!
=

+

+ + +
) (18)

The lead-field matrix F Rr N q! #  represents the physical (and lin-
ear) relationship between a dipole source at voxel r  for each dipole 
orientation q  along a coordinate basis and its influence on sensors 
[21]. The source activity [ , , ]S s s Rr

T
q T

1 f != #  matrix of dipole 
time course for the voxel .r  The A R\r N L! #  and Z \r =

[ , , ]z z R\ \r
T
r L T

1 f ! #  represent the poststimulus mixing matrix 
and evoked nonlocalized factors, respectively, corresponding to 
source type 2 discussed previously, where the superscript r=  indi-
cates for all voxels not at voxel .r B RN M! #  and U =
[ , , ]u u RT

M T
1 f ! #  represent the background mixing matrix and 

background factors, respectively, corresponding to source type 3.  
Representing the sensor-level noise is ,et  which is assumed to be 
drawn from a Gaussian distribution with zero-mean and precision 
(inverse covariance) defined by the diagonal matrix .eR  All quan-
tities depend on r  in the poststimulus period, except for ,B U,  and 

,eR  which will be learned from the prestimulus data. Note, how-
ever, that the posterior update for U  (represented by )U  does 
depend on the voxel .r  The graphical model is shown in Figure 3.

Algorithm 1: The VB-CSP algorithm.

Input: X( )k

Output: , , , ( ), ( )Zq q A( ) ( ) ( )
a z

k
e
k kR R R

1: Initialization
2: repeat

3: ( ) ( | [ ], [ ]),Z zq z zE CN ( ) ( ) ( )
k t

k
t
k

t
k

t
T

1
=

=
%

where ,[ ] [ ] [ ] [ ]z z xAE EC( ) ( ) ( ) ( )
t
k

t
k

e
k

t
k1T_ R - [ ] [ [ ] [ ] [ ] [ ] / [ ] ]z A A aE E CC ( ) ( ) ( ) ( ) ( )

t
k

e
k

n n
k

n
k

z
k1 1 1T_ hR R+ +- - -/

4: ( ) ( | [ ], [ ]),a a aq A E CN
N

n n n n1
=

=
%

where ,[ ] [ ] [ ] /x za aE E C,
( )

,
( ) ( )

n t n
k

t k t
k

n n
k_ h</ [ ] [ ( [ ] [ ] [ ]) / ]z z zaC C E E( ) ( ) ( ) ( )

,n a t
k

t
k

t
k

n
k

t k
1 1_ hR + + <- -/

5: ( [ [ ] [ ] [ ]] )IzT z z2
1 2diag E EC( ) ( ) ( ) ( )

z
k

t
k

t
k

t
k

ta
bR =

+
+ +</

6: ( [ [ ] [ ] [ ] [ [ [ ] [ ] [ ]] )] ]A A A IX X X ZT z z z2
1 2 2diag E E C E E( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

e
k

t
k

t
k

t
k

t
k

t
k

t
k

t
k

ta
bR =

+
- + + +<< < < </

7: ( [ [ ] [ ] [ ]] )a a a IN 2
1 2diag E ECa n n nna

bR =
+

+ +</
8: until Convergence
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LEARNING BACKGROUND BRAIN ACTIVITY
FROM PRESTIMULUS DATA
We use a VB factor analysis (VBFA) approach to describe the part of 
the sensor signals contributed by background factors, as arising 
from L  underlying factors, via an unknown mixing matrix. In 
mathematical terms, let ut  denote the M-dimensional vector cor-
responding to the background factors. We assume Gaussian prior 
distributions on the background factors and sensor noise and a flat 
prior on the sensor noise precision. We further assume the back-
ground factors are independent and identically distributed (i.i.d.) 
across time. Therefore, the following is assumed for :t Tpre!

( ) ( ); ( ) ( , ),0 IU u up p p N
t

t t= =% (19)

( ) ( ); ( ) ( , ), ( ) .0E e ep p p p constN
t

t t e eR R= = =% (20)

( | , , ) ( | , , ) ( , ) .B B BX U x u up p Ne
t

t t e
t

t eR R R= =% % (21)

We use a conjugate prior for the background mixing matrix ,B
as follows:

( ) ( ) ( , ),Bp p b 0N
m

M

n

N

nm
m

M

n

N

n m
11 11

m b= =
== ==

%% %% (22)

where mb  is a hyperparameter over the mth  column of B,  and nm

is the precision of the nth sensor. The matrix bR = ( , ..., )diag M1b b

provides a robust mechanism for automatic model order selection 
(see the “Introduction” section), so that the optimal size of B  is 
inferred from the data through .bR

Exact inference on this model is also intractable, and we 
choose to factorize the marginal conditional posterior distribu-
tion, assuming conditional independence of the background fac-
tors U  and mixing matrix B

( , | ) ( , ) ( ) ( ) .B B BU X U Up q q q. = (23)

The VB-EM algorithm is used to iteratively maximize the free-
energy with respect to ( ), ( ), ,BUq q bR  and .eR

LOCALIZATION OF EVOKED SOURCES LEARNED FROM 
POSTSTIMULUS DATA
In the stimulus-evoked paradigm, the source strength at each voxel is 
learned from the poststimulus data. The background mixing matrix B
and sensor noise precision eR  are assumed to be fixed after prestimu-
lus estimation. We assume those quantities remain constant through 
the poststimulus period and are independent of source location.

The source factors have Gaussian distribution with zero mean 
and covariance ,Rs

r q q!R #  which relates to the strength of the 
dipole in each of q  directions

( ) ( ); ( ) ( , ) .0S s sp p p Nr

t
t
r

t
r

s
rR= =% (24)

The interference and background factors are assumed to be 
Gaussian with zero mean and identity covariance matrix (i.e., non-
informative prior).

( ) ( ); ( )

( ) ( ); ( )

( ,

( ,

I)

I) .

,Z

U u u

z zp p p

p p p

0

0

N

N

\ \ \r

t
t
r

t
r

t
t t

= =

= =

%
% (25)

We also use a conjugate prior for the interference mixing matrix 
,A \r  where ( , ..., )diaga L1a aR =  is a hyperparameter that helps 

determine the size of A \r  (in a similar fashion for matrix )B

( ) ( ) ( , ) .Ap p a 0N\r

l

L

n

N

nl
l

L

n

N

n l
11 11

m a= =
== ==

%% %% (26)

We now specify the full model

( | , , , , , ) ( | , , , , , )

( , ) .

A B A B

F A B

X S Z U x s u

s u

z

z

p p

N

\ \ \ \

\ \

r r r
e

t
t t

r
t
r

t
r

e

t

r
t
r r

t
r

t

R R

R

=

= + +

%
% (27)

Exact inference on this model is also intractable, and we similarly 
use VB approximation for evoked nonlocalized factors Z \r  and 
mixing matrix A \r

( , , , | ) ( , , , | )

( , , | ) ( | ) .

A A
A

S Z U X S Z U X

S Z U X X

p q

q q

\ \ \ \

\ \

r r r r r r

r r r

.

= (28)

All variables, parameters and hyperparameters are unknown and 
learned from the data using the VB-EM algorithm (Algorithm 2).

Extensions of this approach, whose performance benefits are yet 
to be worked out or determined, are to assume non-Gaussian prior 
distributions for the evoked or background factors using either mix-
ture-of-Gaussian or Gaussian-scale mixture distributions [22], [15].

VB FOR GROUP EEG/MEG ANALYSIS
EEG/MEG recordings often arise from a multilevel structure (e.g., 
multiple subjects/sessions/trials), and group analysis at each level 
entails building statistical models that characterize the homoge-
neity and variability within the group. One way to impose the 
group structure is to use HB models [11], with the variations at 

F

A\r

Z \r

∑r
s

∑a

∑b

∑e

U

X

B

t = 1, . . ., T

X

S r

[FIG3] A graphical model representation for SAKETINI. The 
observed data X  are assumed to be generated from a linear 
mixing of several latent sources. Sources Sr  correspond to brain 
activity that contributes to sensor data through a known mixing 
matrix .F  Brain activity not located at the scanning location r  is 
characterized by a set of factors Z\r  with an unknown mixing 
matrix .A\r Additionally, background brain activity is assumed 
to arise from a set of factors U,  associated with an unknown 
mixing matrix .B The mixing matrices A and B are assumed to 
be drawn from a Gaussian prior with covariance aR  and ,bR
respectively. Finally, sensor data is assumed to have sensor 
noise that is also drawn from a Gaussian prior with covariance 

.eR All unknown latent variables and parameters are shown as 
unshaded nodes and estimated from the data using update 
rules provided in Algorithm 2.
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Algorithm 2: The SAKETINI algorithm.

Input: X  for Tpre  and Tpost

Output: ( ), ( ), ( ), ( ), ( ), , ,BS AU Zq q q q q\ \r r r
e b aR R R

1: Initialization

2: repeat

3: ( | ) ( , ),B BXq N }=  where , ( ) , ( ), ( ),B R R B B R BR RN T
1 1diag diagb b e e

1 1 1
XU UU XX XU XX} } }R R R R= = + = + = - =<<- - -

x xt
t

t
</  and .R x ut

t
tXU =
</

4: ( | ) ( | ) ( , ),u x uXUq q N
t

t t
t

t c= =% %  where ,u xB B B INt e t e
1 1c c }R R= = + +<<- -

5: Let ( ),V S Z U\r r=  then ( | ) ( | ) ( , ),v x vV Xq q N
t

t t
t

t C= =% %  where , ,v xA A A INt e t e
1

aug aug aug augC R C R W= = + +<<-  where 

, , .A F A B I I
I

0
0

0

0

0
0

0
0
0

0

0

0
0
0

\r r
aug aug AA

U
W W= = =^ f fh p p   From marginalization, we also obtain ( | )S Xq r  and ( | ) .Z Xq \r

6: ( | ) ( , ),XA Aq N\r
AAW=  where ( ) , ( ) , ( ),R R R RA F B A AN

1diagr
a a e

1 1
XZ SZ UZ AA AA ZZ AAW W R R R W= - - = + = +<- -  where the 

covariance matrices can be defined, for instance: ,R s s Ntt tSS SSR= +</  and similarly for , , , , ,R R R R RSZ SU UU ZU UU  where

1R C= -  is specified as: 
SS

SZ

SU

SZ

ZZ

ZU

SU

ZU

UU

R
R
R
R

R
R
R

R
R
R

=
< <

<

J

L

K
K
KK

N

P

O
O
OO

7: until Convergence 

each low level described by a submodel and variations in the 
hyperparameters of the submodels described by an upper-level 
model. For instance, let ( , , )X s S1( )s g=  denote a group of 
S-subject EEG/MEG data sets, with s  being the subject index; we 
may have

~ ( | ), ~ ( | ) .X Xp p( ) ( ) ( ) ( ) ( )s s s s sH H H X (29)

The upper-level prior acts as the group constraint on the param-
eters, ,( )sH  of each subject’s model. The strength of HB model-
ing is that the hyperparameters in an upper-level model can be 
effectively estimated by pooling information across the data in 
the lower levels. As a benefit, HB models have proven to be 
robust, with the posterior distribution being less sensitive to the 
hierarchical priors. A two-level HB model was proposed to charac-
terize the intertrial amplitude variability in the EEG signals dur-
ing motor imagery tasks [19]. In this article, we use an example 
taken from [23] to illustrate an alternative group modeling 
approach to achieve multisubject electromagnetic brain imaging.

In the multisubject setup, the generative model (2) can be 
compactly written in the following form:

,
X

X

Z

Z

E

E

A

A

( )

( )

( )

( )

( )

( )

( )

( )S S S S

1 1 1 1

h j h h= +> > > >H H H H (30)

or in a compact form ,X Z EA= +  where the overline symbol 
denotes the concatenated matrix form. Here, for simplicity of 
description, we assume that time samples are i.i.d., i.e., 

~ ( | , ) .E e 0N( ) ( ) ( )s
t
s

e
s

t
T

1
R

=
%  It is also assumed that the noise lev-

els are proportional across subjects, i.e., ,Q( ) ( )
e
s s

evR =  where Qe

is a known covariance component over channels. To facilitate 

group analysis, a canonical mesh is warped to each individual sub-
ject’s cortical sheet such that the reconstructed source activity can 
be assigned to the same sources over subjects. The group struc-
ture is then enforced by assuming that the source activity for each 
subject can be factorized into a source-specific component and a 
subject-specific component

( ) ( ) , ,0 CZ zp p N( ) ( ) ( )s

t

T

t
s

t

T
s

i
i

d

i
1 1 1

y c= =
= = =

c

e o% % / (31)

where the source-specific scale hyperparameter ic  represents 
the group constraint over the subject, and the subject-specific 
scale hyperparameter ( )sy  encodes the additional variability 
unique to each subject. This prior is a generalization of the 
source prior (7). In addition, log-normal hyperpriors are placed 
on the hyperparameters:

([ , , ] )~ ( , ) .Rlog N:
( : ) ( : )

d
S S

1
1 1_m c y v h<

c

Weakly informative hyperpriors of h  and R  were used in [23] to 
allow automatic model selection (see Figure 4 for a graphical 
model illustration).

For model inference, a computationally efficient two-stage 
source reconstruction algorithm [termed gMSP henceforth 
since multiple sparse priors akin to (7) are imposed on the 
source activity] was developed to estimate the hyperparameters 
m  and source activity [23]. The idea is to decompose the covari-
ance function of the group data into a sparse set of source com-
ponents and a noise component. The sparse set of source 
components is then used as empirical priors to estimate the 
subject-specific hyperparameters. More specifically, the 
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mean-field approximation is combined with the Laplace 
approximation by assuming that the posterior distribution can 
be factorized into Gaussian marginals (i.e., a combination of 
VB-MF and VB-LA; see the section “SBL Methods”):

( , ) ( ) ( )

( , ) ( , ) .

Z Zq q q

N Nz z_

m

n

m

nR R

=

m mr r

This leads to variational free energies at both the individual sub-
ject and group levels. The gMSP algorithm then proceeds as fol-
lows: in the first stage, ( )q : d1m c  is estimated by maximizing the 
group-level variational free energy; in the second stage, 

( )q ( ):( )d d S1 2 1m + + +c c  is estimated by maximizing the subject-level 
variational free energy. With all the hyperparameters estimated, 

( )Zq  can be obtained as the MAP estimates of the source activity. 
Note that, to achieve sparsity on the source covariance compo-
nents, both ARD and a greedy search approach were developed to 
optimize the source-specific hyperparameters. Refer to [23] and 
[24] for algorithmic details. Only gMSP with ARD is illustrated in 
this article (see the section “Group Electromagnetic Brain Imag-
ing Using gMSP”). This hierarchical model approach allows one to 
place within- and between-subject constraints on the recon-
structed source activity in the context of group studies.

SBL METHODS
Sparse learning, also known as compressed sensing in signal pro-
cessing [25], is referred to as a collection of learning methods 
that seek a tradeoff between certain goodness-of-fit measure and 
sparsity of the solution, the latter of which allows better inter-
pretability and enhanced generalization ability of the model. 
Sparse learning is particularly suited for analyzing EEG/MEG sig-
nals with high dimensionality, small sample size, and low SNR. 

See [26] for a recent review on the applications of sparse learning 
to brain signal processing.

Compared with its most common counterpart, two advantages 
of SBL [9], [27] are noteworthy: 

■ SBL allows automatic model selection. This can be achieved 
by both EB (see the “Introduction” section), and fully Bayesian 
methods. In EB, maximizing ( | )Xp c  provides a natural regu-
larizing mechanism that yields sparse solutions. In fully Bayes-
ian methods, as suggested by the VB methods presented in the 
sections “VB for Learning Common EEG Components” and 
“VB for Group EEG/MEG Analysis,” automatic sparse learning 
can be achieved by imposing noninformative priors on ,c
which leads to sparsity since the hierarchical priors on the 
parameters are typically sparse priors. For instance, by margin-
alizing the variance, the normal-inverse-Gamma prior for each 
brain source in (16) amounts to a Student t-distribution: 

( ) ( | ) ( )

( )

( )
[

[ ]
] ,

p z p z p

z
2
2
1

2

d,
( )

,
( ) ( ) ( ) ( )

,
( )

( )

m t
k

m t
k

m
k

m
k

m
k

m t
k 2

2
1

t t t

a r

a
b b

C

C

=

=
+

+a a- +

#

(32)

which is sharply peaked at zero in the noninformative case 
(i.e., when , ) .0 0" "a b

■ SBL is more capable of finding sparse solutions than conven-
tional methods. In typical electromagnetic brain-imaging prob-
lem setups, many columns of the lead-field matrix are highly 
correlated; in this case, the convex l1-norm-based MAP (sparse) 
solution performs poorly since the restricted isometry property 
is violated. In spatiotemporal decomposition problems where A
is unknown, the MAP estimation may suffer from too many 
local minima in the solution space due to the multiplicative 
structure of the spatiotemporal model (2). Consider the multi-
ple covariance parameterization in (7). According to [28], if 

,C e ei i i= <  where ei  is an indexing vector with one for the ith
element and zero otherwise, the ARD solution can equivalently 
be viewed as the solution to the following MAP problem:

( ),Axmax z h z
z t t t2

2

t
m- + ) (33)

where m  denotes the regularization parameter, and 
( ) [ ] | |min logz zh t t x

2_ c R+) <
c  is the concave conjugate of 

| | .log xR-  The prior distribution associated with ( )zh t
)  is 

generally nonfactorial, i.e., ( ) ( ),zp p z ,t m tm
!%  and is depen-

dent on both A  and .m  It has been shown that ( )zh t  provides a 
tighter approximation that promotes greater sparsity than the 
l1-norm while conveniently producing many fewer local minima 
than using the l0-norm [8]. In [17], we establish a similar result 
for VB-CSP in the spatiotemporal decomposition setup.
In this section, we review two recent works to illustrate SBL in 

EEG/MEG signal processing. 

SBL FOR LEARNING ERPs
ERPs are stereotyped electrical activities of the brain that occur in 
response to specific events or stimuli. Accurate estimation of the 
amplitude and latency of ERPs is pivotal in delineating the successive 

A(s)

X (s)

Z (s) v (s)

∑(s )
e

s = 1, . . . , S

1:d

[FIG4] A graphical model representation of the group source 
imaging algorithm, gMSP, in the presence of S  subjects. X( )s  and 
Z( )s  are the observed EEG data and unobserved source activity 
for the sthsubject. A( )s  and ( )

e
sR  are the associated lead-field 

matrix and noise covariance matrix, respectively. ( )sy  is a subject-
specific scale hyperparameter, and : d1c c  are source-specific scale 
hyperparameters that act as the group constraint. All unknown 
latent variables and parameters are shown as unshaded nodes 
and estimated from the data. See the section “VB for Group EEG/
MEG Analysis” for details.
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stages of mental processes and differentiating among various events or 
stimuli. In multichannel EEG recordings, since the number of ERP 
components can be considerably smaller than the number of the sen-
sors, SBL is suited to automatically infer the sparse ERP components. 

In [29], a Bayesian model was proposed to estimate the compo-
nents specific to each experimental condition for ERPs from mul-
ticondition and multitrial EEG data. More specifically, we adapted 
(2) to the following linear latent variable model to accommodate 
the ERP estimation: 

,ax ec z( )
,

( )( )
t m

k

m

M

m m t t
1

kl kl( )
m
k= +x

=

+/ (34)

where x R( )
t

Nkl !  and e R( )
t

Nkl !  denote the EEG signal and the 
noise-plus-interference term from the lth { , , }l L1 g!^ h trial of 
condition { , , },k K1 g!  respectively; z ,m t  denotes the waveform 
of the stereotyped mth ERP component; a Rm

N!  denotes the 
scalp map of the mth ERP component; and c( )

m
k  and ( )

m
kx  denote 

the amplitude factor and the latency of the mth  ERP component 
for condition ,k  respectively. We further assume the noise terms 
are independent and identically Gaussian distributed across time 
and trials ~ ( , ),e 0N( ) ( )

t e
kkl R  where ( )

e
kR  are the spatial covariance 

matrices. Note that no particular structure is assumed for ( )
e
kR

(e.g., ( )
e
kR  can be nondiagonal).

Two key assumptions are made in (34): 1) the waveform and 
spatial pattern of each ERP component are invariant across tri-
als and conditions, and 2) intercondition ERPs differ only in 
their amplitudes and latencies. These assumptions are moti-
vated by the existing experimental observations that ERPs are 
approximately time- and phase-locked across trials and that 
ERP variability is typically far less within conditions than across 
conditions. Furthermore, unlike fixed-effect ERP components, 

the noise-plus-interference activities e( )
t
kl  are modeled as ran-

dom effects in (34), which is also in agreement with existing 
experimental observations. Crucially, e( )

t
kl  is allowed to be corre-

lated and nonisotropic among sensors, with the covariance 
matrices ( )

e
kR  following noninformative inverse Wishart distri-

butions for :01 "o-

[ ] ~ ( )
|

| | ( [ [ ] ]) .

I,
I |

exp

M
M2 2

1

2
1 trace

W( )

( ) ( )

e
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M M
M

e
k

e
k

1

2 2

2
1 1 1

2_o
o

o

R
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R R-

-

- -

` j
(35)

To address the inherent scaling ambiguity in (34), zm  and am  are 
endowed with standard Gaussian priors:

~ ( , ), ~ ( , ) .a I z0 0 1N N,m m t (36)

To allow for automatic determination of the component number 
,M  a noninformative hierarchical prior akin to (32) can be 

imposed on .c( )
m
k  Here, at the first level, a half-Gaussian is 

assumed to account for a fixed polarity of each ERP component 
across conditions

~

~

( , ) ( [ ] ),

( , ) ( ) ( ), , .
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C
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- (37)

Moreover, the latency shifts ( )
m
kx  are integers within a preset inter-

val [ , ] .t t1 2  The probabilistic graphical model is shown in Figure 5.
In [29], a VB-EM algorithm termed Bayesian estimation of 

ERPs (BEEP) was developed for inferring model (34) based on the 
following mean-field approximation:

Algorithm 3: The BEEP algorithm.

Input: { }X( )kl

Output: ( ), ( ), ( ), ( ), ( ),aq q z q c q q,
( ) ( ) ( )

m m t m
k

m e
k

m
ka xR

1: Initialization
2: repeat

3: ( ) ( [ ], [ ]),a a aq CENm m m=  where [ ] [ [[ ] ] [ ] [[ ] ] ] ,Ia L c zE EEC
,

( )
,

( )
m

k t
m
k

m t e
k2 2 1 1R= +- -/

,[ ] [ ] [ ] [ ] [[ ] ]a R a c z sE C E E E
,

( )
,

( )
,

( )
m

k t
m m

k
m t e

k
m t
k1R= - r/ [ ]as x c z,

( )
,

( ) ( )
,rm t

k
m t
k

i i
k

i ti m li_ -
! x- )r / /

4: ( ) ( ( ), ( )),q z z zE CN, , ,m t m t m t=  where [ ] [ ([ ] ) ( [ ] [[ ] ]) [ ] [[ ] ] [ ] ] ,a a az L c Ktrace E E E EEC C,
( ) ( )

m t k m
k

m e
k

m e
k

m
2 1 1 1R R= + +<- - -^ h/

[ ] [ [ ] [[ ] ] [ ] [ ]] [ ]az L s c zE E E E C, ,
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k
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1

lj R= <
x-

-/
5: ( ) ( , ),q c ·N( ) ( ) ( )

m
k

m
k

m
kl n v= ,c 0( )

m
k $  where ([ ] ) ( [ ] [[ ] ]) [ ] [[ ] ] [ ] ,a a aL z trace E E E EE C( )

,
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m
k

m t m t m e
k

m e
k

m
2 1 1 1
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,
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m
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m
k

_l
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6: ( ) ( , ),q u vGma = u u  where ,u K
2_

u [[ ] ] .v c2
1 E ( )

k m
k 2_u /

7: ([ ] ) ([ ] , ),q LT MW( ) ( )
e
k k1 1R C= +- -  where 

[ ] [ ] [ ] [ ] [[ ] ] [[ ] ],h h h a ax x x L L c z2 E EE( ) ( ) ( ) ( )
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, ,
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,
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1
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^ `h j// /// /// //
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,
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j t
k

j j
k

j t
k

_

8: ( ),arg max f[ , ]m
k

t t m
k

m
k

1 2x x= !x rr  where .( ) [[ ] ][ ] [ ] [ ] sf c a z EE E E ( )
,

( )( )
,tm

k
m
k

m m t
k

m t
k1( )

m
k_x C<
x

-
-r rr/

9: until Convergence 

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [26] JANUARY 2016

( ) ( ) ( ) ( ) ( ) ( ),aq q q c q z q q
, ,

( )
,

( )

k m t
m m

k
m t m e

kaH R= % (38)

where ( ), ( ), ( ), ( ), ( )aq q c q z q q( )
,

( )
m m

k
m t m e

ka R  are updated alter-
nately, and ( )

m
kx  is updated by maximizing the variational free energy 

over integer interval [ , ] .t t1 2  BEEP is summarized in Algorithm 3. 
Results on synthetic data and 13 subjects’ EEG recordings col-
lected in a face-inversion experiment demonstrated that BEEP 
was superior to several state-of-the-art ERP analysis algorithms, 
yielding neurophysiologically meaningful ERP components [29].

SBL FOR BRAIN IMAGING OF CORRELATED SOURCES
This section briefly describes another SBL algorithm called Cham-
pagne for electromagnetic brain imaging. The Champagne algo-
rithm relies on segmenting data into pre- and poststimulus periods, 
learning the statistics of the background activity from the prestimu-
lus period, and then applying the statistics of the background activity 
to the poststimulus data to uncover the stimulus-evoked activity. The 
underlying assumption is that noise and nonstimulus-locked brain 
activity in the prestimulus period remain unchanged in the post-
stimulus period, whereas the stimulus-evoked activity is linearly 
superimposed on the prestimulus activity. In contrast to SAKETINI 
(which is a scanning method and estimates the statistics of noise and 
interference at each voxel), in the Champagne algorithm, all voxel 
activity is simultaneously estimated (such as the variance parameters 
for each voxel). This formulation leads to implicit sparse estimation 
whereby many voxel variance parameters are guaranteed to be zero, 
if the noise and interference statistics are accurate. Therefore, the 
Champagne algorithm is a considerably faster method for whole-
brain imaging in the presence of sparse sources.

The poststimulus sensor data Xpost  is modeled as

,AX Z Er
r

d

r
1

post

z

= +
=

/ (39)

where X RN T
post ! #  represents T  sample points in the poststimu-

lus period from N  sensors. A Rr
N M! #  is the lead-field matrix in 

M  orientations for the rth  voxel. Each unknown source 
Z Rr

M T! #  is an M-dimensional neural current-dipole source at 
T  time points, projecting from the ith  voxel. There are dz  voxels 
under consideration. E RN T! #  is a noise plus interference term 
estimated from the prestimulus period using partitioned factor 
analysis models [30], which assumes independence over time. The 
first step of the Champagne algorithm is to estimate eR  by source 
localization. The second step of the Champagne algorithm is to 
estimate hyperparameters of C  that govern the statistical model 
of the poststimulus data. We can fully define the probability distri-
bution of the data conditioned on the sources

( | ) ,AX Z X Zexpp 2
1

r
r

d

r
1

2

post post

z

e
1

? - -
R= -

e o/ (40)

where X W  denotes the weighted matrix norm [ ] .WX Xtrace <

The following source prior is assumed for Z:

| .Z Z Zexpp 2
1 trace r

r

d

r r
1

1
z

?C C- <

=

-^ eh o= G/ (41)

This is equivalent to applying independently, at each time point, a 
zero-mean Gaussian distribution with covariance rC  to each 
source .Zr  We define ( , , )diag d1 zfC C C=  as the d M d Mz z#

block-diagonal matrix, formed by ordering each rC  along the 
diagonal of an otherwise zero-valued matrix. If the lead-field has 
only one orientation (scalar/orientation-constrained lead-field), C
reduces to a diagonal matrix. Since C  is unknown, we use the 
approximation Ct  by integrating out the sources Z  of the joint 
distribution ( , | ) ( | ) ( | ),Z X X Z Zp p ppost post?C C  i.e.,

( | ) ( , | ) ,X X ZZp p dpost postC C= # (42)

and then minimizing the cost function

( ) ( | ) ,CXlog logp2 traceL x x x
1

post_ / R RC C- +-6 @ (43)

where ( / )C X XT1x postpost_ <  is the empirical covariance and 
.A Arr

dz
x e r r1
R R C= + <

=
/

Minimizing the cost function (43) with respect to C  can be 
done in a variety of ways, including gradient descent or the EM 
algorithm, but these and other generic methods are exceedingly 
slow when dz  is large. Instead, we use an alternative optimization 
procedure that resorts to convex bounding techniques [9]. This 
method expands on ideas from [9], [10], [28], and [31], handles 
arbitrary/unknown dipole-source orientations, and converges 
quickly due to a tighter upper bound [10]. This optimization pro-
cedure yields a modified cost function:

({ }, { }, { })

( ),

AX Z

Y

Z Y

Z h Ytrace

L

*

r r r r
r

d

r

r r r
r

d

r

1

2

2

1

z

e

r

z

1

1

C

C

= -

+ + -<

R

C

=

=

-

-

u

^ h6 @
/

/ (44)

α Z A

c(k )

X (kl )

1:M
(k )

∑(k)
e

l = 1, . . . , L
k = 1, . . . , K

[FIG5] A graphical model representation for BEEP in the presence of 
K  conditions and L  trials. X( )kl  denotes the EEG data for the lthtrial 
of condition .k [ , , ]Z z zM1 g= <  contains the time courses of the 
M  ERP components. A denotes the mixing matrix. ( )

e
kR  is the noise 

spatial covariance matrix for condition .k [ , , ]c cc( ) ( ) ( )k k
M
k

1 g=  consists 
of the amplitude factors of the ERP components for condition ,k
and [ , , ]M1 ga a a=  are the corresponding hyperparameters. ( )

m
kx

denotes the latency shift of the mth ERP component for condition 
.k All unknown latent variables and parameters are shown as 

unshaded nodes and estimated from the data using update rules 
provided in Algorithm 3.
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Algorithm 4: The Champagne algorithm.

Input: , ,AX r epost R
Output: ,Zr rC ( , , )(r d1 zf= )
1: Initialization
2: repeat
3: A A

rx e r r rR R C= + </
4: AZ Xr r r x

1RC= < - u

5: A AY logr x r x r
1

rd R R= = <
C

-

6: .Y Y Y YZ Z/ / / / /
r r r r r r r

1 2 1 2 1 2 1 2 1 2C = <- -^ h
7: until Convergence

where ( )Yh*
r  is the concave conjugate of log xR  for auxiliary vari-

ables .A AYr r x r
1R= < -  By construction ( ) min minL { } { }Z Yr rC =

({ }, { }, { }),Z YL r r rC  the matrix ,X R ( )XN rank post! #u .CZZ x=<u u  Min-
imizing this modified cost function yields three update rules 
(summarized in Algorithm 4) [31]. In summary, the Champagne 
algorithm estimates C  by iterating between { },Zr { },Yr { },rC  and 
with each pass monotonically decreasing ( ) .L C

NB METHODS
The historic roots of Bayesian nonparametrics date back to the 
late 1960s, but its applications in machine learning have not been 
widespread until recently [32]. In contrast to parametric models, 
NB models accommodate a large number of degrees of freedom 
(infinite dimensional parameter space) to exhibit a rich class of 
probabilistic structure, which make them more appealing, flexible, 
and powerful in data representation. The fundamental building 
blocks of Bayesian nonparametrics are two stochastic processes: 
the GP and DP. Two excellent introductory books on GP and DP 
are [33] and [34]. This section presents a few examples of these 
nonparametric modeling tools for EEG/MEG data analysis.

GP MODELING
Any finite set of random variables is a GP if it has a joint Gaussian 
distribution. Unlike the fixed finite-dimensional parametric model, 
the GP defines priors for the mean function and covariance func-
tion, where the covariance kernel determines the smoothness and 
(non)-stationarity between the time-series data points. To con-
struct a GP model, given an input–output training sample set 
( , )x y: :T T1 1  of size T (where , ,x yR Ri

N
i! ! , without loss of gen-

erality, assuming the time series has zero mean), the goal is to 
estimate a distribution from the data and predict the outcome of 
an unseen input data vector xT 1+

( | , , ) ( ),x x y y yexpP y Z
1

2
1 C: : : :T T T T T T T1 1 1 1 1 1 1

1
1 1= - <

+ + + +
-

+ (45)

where Z  is a normalizing constant and C  defines the covariance 
matrix for input data, characterized by an unknown hyperparame-
ter vector .i  The covariance kernel can be either stationary or 
nonstationary [35], and different choices of the covariance kernel 
result in various types of GPs.

GP FOR EEG SEIZURE DETECTION
Important tasks of GP modeling are prediction or outlier detec-
tion [36], as well as EEG signal classification [37]. Specifically, the 

predictive distribution can be computed by integrating out the 
hyperparameters :i

( | , , ) ( | , , ) ( , ) ,C Cx yx xP y P y p d: :T T T T T T1 1 1 1 1 1 i i i=+ + + +# (46)

and the covariance kernel has the form ( , )C x xt t =l

,e ( )x x
0 2

1
tt

, ,i i t i ti
N 2

1i i d+i
h

- -
= l

l/  where [ , , , , ] RN
N

0 1
2f !i i i i i= h
+

denotes the hyperparameters, and ttd l is a Kronecker delta func-
tion (which is equal to one if and only if .)t t=l

In most of cases, the integral of (46) is analytically intractable. 
Two possible solutions can be considered: a Monte Carlo method 
or a likelihood method that replaces the distribution of i  with a 
maximum likelihood (point) estimate. For EEG outlier prediction, 
the variance approach and hyperparameter approach have been 
proposed [36]. In the variance approach, the variance of predicted 
output is monitored: if the variance is outside the range of the 
normal training samples, it will indicate the change of EEG struc-
ture or the presence of an outlier. In the hyperparameter 
approach, the ratio of two hyperparameters (e.g., ,| / |0i ih  which 
reflects the level of determinism in the EEG signal) is monitored.

MEG MODELING AND DIMENSIONALITY REDUCTION
For high-dimensional, structured EEG/EEG data, dimensionality 
reduction is useful for data denoising and interpretation. It is also 
insufficient to assume that the correlations between the elements 
of observations vector are static in many practical applications. 
Recently, GP has been used for heteroscedastic modeling of noisy 
high-dimensional MEG data [38]. Specifically, the N-dimensional 
MEG time series at the lth  trial can be modeled as a non-Marko-
vian dynamic linear factor analysis model

( )z v( ) ( ) ( )
t
l l

t t
l

} x= + (47)
( ) ,Ax z e( ) ( ) ( )

t
l

t t
l

t
l

x= + (48)

where ( )A Rt
N M!x # ( M N%^ h denotes a time-evolving factor 

loading matrix to account for nonstationarity, and ~ ( , )Iv 0N( )
t
l

and ~ ( , )e 0N( )
t
l

0R  denote the zero-mean Gaussian dynamic and 
measurement noise, respectively. The noise covariance matrix 0R
is assigned with an inverse gamma prior.

This model differs from (3) and (4) in that the latent process is 
drawn from GPs. In the state equation, the low-dimensional latent 
process is constructed by a hierarchy, in which the evolution of the 
latent factor ,zt  at each trial, is governed by a collection of M
dictionary functions. Each element itself is a GP [38]: 

( ) [ ( ), , ( )] ,R( ) ( ) ( )l l
M
l M

1 f !} x } x } x=  where ( ) ( , ),C0GP( )
j
0

0$ `}

( ) ( , )CGP( ) ( )
j
l

j
0

1$ `} }  are two GPs with squared exponential corre-
lation function, with ( , ) ( )C expdk k 2

2p p p pl= - - l  for 
, .k 0 1=  Therefore, the child processes ( )

j
l

}  are centered around 
the parent process ,( )

j
0

}  and they all share information through 
the parent process.

In the observation equation, the factor loading matrix 
A RN M! #  is modeled by a weighted combination of R-dimen-
sional latent covariance dictionary functions [38]

( ) ( ),A Bx xU=
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where B RN R! # ,R M N% %^ h  and { ( )}RR M
jk $! `zU =#

( , )C0GP 0  consists of a covariance dictionary. Such GP modeling of 
dictionary elements allows the MEG signals’ long-range dependen-
cies to be captured. Each row of B  will be assigned with a sparse 
shrinkage prior (that penalizes a large coefficient). The proposed 
hierarchical model is able to characterize nonstationarity (via the 
time-varying factor loading matrix) and to share information (via 
coupling) between single trials.

The goal of Bayesian modeling is to infer the latent variable 
and parameters of the hierarchical factor analysis model. First, the 
componentwise observation x ,

( )
n t
l  can be written as

( ) .x z b e,
( )

,
( )

,
( )

n t
l

m t
l

m

M

r

R

t i t
l

1 1
nr rmz x= +

= =

/ /

Marginalizing the dynamic and measurement noise v( )
t
l  and 

e( )
t
l  induces the following time-varying mean and covariance 

structure for the observed signal ( ( ), ( )),x N( ) ( )
t
l l

t t+ n x xR  where 

.

( ) ( ) ( )

( ) ( ) ( )

B
B B

( ) ( )l
t t

l
t

t t t 0

n x x } x

x x x

U

R U U R

=

= +<<

The time-varying covariance structure captures the heterosce-
dasticity of time series, and the overcomplete representation pro-
vides flexibility and computational advantages. Bayesian 
inference (posterior computation and predictive likelihood) of 
this hierarchical GP model is achieved by MCMC sampling meth-
ods of { , , , , , }Bv( )

:
( ) ( )

j
l

T
l

1
0

0} } U R  [38]. As shown in [38], such hier-
archical NB modeling provides a powerful framework to 
characterize a signal noisy MEG recording that allows word cate-
gory classification.

DP MODELING
Mixture modeling has been commonly used time-series data analy-
sis. Unlike finite mixture models, NB models define a prior distribu-
tion over the set of all possible partitions, where the number of 
clusters or partitions may grow as the data samples increase. This is 
particularly useful for EEG/MEG applications in clustering, partition, 
segmentation, and classification. Examples of static or dynamic mix-
ture models include DP mixtures, the infinite hidden Markov model, 
and hierarchical DP. As an illustration, we consider an example of 
multisubject EEG classification in the context of NB CSP, which 
defines the Bayesian CSP model with either a DP prior or an Indian-
buffet-process prior [18], [39].

The NB CSP model extends the probabilistic CSP (see [17]) and 
further introduces the DP prior, which was referred to as BCSP-
DP [18]. The BCSP-DP uses a DP mixture model to learn the 
number of spatial patterns among multiple subjects. The spatial 
patterns with the same hyperparameter are grouped in the same 
cluster [see the graphical model illustration in Figure 2(b)], 
thereby facilitating the information transfer between subjects with 
similar spatial patterns. Essentially, BCSP-DP is a nonparametric 
counterpart of VB-CSP.

For condition { , }k 1 2!  and subject { , , },s S1 f!  the multi-
subject CSP model is rewritten as

.AX Z E( ) ( ) ( ) ( )ssk sk sk= + (49)

As seen in Figure 2(b), spatial patterns { }a( )
m
s  are drawn from 

Gaussian distributions ( | , ( ) ),aN ( ) ( ) ( )
m
s

m
s

m
s 1n U -  where the Gaussian 

parameters ( , }){( ) ( ) ( )
m
s

m
s

m
si n U=  are further drawn from a random 

measure G  in a DP, , ( , )G G GDP( )
m
s

0+ +i a  for , ,m M1 f=

and , , ,s S1 f=  where 02a  is a positive concentration param-
eter (which specifies how strong this discretization is: when 

,0"a  the realizations are all concentrated on a single value, 
when ," 3a  the realizations become continuous), and the base 
measure ( , )G p0 n U=  is set to be a Gaussian–Wishart distribu-
tion, which is the conjugate prior for Gaussian likelihood

( , ) ( | , ( ) ) ( | , ),Wmp N W0 0
1

0 0n n b oU U U= - (50)

where ( | , )WW 0 0oU  denotes a Wishart distribution with the 
degree of freedom 0o  and the scale matrix .W0  The random 
measure G  has the following stick-breaking representation

, ; ( ),G v v1i
i

i i
j

i

i
1 1

1
*
ir d r= = -

3

i

= =

-

%/ (51)

where ( | , )v v 1Bi i+ a  and G*
i 0!i  are independent and random 

variables drawn from a beta distribution and the beta measure ,G0

respectively. The mixing proportions { }ir  are given by successively 
breaking a unit-length stick into an infinite number of pieces.

Assuming hierarchical priors for z( )
t
sk  and x( )

t
sk  [see legend of 

Figure 2(b) for the priors for ,a ,vi ]A( )s

( , )z 0N( ) ( )
t z
sk sk+ R

( , ),x A zN( ) ( ) ( ) ( )
t

s
t e

sk sk sk+ R

where zR  and eR  denote two diagonal covariance matrices with 
diagonal elements drawn from inverse-Gamma distributions. 
Finally, let H  define the collective set of unknown variables of 
parameters and hyperparameters

{{ }, , { }, { }, , { }, { }, { , }} .A c Z v( ) ( ) ( ) ( ) ( ) * *s
m
s

i z e i i
sk sk ska nH R R U=

The authors of [18] employed VB inference by assuming a fac-
torized variational distribution ( )q H

( ) ({ }) ( ) ({ }) ({ })

( ) ({ }) ({ }) ({ , }) .

A c Zq q q q q v

q q q q

( ) ( ) ( )

( ) ( ) * *

s
m
s

k

z e i i

sk

sk sk# na

H

R R U

=

The variational posterior ( ) ( ),Z zq q( ) ( )
t t

sk sk=% ( )zq ( )
t
sk =

( , )N ( )
*
( )

t
sk sk
n R  has an analytic form, with

( ) [( ) ] [( ) ] [[ ] [ ] ]

[ ] [( ) ] .

A A

A x

E E E

E E

*
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( )
*
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( ) ( ) ( )
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R

R
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=

=

+ <

<

- -

=
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-

/

For inference details, see [18]. At the cost of increasing computa-
tional complexity, the BCSP-DP model achieved improved EEG 
classification performance compared to state-of-the-art CSP 
models [18].
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APPLICATIONS
BML has been successfully used in a variety of EEG/MEG applica-
tions. As mentioned in the “Introduction” section, the two main 
applications of BML algorithms for EEG/MEG data are brain imaging 
and brain-state classification. Electromagnetic brain imaging has 
diverse applications in basic and clinical neuroscience. Brain-state 
classification may include development of BCIs and methods for 
diagnosis of abnormal brain activity. In this section, we briefly 
describe a few representative examples of both applications.

BRAIN-STATE CLASSIFICATION USING VB-CSP
The VB-CSP algorithm can be used for brain-state classifica-
tion, such as the motor imagery task [17]. Imagined limb or 
tongue movements give rise to an attenuation of the EEG 
rhythms in different regions of the sensorimotor cortices, and 
CSP-based methods have proven to be effective in distinguish-
ing imagined movements by extracting their distinctive EEG 
spatiotemporal patterns. The standard CSP methods have the 
overfitting problem. In our previous work, the efficacy of VB-
CSP was demonstrated through applications to single-trial 
classifications of three motor imagery EEG data sets, two of 
which were taken from BCI Competition III (Data Set IIIa as 
data set 1, and Data Set IVa as data set 2). A total of 43 binary-
class data subsets were generated from the three data sets by 
pairing MI tasks. The overall test error for VB-CSP is . %,10 36
compared with . %14 22  for CSP. Paired t-tests indicate that 
VB-CSP significantly outperforms CSP . .p 1 61 10 5#= -^ h  For 
data sets with a small number of training trials, which CSP has 
a tendency to overfit, VB-CSP alleviates the overfitting by 
using substantially less but automatically determined compo-
nents than the available EEG channels.

The VB-CSP algorithm was also employed to identify periods of 
interictal epileptiform activity in four different patients with 

epilepsy. Generally, the challenges in analyzing EEG and/or MEG 
data from epilepsy patients are twofold. First, it is important to 
identify events in the data that represent epileptiform activity and 
this is often done manually by domain experts. After identification 
of such abnormal epileptiform activity events, then imaging algo-
rithms are run on these events to determine origin in the brain to 
identify the epileptogenic zone. Algorithms like VB-CSP can be 
used to automatically segment long MEG or EEG traces into short 
pieces that can be classified as representing epileptiform activity, 
and such segmented data can subsequently be used with imaging 
algorithms. Alternative non-Bayesian approaches in the literature 
have included engineering solutions [40]. In this particular data 
set, a registered EEG/evoked potential technologist marked seg-
ments of the continuously collected data set that contained spon-
taneous epileptiform spikes, as well as segments that clearly 
contained no spikes. All of these data were split into training and 
test data sets. The VB-CSP was first applied to learn a generative 
model for spike and “nonspike” training data, and then the classifi-
cation performance was evaluated in independent test data. 
Results from the four subjects, shown in Figure 6, demonstrated a 
brain-state classification accuracy of above 85% for spikes and 
nonspikes in all subjects.

LOCALIZATION OF INTERICTAL EPILEPTIC SPIKES 
WITH SAKETINI
As mentioned previously, once data segments can be classified as 
being epileptiform, it is important to determine the origin of such 
data in the brain, thereby identifying the epileptogenic zone. With 
regard to imaging, determining the epileptogenic source location 
and its time course while removing the measurement noise and arti-
facts is challenging. The SAKETINI algorithm is one algorithm that 
can be used to localize interictal spikes in patients [20]. One segment 
of data, identified as a spike marked at 400 milliseconds, as well as 
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[FIG6] The brain-state classification performance of VB-CSP. (a) Test errors (%) on three motor imagery BCI data sets (43 subsets) for 
VB-CSP against CSP. (b) The accuracy of VB-CSP classification of spike and nonspike segments in four epilepsy patients (S1–S4). The 
overall classification accuracy is well above 80% for all patients. (Figure adapted with permission from [17].)
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three additional spikes in the 800-millisecond segment, was used 
here as the poststimulus period, and a separate, spike-free segment of 
equal length was used as the prestimulus period. Figure 7 shows 
SAKETINI’s performance estimating single spikes relative to a spike-
free prestimulus period. Figure 7(a) shows the raw sensor data for 
the segment containing the marked spike. Figure 7(b) shows the 
location of the equivalent-current dipole (ECD) fit to 20 spikes from 
this patient. Figure 7(d) shows the SAKETINI likelihood map based 
on the data in Figure 7(a); the peak is in clear agreement with the 
standard ECD localization. Figure 7(c) shows the time course esti-
mated for the likelihood spatial peak. The spike at 400 milliseconds is 
clearly visible; this cleaned waveform can be used by a clinician for 
analyzing the peak shape. Figure 7(e) and (f) shows a source signal’s 
time course from a randomly selected location far from the epileptic 
spike source, to show the low noise level and to show the absence of 
cross talk onto source estimates elsewhere.

RECONSTRUCTION OF 
LOW SNR MEG DATA WITH SAKETINI
The SAKETINI algorithm can be used to reconstruct MEG data 
under a low-SNR condition [20]. In one MEG data set 

for localization of the primary somatosensory cortex (S1), a small 
diaphragm was placed on the subject’s right index finger and was 
driven by compressed air, and the stimulus was delivered 256 
times every 500 milliseconds. If we limit the available data to only 
a small subset of trials, the lower SNR issue became limiting for 
most benchmark reconstruction algorithms. We first applied 
SAKETINI to the average of all 256 trials to assess performance for 
the high-SNR case. We then applied it to the average of only the 
first five trials and across other sets of five-trial averages. 
Figure 8(a) shows typical somatosensory evoked MEG data, with 
the largest peak at 50 milliseconds, expected to be coming from S1 
in the posterior wall of the central sulcus. Figure 8(b) shows per-
formance of SAKETINI for the high-SNR data, which can be accu-
rately localized to the contralateral S1. Figure 8(c) shows the 
sensor data averaged over the first five trials of the same data set. 
Therefore, SAKETINI consistently localizes S1 even in these low-
SNR data, whereas the benchmark algorithms [minimum vari-
ance adaptive beamforming (MVAB) and standardized 
low-resolution brain electromagnetic tomography (sLORETA);
results not shown—see [20] for details] perform poorly in low-
SNR regimes.
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[FIG7] Localization of interictal spike MEG data with SAKETINI. (a) MEG sensor waveforms for a 2-second segment of data from an 
epilepsy patient with interictal spikes. (b) Three orthogonal views of the MR imaging (MRI) for this patient, and a cluster of dipoles fit 
by traditional dipole fitting methods. (c) The time course of a voxel showing interictal spiking activity. (d) Three orthogonal views of 
the MRI and the overlay of source activity estimated by SAKETINI for this data. The source localization cluster is consistent with the 
more traditional methods of localization. This interictal source localizes to the margins of a prior resection cavity seen in the MRI. 
(e) Time-course of a voxel farther away from the interictal source. The voxel does not show clear spiking activity. (f) The location of this 
“control” voxel on the patient’s MRI. These results demonstrate the sensitivity of SAKETINI in spike localization as well as the source 
time course estimation. (Figure adapted with permission from [20].)
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GROUP ELECTROMAGNETIC BRAIN IMAGING 
USING gMSP
Conventional source imaging algorithms are mainly designed for 
EEG/MEG data from a single subject or session and are not optimal 
for detecting group effects. The gMSP algorithm was used to recon-
struct the somatosensory evoked source activity from a median 
nerve-stimulation EEG data set [23]. The data set consists of 
recordings of eleven subjects and five session recordings per sub-
ject. The reconstruction was performed on the 10–40-millisecond 
poststimulus data segments from 100 groups of experiments (each 
with S 11=  subjects), which were randomly sampled from the 
511  possible groups. The median nerve somatosensory sources 
have been extensively studied in humans and are known to largely 
reside in the hand area of the S1. The reconstruction results of 
gMSP were compared with those of classical minimum norm esti-
mation (MNE) and a multiple sparse prior (MSP) modeling 
approach to individual subjects without the group constraint. To 
assess the group-level reconstructed source activity, for each 
method, paired t-tests were performed between the reconstructed 
source activities and same images flipped across the midsagittal 
plane to generate statistical parametric maps (SPMs). Figure 9 
shows the SPMs for one randomly selected group. All SPMs exhibit 
maximal activation around the left sensorimotor area. However, 
despite MSP’s regional specificity, the t-values are generally low 
because of the few overlaps of sparse solutions across subjects. By 
contrast, large t-values are dispersed over a wide range of brain 
regions for MNE due to its low spatial resolution. The gMSP solu-
tion attains t-values close to those of MNE and preserves sparsity 
consistent across subjects due to the group constraint.

RECONSTRUCTION OF COMPLEX BRAIN SOURCE 
CONFIGURATIONS WITH THE CHAMPAGNE ALGORITHM
Typical brain-imaging algorithms are designed to reconstruct 
either isolated dipoles or extended sources with very large spatial 
extents. However, it is clear from functional MRI (fMRI) studies 
that typical source activations occur in spatially clustered sources 
with complex geometries of activations. Very few computational 

algorithms have attempted reconstructing such complex source 
configurations, especially from noisy sensor data corrupted by bio-
logical and nonbiological artifacts. Here, we apply the Champagne 
algorithm to localize complex distributed activity from simulated 
clusters of brain sources. Ground truth from one such simulation 
consists of ten clusters, with ten dipolar sources within each clus-
ter. The placement of the cluster center is random, and the clusters 
consist of sources seeded in the nine nearest neighboring voxels. 
The source time courses within each cluster have an interdipole 
correlation coefficient of 0.8 and an intradipole correlation coeffi-
cient of 0.25. The source simulation is constructed with realistic 
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[FIG8] Localization performance of SAKETINI on high- and low-
SNR MEG data. (a) High-SNR sensor waveforms for tactile 
stimulation obtained by averaging 256 trials. (b) Localization of 
the waveforms in (a) shows a clear peak in S1. (c) Low-SNR
sensor waveforms for tactile stimulation obtained by averaging 
only five trials. (d) Localization of low-SNR data is robust in 
showing S1 activity. (Figure adapted with permission from [20].)
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permission from [23]).
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brain noise and 10 dB signal-to-noise-plus-interference-ratio 
(SNIR). Reconstruction results from this simulation with clusters 
are shown in Figure 10. In this example, the result derived from 
the Champagne algorithm is superior to other benchmark algo-
rithms, such as MVAB, generalized minimum current estimation 
(MCE), and minimum norm methods (sLORETA/dSPM) [41], [31]. 
It can be seen that the standard benchmark algorithms are not able 
to reconstruct such complex brain source activity configurations. 
More details of benchmark algorithms and Champagne algorithm 
performance can be found in [41] and [31].

RECONSTRUCTION OF AUDIOVISUAL NETWORK 
ACTIVITY FROM MEG DATA WITH CHAMPAGNE
One example of a complex source activity configuration is the net-
work of brain regions recruited during passive viewing of simultane-
ously presented audiovisual stimuli. This network consists of 
partially overlapping and partially segregated spatial and temporal 
activity in auditory and visual cortices as well as brain regions 
involved in integration of audiovisual information. The Champagne 
algorithm was used to reconstruct this audiovisual network activity 
from MEG data to examine the integration of auditory and visual 
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[FIG11] Results of audiovisual data localization from the Champagne algorithm. The Champagne algorithm localizes a bilateral 
auditory response at 100 milliseconds after the simultaneous presentation of tones and a visual stimulus. (a) and (c) Localized bilateral 
auditory activity from the Champagne algorithm, with time courses shown in (b) and (d). The Champagne algorithm localizes an early 
visual response at 150 milliseconds after the simultaneous presentation of tones and a visual stimulus. The time course in (f) 
corresponds to the location indicated by the crosshairs in (e) the coronal sections. The Champagne algorithm localizes a later visual 
response later than 150 milliseconds after simultaneous presentation of tones and a visual stimulus. The time course in (h) corresponds 
to the location indicated by the crosshairs in (g) the coronal sections. (Figure adapted with permission from [41].)

Ground Truth Champagne Algorithm BF

(a)

(b)
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[FIG10] The performance of the Champagne algorithm in computer simulations. The ground truth has activity in ten dipole clusters 
spreading throughout the brain. Reconstruction comparison using the Champagne algorithm, beamforming (BF), sLORETA (SL), dynamic 
statistical parameter mapping (dSPM), and MCE methods. (Figure adapted with permission from [41].)
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information [41]. In one MEG data set, a healthy control participant 
was presented single 35-millisecond-duration tones (1 kHz) simul-
taneously with a visual stimulus. The visual stimulus consisted of a 
white cross at the center of a black monitor screen. The data were 
averaged across 100 trials (after the trials were time-aligned to the 
stimulus). The prestimulus window was selected to be −100 to 
5 milliseconds, and the poststimulus time window was selected to 
be 5–450 milliseconds, where zero marks the onset of the simulta-
neous auditory and visual stimulation. Champagne’s results are pre-
sented in Figure 11. In the first and second rows, the brain 
activations associated with the auditory stimulus are shown. The 
Champagne algorithm is able to localize bilateral auditory activity in 
Heschel’s gyrus in the window around the M100 peak. The time 
courses for the left and right auditory sources are shown in 
Figure 11(b) and (d), respectively, along with the window used 
around the M100 peak. The two auditory sources had the maximum 
power in the window around the M100 peak. The Champagne algo-
rithm is also able to localize a visual source in medial, occipital 
gyrus with a peak around 150 milliseconds. The power in the win-
dow around this peak is shown in Figure 11(e), and the time course 
of the source marked with the crosshairs is shown in Figure 11(f).

RECONSTRUCTION OF FACE PROCESSING 
NETWORK ACTIVITY FROM EEG DATA 
WITH THE CHAMPAGNE ALGORITHM
Another example of overlapping spatial and temporal activity in a 
variety of brain regions occurs during the early brain response to 
face visual stimuli. The Champagne algorithm was used to recon-
struct the face-processing network activity from EEG data. In 
Figure 12, we present the results from using the Champagne algo-
rithm on a face-processing EEG data set. The 126-channel EEG 
data was downloaded from a public website (http://www.fil.ion.ucl.
ac.uk/spm/data/mmfaces). A three-orientation component lead-
field matrix was calculated in SPM8 using the coarse resolution. 
The EEG data paradigm involved randomized presentation of at 
least 86 faces, and the average across trials time-aligned to the pre-
sentation of the face was used for source reconstruction. The pre-
stimulus window was selected to be −200 to 5 milliseconds, and the 
poststimulus time window was selected to be 5–250 milliseconds. 
Reconstructed power was plotted on a three-dimensional brain, 
and the time courses for the peak voxels are plotted (the arrows 
point from a particular voxel to its time course). In Figure 12, it is 
shown that the Champagne algorithm is able to localize early 
visual areas that have a peak around 100 milliseconds as well as 
activations in and around fusiform gyrus that peaks around 
170 milliseconds, corresponding to the N170 seen in the sensor 
data. These results are consistent with those obtained in [42] 
using the same EEG data set but show greater spatial resolution 
than previously published methods.

DISCUSSION AND CONCLUSIONS
EEG and MEG signals offer a unique and noninvasive way to 
record brain activity at a fine temporal resolution, providing many 
opportunities to address important neuroscience questions. How-
ever, EEG/MEG analysis is also confronted with a multitude of 

challenges, such as high dimensionality, nonstationarity, and very 
large sample size (e.g., continuous EEG recordings) or very sparse 
sample size (e.g., single trial analysis, disease diagnosis). BML is 
an emerging research area that integrates Bayesian inference, 
optimization, Monte Carlo sampling, and machine-learning tech-
niques for data analysis. The Bayesian framework enables us to cap-
ture various sources of uncertainties in the data or parameters. By 
taking into account (hierarchical) priors, Bayesian inference pro-
vides an optimal estimate of the model or model parameters. In 
addition, hierarchical modeling brings the advantages in extra flexi-
bility and the insensitivity to priors.

Although this article focuses on brain-state classification and 
electromagnetic brain imaging as the two main applications, BML 
methods have also been successfully developed in some other 
EEG/MEG signal processing applications, e.g., functional brain 
connectivity analysis [43], multimodal brain data fusion [42], and 
data compression [44]. The topics introduced in this article are 
theoretical underpinnings of these methods and provide the key to 
understanding their mechanisms. Table 3 lists some useful 
resources (especially on software) related to the topics reviewed in 
this article. 

CHALLENGES AND FUTURE RESEARCH DIRECTIONS

ELECTROMAGNETIC BRAIN IMAGING 
FOR SPATIALLY EXTENDED SOURCES
Accurate estimation of locations and spatial extents of brain 
sources remains a challenge for EEG/MEG source imaging. Con-
ventional approaches yield source estimates that are either too 
sparse or blurry. Proper determination of the source extents 
requires modeling the functional interactions between sources 
within local patches [3]. Moreover, the majority of existing source 
imaging methods assume temporal independence (i.e., the source 
estimation is applied to each time point separately), which ignores 
the temporal dynamics structure clearly present in many EEG/
MEG measurements. Naturally, the information afforded by this 
structure could be employed to further regularize the solution 
space and lead to performance improvement. A promising future 
research direction is to develop new Bayesian methods that inte-
grate spatial and temporal modeling at the local patch level and 
leverage SBL techniques to automatically infer the patch size.

JOINT IMAGING OF ACTIVITY
AND FUNCTIONAL CONNECTIVITY
Current approaches to functional connectivity imaging with EEG/
MEG data comprise first performing imaging estimates and, sub-
sequently, conducting functional connectivity analyses. In princi-
ple, these two steps could be integrated within a single framework. 
However, few efforts have been undertaken to integrate such esti-
mates for functional connectivity due to the large number of 
parameters and model complexity.

LEARNING MODEL STRUCTURE
The essence of Bayesian modeling is to capture the inherent data 
structure. In a probabilistic graphical model, the inference task is 
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[TABLE 3] RESOURCES RELATED TO BAYESIAN INFERENCE AND RELATED TOPICS.

TOPIC WEB RESOURCES

VB METHODS HTTP://WWW.VARIATIONAL-BAYES.ORG

GIBBS SAMPLING (BUGS) HTTP://WWW.MRC-BSU.CAM.AC.UK/SOFTWARE/BUGS/

SPARSE LEARNING HTTP://WWW.MIKETIPPING.COM/DOWNLOADS.HTM

HTTP://SPAMS-DEVEL.GFORGE.INRIA.FR

HTTP://WWW.YELAB.NET/SOFTWARE/SLEP

NB (GP) HTTP://WWW.GAUSSIANPROCESS.ORG

NB (DP) HTTPS://CRAN.R-PROJECT.ORG/PACKAGE=DPPACKAGE

DEEP LEARNING HTTP://DEEPLEARNING.NET/SOFTWARE_LINKS/
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[FIG12] Results for EEG face processing data from the Champagne algorithm: (a) two early visual responses in the occipital cortex with the 
time courses and (b) four ventral activations in (or near) the face fusiform area with time courses showing peaks around 170 milliseconds 
[ventral side of brain shown in (b), with the right hemisphere on the right]. (Figure adapted with permission from [41].)

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

_______________________

____________________________

___________________

_____________________

____________________

___________________________

____________________________

____________________

http://www.variational-bayes.org
http://www.mrc-bsu.cam.ac.uk/SOFTWARE/BUGS/
http://www.miketipping.com/downloads.htm
http://spams-devel.gforge.inria.fr
http://www.yelab.net/software/slep
http://www.gaussianprocess.org
https://cran.r-project.org/package=dppackage
http://deeplearning.net/software_links/
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [35] JANUARY 2016

to identify the parameters or hyperparmeters specified by the 
model. In EEG/MEG data analysis, model specification is often 
empirically determined by researchers, according to certain 
hypotheses. This is not viable in exploratory analyses where the 
knowledge regarding the model structure is weak or even unavail-
able (e.g., in the functional connectivity analysis where the 
involved brain regions are unknown a priori). How to infer the 
graphical model structure remains an active research topic [45], 
[46]. For other observed input variables, it is also important to 
identify the causal or statistical dependency (including temporal 
delay) between the input and observed EEG/MEG signals.

DEVELOPMENT OF EFFICIENT INFERENCE 
AND OPTIMIZATION ENGINES
It is our belief that BML will play an important role in modern 
EEG/MEG signal processing applications. In comparison to the 
standard signal processing or likelihood-based inference, BML 
comes at the cost of increasing computational complexity, which 
is particularly problematic for EEG/MEG brain imaging in the 
high-resolution source space. Therefore, development of approxi-
mate, computationally efficient Bayesian inference algorithms 
(including parallel or distributed modules) remains an active task 
in the research field.

One direction is to exploit the data structure or to impose con-
straints (e.g., sparsity in space or time) in the model and restrict 
the parameter search space, in which compressed sensing idea can 
be further explored [47]. Another interesting direction is to employ 
the so-called Bayesian optimization technique, which aims to auto-
matically tune the parameters and hyperparameters in HB models.

BAYESIAN DEEP LEARNING METHODS
Nonlinear features have been investigated and proven useful in 
EEG/MEG applications such as BCIs and epileptic seizure predic-
tion. Commonly, spatiotemporal or spectral-temporal features are 
manually selected, which are mostly based on second-order sta-
tistics (e.g., power spectra, eigenvectors of covariance). To over-
come these limitations, it is desirable to automatically extract 
nonlinear or high-order features that are tailored to the proper-
ties of signals of interest [48]. Deep learning is an emerging fea-
ture learning method by composing multiple nonlinear 
transformations of the data to produce more abstract yet poten-
tially more useful representations [49]. It typically combines bot-
tom-up (unsupervised, step one) inference and top-down 
(supervised, step two) learning procedures. Although deep learn-
ing was primarily developed for discriminative learning (which is 
in contrast to generative models and probabilistic inference), 
Bayesian analysis can be integrated with deep learning to extract 
optimal features.

Recently, deep learning has been demonstrated with a supe-
rior performance in an EEG-based BCI application [48]. However, 
to the best of our knowledge, Bayesian deep learning has not been 
explored in EEG/MEG applications. As deep learning often 
involves a multilayer network architecture (Figure 13), identify-
ing the optimal network architecture is an important task. With 
the optimal or suboptimal network architecture inferred from 

Bayesian analysis, Bayesian deep learning will have great poten-
tial for EEG/MEG feature extraction.

From a Bayesian modeling viewpoint, the number of hidden 
layers and the number of hidden factors (i.e., latent variables) for 
each layer need to be determined, and both of them can be poten-
tially infinite [49]. Each hidden factor in hidden layers may corres-
pond to certain higher-order features extracted from the EEG time 
series. Hierarchical NB model provides a principled approach to 
this solution. In [50], the authors proposed a generative deep net-
work architecture and imposed an infinity structure both latently 
and hierarchically. At the stage of unsupervised learning, Gibbs 
sampling can be used to infer the hidden factors and connection 
weights between layers. At the stage of supervised learning, super-
visory signals yt  (e.g., target labels) can be fed to the output layer, 
followed by a discriminative learning procedure [49].

In conclusion, the BML framework provides an integrated frame-
work for EEG/MEG data analysis. Despite many signal processing chal-
lenges, more advanced BML algorithmic development and successful 
EEG/MEG applications are anticipated in the forthcoming years.
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ith the increasing ubiquity and power of 
mobile devices as well as the prevalence of 

social systems, more activities in our daily 
life are being recorded, tracked, and shared, 

creating the notion of social media. Such abun-
dant and still growing real-life data, known as big data, provide a 
tremendous research opportunity in many fields. To analyze, 
learn, and understand such user-generated data, machine learning 
has been an important tool, and various machine-learning algo-
rithms have been developed. However, since the user-generated 
data are the outcome of users’ decisions, actions, and 

socioeconomic interactions, which are highly dynamic, without 
considering users’ local behaviors and interests, existing learning 
approaches tend to focus on optimizing a global objective function 
at the macroeconomic level, while totally ignoring users’ local 
interactions at the microeconomic level. As such, there is a grow-
ing need to combine learning with strategic decision making, 
which are two traditionally distinct research disciplines, to be able 
to jointly consider both global phenomena and local effects to bet-
ter understand, model, and analyze the newly arising issues in the 
emerging social media with user-generated data. In this article, we 
present an overview of the emerging notion of decision learning, 
i.e., learning with strategic decision making, which involves users’ 
behaviors and interactions by combining learning with strategic 
decision making. We will discuss some examples from social 

[Yan Chen, Chunxiao Jiang, Chih-Yu Wang, Yang Gao, and K.J. Ray Liu]

[Data analytic learning with strategic decision making]

Decision Learning

W

©IS
TO

CKPHOTO
.C

O
M

/G
EO

PA
UL

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [38] JANUARY 2016

[FIG1] Decision learning: bridging learning and strategic decision making. Learning and decision making are traditionally two distinct 
research disciplines. Bridging them allows us to jointly consider both global and local effects to better understand, model, and analyze 
user-generated data from social media.

Learning

Strategic
Decision Making

Decision Learning

media with real data to show how decision learning can be used to 
better analyze users’ optimal decision from a user’s perspective, as 
well as design a mechanism from the system designer’s perspec-
tive to achieve a desirable outcome.

INTRODUCTION
With the rapid development of communication and information 
technologies, the last decade has witnessed a proliferation of 
emerging social systems that help to promote the connectivity of 
people to an unprecedentedly high 
level. Examples of these emerging sys-
tems can be found in a wide range of 
domains, from online social networks 
like Facebook or Twitter to crowd-
sourcing sites like Amazon Mechani-
cal Turk or Topcoder where people 
solve various tasks by assigning them 
among a large pool of online workers 
to online question-and-answer (Q&A) 
sites like Quora or Stack Overflow where people ask all kinds of 
questions, and all the way to new paradigms of power systems like 
smart grid. In a social system, there are two key characters: the sys-
tem designer, who designs the social system, and the users, who 
participate in the social system and generate the data.

Because of the increasing ubiquity and power of mobile 
devices, the prevalence of social systems, and the rise of cloud data 
storage, our daily activities are increasingly being recorded, 
tracked, and shared. Big data provides a tremendous research 
opportunity in many fields, for example, behavior and sentiment 
analysis, epidemics and diseases propagation modeling, grid and 
network traffic management, and financial market trends track-
ing, just to name a few.

Machine learning has been an important tool to understand 
user-generated data, [1], [2]. Learning aims to use reasoning to 
find new, relevant information, given some background knowl-
edge through representation, evaluation, and optimization. How-
ever, there are some limitations and constraints. For example, the 
generalization assumption that the training set is statistically 

consistent with the testing set is often not true because users 
behave differently at different times and under different settings. 
Moreover, the single-objective function cannot address all inter-
ests of users since interests vary and, thus, there will be different 
objective functions. Besides, users are rational and naturally self-
ish, so they want to optimize their own objective functions [3], [4]. 
In addition, the data are the outcome of users’ interactions, while 
learning algorithms cannot naturally involve users’ individual 
local interests. Therefore, the knowledge contained in the data is 

difficult to fully exploit from such a 
macroscopic view.

Existing learning approaches 
tend to focus on optimizing a global 
objective function at the macroeco-
nomic level but totally ignore users’ 
local decisions and interactions at 
the microeconomic level. Indeed, 
user-generated data are the outcome 
of users’ decisions, actions, and their 

social–economic interactions, which are highly dynamic, and, 
thus, the interactions of users and their decision-making process 
should be taken into consideration. As such, there is a growing 
need to bridge learning and strategic decision making to be more 
effective in mining, reasoning, and extracting knowledge and 
information from big data.

Yet there is a missing link. Traditionally, both learning and 
decision making are two distinct research disciplines. Success-
fully bridging them allows us to jointly consider both global phe-
nomena and local effects to better understand, model, and 
analyze user-generated data from social media. Besides, learning 
is for making optimal decisions. In essence, learning and decision 
making are destined to couple due to the network externality, i.e., 
the influence of other users’ behaviors on one user’s reward [5]. 
In this article, we describe the emerging research field of decision 
learning, i.e., learning with strategic decision making, which 
involves users’ behaviors and interactions by combining learning 
with strategic decision making, as illustrated in Figure 1. In deci-
sion learning, there are two major elements of data-driven issues: 

LEARNING APPROACHES TEND TO 
FOCUS ON OPTIMIZING A GLOBAL

OBJECTIVE FUNCTION AT THE 
MACROECONOMIC LEVEL BUT

TOTALLY IGNORE USERS’ LOCAL
DECISIONS AND INTERACTIONS 

AT THE MICROECONOMIC LEVEL.
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one is the modeling, analysis, and understanding of user behav-
iors and their interactions, and the other is the design of mecha-
nisms to achieve the desired outcomes. The former considers the 
issues from user perspectives, while 
the latter is motivated by the sys-
tem’s point of view.

In contrast to traditional net-
works and systems, where users are 
constrained by fixed and predeter-
mined rules, user interactions in 
social networks are generally self-
enforcing [6], [7]. On the one hand, 
users in these systems have great 
flexibility in their actions and have 
the ability to observe, learn, and make intelligent decisions. On the 
other hand, because of their selfish nature, users will act to pur-
suit their own interests, which often conflict with other users’ 
objectives and the system designer’s goal. These new features call 
for new theoretical and practical solutions to the designs of social 
networks. How can system designers design their systems to 
resolve the conflicting interests among users? And given the vari-
ous and conflicting interests among users, how is the desired sys-
tem-wide performance achieved?

The aforementioned questions motivate the study of user 
behaviors and incentive mechanisms in social systems. Incentive 
mechanisms refer to schemes that aim to steer user behaviors 
through the allocation of various forms of rewards, such as mone-
tary rewards, virtual points, and reputation status. Plenty of empiri-
cal evidence can be found in the social psychology literature that 
demonstrates user behaviors in social networks are indeed highly 
influenced by these rewards [8]–[13]. Although we can use the 
social psychology literature to learn what factors influence user 

behaviors and, thus, can be used as rewards, how to allocate the 
rewards to achieve the desired user behavior is still not well under-
stood, which leads to ad hoc or poor designs of incentive mecha-

nisms in many social networks in 
practice. How can we fundamentally 
understand user behavior under the 
presence of rewards in social net-
works? Moreover, based on such 
understanding, how should a system 
developer design incentive mecha-
nisms to achieve various objectives in 
a systematic way?

The focus of this article is to open 
a discussion in a tutorial way of an 

emerging field, termed decision learning, which jointly combines 
learning with decision making toward a better fundamental under-
standing of user behaviors embedded under the tsunami of user-
generated big data. In this article, we present three game-theoretic 
frameworks (readers who are interested in the preliminaries of 
game theory are referred to [3], [4], [6], [7], and [14]) to formally 
model user participation and interactions under various scenarios 
in social networks: decision learning with evolutionary user behav-
ior, decision learning with sequential user behavior, and decision 
learning with mechanism design. A high-level comparison of the 
three frameworks is shown in Figure 2. On the evolutionary behav-
ior, how information diffuses over online social networks using a 
graphical evolutionary game will be presented [15], [16], and the 
focus will be on how to learn users’ utility function from Twitter 
and MemeTracker data for understanding and modeling strategic 
decision making; on the sequential behavior, how customers learn 
and choose the “best” deals using the Chinese-restaurant-game 
framework will be considered [17], [18]. In addition, Groupon deals 
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[FIG2] A high-level comparison of decision learning with evolutionary user behavior, decision learning with sequential user behavior, 
and decision learning with mechanism design.

LEARNING AIMS TO USE 
REASONING TO FIND NEW, 
RELEVANT INFORMATION, 

GIVEN SOME BACKGROUND
KNOWLEDGE THROUGH 

REPRESENTATION, EVALUATION, 
AND OPTIMIZATION.
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and Yelp rating data will be used to discuss how users can learn 
from each other’s interactions for better strategic decision making. 
On the mechanism design, how to design the mechanism to collect 
high-quality data with low cost from 
crowdsourcing will be illustrated [19]. 
Using these frameworks, we can theo-
retically analyze and predict user 
behaviors through equilibrium analy-
sis. And, based on the analysis, one 
can optimize in a systematic way the 
design of incentive mechanisms for 
social networks to achieve a wide 
range of system objectives and analyze 
their performances accordingly. Finally, recent related works on 
the intersection of learning and strategic decision making will be 
surveyed and discussed.

USER BEHAVIOR MODELING AND ANALYSIS
IN DECISION LEARNING
In this section, we will address decision learning from the user’s 
point of view. Both the evolutionary and sequential user behaviors 
are commonly exhibited in social systems. How learning with stra-
tegic decision making may arise from both settings will be illus-
trated, first with information diffusion over online social networks 
using the graphical evolutionary game framework from Twitter 
and MemeTracker data, and then with the optimal restaurant 
strategy using the Chinese-restaurant-game framework from both 
Groupon deals and Yelp ratings, respectively.

EVOLUTIONARY USER BEHAVIOR: GRAPHICAL 
EVOLUTIONARY GAME FRAMEWORK
One typical user behavior in social systems is the repetitive and 
evolutionary decision making. A good example is that users 
repetitively decide whether to post information or not on online 
social networks. Figure 3 shows the top 50 threads in the news 
cycle with highest volume for the period of 1 August–31 October 
2008, where each thread consists of all new articles and blog 
posts containing a textual variant of a particular quoted phrase. 
The five large peaks between late August and late September 
corresponding to the Democratic and Republican National Con-
ventions illustrate the spread of comments and phrasing by can-
didates. Notice that the information forwarding is often not 
unconditional. One has to make a decision on whether or not to 
do so based on many factors, such as if the information is excit-
ing or if friends are interested in it, etc. Other examples include 
repetitive online purchasing and review posting.

We find that, in essence, the repetitive and evolutionary decision-
making process on social systems follows the evolution process in 
natural ecological systems [21]. It is a process that evolves from one 
state at a particular instance to another when information is shared 
and a decision is made. Thus, the evolutionary game is an ideal tool 
to model and analyze the social system users’ repetitive and evolu-
tionary behavior. Evolutionary game theory (EGT) is an application 
of the mathematical theory of games to the interaction-dependent 
strategy evolution in populations [21]. Arising from the realization 

that frequency-dependent fitness introduces a strategic aspect to 
evolution, EGT becomes an essential component of a mathematical 
and computational approach to biological contexts, such as genes, 

viruses, cells, and humans. Recently, 
EGT has also become of increased 
interest to economists, sociologists, 
anthropologists, and social scientists. 
Here, we show how the evolutionary 
game theory is deployed to study 
users’ repetitive and evolutionary 
behavior in social systems.

In the setting of our consideration, 
the social system user topology can be 

treated as a graph structure, and the user with a new decision can be 
regarded as the mutant. By considering the decision-making process 
as the mutant-spreading process [to forward or not to forward when 
an event (mutation) takes place], the graphical evolutionary game 
provides us with an analytical means to find the evolutionary dynam-
ics and equilibrium of user behavior.

GRAPHICAL EVOLUTIONARY GAME FRAMEWORK
In EGT, the utility of a player is referred to as fitness [22]. Specifi-
cally, the fitness U  is a linear combination of the baseline fitness 
(B) representing the player’s inherent property and the player’s 
payoff (U), which is determined by the predefined payoff matrix 
and the player’s interactions with others as follows:

( ) ,B U1 a aU = - + (1)

where the combining weight a  is called the selection intensity.
One can interpret that one’s fitness is not only determined by 
one’s own strength, but also from one’s environment affecting 
with a selection intensity .a  The case that 0"a  represents the 
limit of weak selection [23], while 1"a  denotes strong selection. 
The selection intensity can also be time varying, e.g., ,e ta b= f-

which means that the contribution of game interaction decreases 
with time.

With the fitness function, the EGT studies and characterizes 
how a group of players converge to a stable equilibrium after a 
period of strategic interactions. Such a final equilibrium state is 
called the evolutionarily stable state (ESS), which is “a strategy 
such that, if all members of the population adopt it, then no 
mutant strategy could invade the population under the influ-
ence of natural selection” [21]. In other words, even if a small 
fraction of players may not be rational and take out-of-equilib-
rium strategies, ESS is still a locally stable state. How to find 
the ESSs is an important issue in EGT. One common approach 
is to find the stable points of the system state dynamic, which is 
known as replicator dynamics. The corresponding underlying 
physical meaning is that, if adopting a certain strategy can lead 
to a higher fitness than the average level, the proportion of pop-
ulation adopting this strategy will increase, and the increasing 
rate is proportional to the difference between the average fitness 
with this strategy and the average fitness of the whole popula-
tion. Note that when the total population is sufficiently large 

INCENTIVE MECHANISMS REFER 
TO SCHEMES THAT AIM TO STEER 
USER BEHAVIORS THROUGH THE 
ALLOCATION OF VARIOUS FORMS 

OF REWARDS SUCH AS MONETARY 
REWARDS, VIRTUAL POINTS, 
AND REPUTATION STATUS.
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[FIG4] The imitation strategy updating rule.
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and homogeneous, the proportion of players adopting a certain 
strategy is equivalent to the probability of one individual player 
adopting such a strategy, i.e., the strategy distribution over the 
whole population can be interpreted as each player’s mixed 
strategy, and the replicator dynamics can be interpreted as each 
player’s mixed strategy update. 

Graphical EGT studies the strategies’ evolution in such a 
structured population [24]. In the EGT, in addition to the enti-
ties of players, strategy, and fitness matrix, each game model is 
associated with a graph structure, where the vertices represent 
players and the edges determine which player to interact with. 
Since the players only have limited connections with others, 
each player’s fitness is locally determined from interactions 
with all adjacent players.

The commonly used strategy updating rules [25] are origi-
nated from the evolutionary biology field and used to model the 
mutant evolution process. Figure 4 illustrates the detailed evolu-
tion procedures of the imitation strategy update rule. In the first 
step, a user is randomly chosen from the population for imita-
tion. Then, the fitness of the chosen user and all corresponding 
neighbors is computed. Finally, the user will, in all probability, 
either be imitated by one of the neighbors or remain with the 
current strategy, with the probability being proportional to fit-
ness. There are also other rules, such as the birth–death strategy 
update rule and death–birth strategy update rule, but through 
theoretical analysis [15], we find that these rules are equivalent 
when the network degree is sufficiently large.

INFORMATION-DIFFUSION 
FORMULATION AND ANALYSIS
A social network is usually illustrated by a graph, e.g., a Facebook 
subnetwork is shown in Figure 5, where each node represents a user, 
and lines represent the relationships between users.  When some 
new information is originated from one user, the information may be 
propagated over the network, depending on other users’ actions to 
forward the information or not. For each user, whether he or she for-
wards the information is determined by several factors, including the 
user’s own interest in the information and the neighbor’s actions, in 
the sense that, if all the neighbors forward the information, the user 
may also forward the information with a relatively high probability. 
In such a case, the users’ actions are coupled with each other 
through their social interactions. This is very similar to the player’s 
strategy update in the graphical evolutionary game, where players’ 
strategies are also influenced with each other through the graph 

structure. In the graphical evolutionary 
game, a user’s strategy can influence one of 
the neighbors when the fitness of adopting 
this strategy is high. Similarly, in the infor-
mation-diffusion process, when forwarding 
the information can bring a user more utility, 
the user’s neighbors may also be influenced 
to forward the information in the near 
future. Therefore, the information-diffusion 
process can be well modeled by the graphical 
evolutionary game, as illustrated in Figure 6.

There are two possible actions for each 
user, i.e., to forward ( )S f  or not forward 
( ),Sn  and the corresponding users’ payoff 
matrix can be written as

,
u
u

u
u

ff

fn

fn

nn
e o (2)

where a symmetric payoff structure is con-
sidered, i.e., when a user with strategy S f

meets a user with strategy ,Sn each of 
them receives the same payoff .ufn Note 
that the payoff matrix is related to the fit-
ness in the graphical evolutionary game 
according to (1). The physical meaning of [FIG5] A Facebook subnetwork [16], [26].
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the payoff can be either the popularity of a user in a social network 
or the hit rate of a website. These three parameters will be learned 
from the data and then used for decision making. Under different 
application scenarios, the values of the payoff matrix may be differ-
ent. For example, if the information is related to recent hot topics 
and forwarding of the information can attract more attentions 
from other users or websites, the payoff matrix should have the 
following characteristic: .u u uff fn nn$ $  According to (1), the fit-
ness of forwarding is larger, and, thus, the probability of forward-
ing will be higher. On the other hand, if the information is about 
useless advertisements, the payoff matrix would exhibit 

,u u unn fn ff$ $  i.e., the fitness of not forwarding is higher, and, 
thus, users tend not to forward the information. Furthermore, if 
the information is supposed to be shared only within a circle, i.e., a 
small group with the same interest, the payoff matrix could exhibit 

.u u ufn ff nn$ $

Since the player’s payoff is determined by both his or her own 
strategy and the opponent’s strategy, to characterize the global 
population dynamics, we need to first derive the local influence 
dynamics as well as the corresponding influence equilibria. We 
find in [15] that the local network states, i.e., the neighbors’ strat-
egy distribution given a player’s strategy, evolve with a rate of 
order 1, while the global network state, i.e., the strategy distribu-
tion of the whole population, evolves with a rate at the order of the 
selection intensity ,a  which is much smaller than one due to the 
weak selection [23]. In such a case, the local network states will 
converge to equilibria at a much faster rate than the global net-
work state. This is because the dynamics of local network states 
are only in terms of a local area, which contains only the neigh-
bors. At such a small scale, the local dynamics can change and 
converge quite fast. On the other hand, if the dynamics of the 
global network state are associated with all users, i.e., the whole 
network, the dynamics would be much slower. Therefore, the 
global network state can be regarded as constant during the con-
vergence of influence dynamics. By doing so, the equilibria of the 
local influence dynamics can be obtained, which are found to be 
linear functions of the global network state.

With the equilibria of the local influence dynamics, the global 
population dynamics can be derived through analyzing the strat-
egy updating rules specified in the graphical evolutionary game 
[25]. It is found that the global population dynamics can be repre-
sented as a two-parameter, third-order polynomial function of the 
global network state [15]

( )
( )

( ) ( ) ( ) ( ) ( ) ,p t
k k

k k k
p t p t ap t b

1 2 1f f f f2 2

2a
=

-

- -
- +o

r

r r 6 6@ @ (3)

where ( )p tf  is the proportion of the population forwarding the 
information, ( )p tfo  is the corresponding dynamics, [ ]k E k=r  is 
the average degree of the network, [ ]k E k2 2=  is the second 
moment of the degree of the network, and a and b are two 
parameters determined by the payoff matrix shown in (2).

From (3), we can see that, given the characteristic of the net-
work, i.e., the average degree kr  and the second moment of the 
degree ,k2  the evolution dynamics of the information diffusion 
can be modeled by a simple two-parameter, third-order 

polynomial function, where the two parameters a  and b  are 
determined by the payoff in the payoff matrix, i.e., ,uff ufn and 

.unn Therefore, by learning the payoff from the data, we are able 
characterize the evolution dynamics of information diffusion 
using the evolutionary game-theoretic framework.

By evaluating the global population dynamics at the steady 
state, the global population equilibria can be found [16], which is 
zero (no user shares the information with the neighbors), one 
(all users share the information with their neighbors), or only a 
portion of users share the information with their neighbors 
where the amount of such users is purely determined by the pay-
off matrices as follows:

,
,

( / ) ( )
( / ) ( ) ( ) ,

;
;

.

p

k k u u u
k k u u u u

u u u
u u u

0
1

2 2
2

if
if

else

*
f

2

2

fn ff nn

fn nn ff nn

nn fn ff

ff fn nn

2 2
2 2=

- - -

- - + -
r

r

Z

[

\

]
]

]]
(4)

From (4), we can see that neither user forwarding the informa-
tion can gain the most payoff, while both forwarding gains the 
least payoff, .p 0*

f =  This corresponds to the scenario where the 
released information is useless or a negative advertisement, for-
warding that can only incur unnecessary cost. On the contrary, 
both users forwarding the information can gain the most payoff, 
while not forwarding gains the least payoff, .p 1*

f =  This corre-
sponds to the scenario where the released information is an 
extremely hot topic, and forwarding it can attract more attention. 
For other cases, p*

f  lies between zero and one. For this third ESS, 
some approximations can be made as follows:

( / ) ( )
( / ) ( ) ( ) ,

,

p
k k u u u

k k u u u u

u u
u u

2 2
2

1

1

*
f 2

2

fn ff nn

fn nn nn

fn nn

fn ff
0

=
- - -

- - + -

+
-
-

ff

r

r

(5)

where the last approximation is due to /k k k2 $r r  and the assump-
tion that the average network degree k 2&r  in real social 

Graphical EGT Social Network

Graph Structure Social Network Topology

Players Users in the Social Network

Strategy

Fitness Utility from Forwarding or Not

ESS Stable Information-Diffusion State

Sf : Forward the Information
Sn: Not Forward the Information

Sf

Sf Sn

Sn

uff
ufn

ufn
unn

[FIG6] Information diffusion as a graphical evolutionary game.
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networks. We can see that, when the average network degree kr  is 
sufficiently large, the information-diffusion result is independent 
of the network scale, i.e., there is a scale-free phenomenon for the 
information-diffusion equilibrium.

EXPERIMENTS WITH REAL-WORLD DATA SETS
The real-world data sets are used to validate the proposed 
model. We first use the Twitter hashtag data set to validate the 
evolutionary population dynamics [15]. Specifically, we learn 
the payoff matrix in (2) by fitting the real temporal dynamics 
with the evolution dynamics in (3) and generate the corre-
sponding evolution dynamics based on the estimated payoff 
matrix. The Twitter hashtag data set contains the number of 
mentions per hour of 1,000 Twitter hashtags with the corre-
sponding time series, which are the 1,000 hashtags with highest 
total mention times among 6 million hashtags from June to 
December 2009 [26]. We compare our results with one of the 
most related existing works using a data mining method [20]. 
Figure 7 shows the comparison results, where the vertical axis 
is the dynamics and the mention times of different hastags per 
hour in the Twitter data set are normalized within interval [0, 1] 

and denoted by solid gray square. From the figure, we can see 
that the game-theoretic model can fit very well the real-world 
information-diffusion dynamics, better than the data mining 
method in [20] since the users’ interactions and decision-mak-
ing behaviors are taken into account.

We then use the MemeTracker data set to validate the ESS 
[16]. The data set contains more than 172 million news articles 
and blog posts from 1 million online sources [20]. When a site 
publishes a new post, it will put hyperlinks to related posts in 
some other sites published earlier as its sources. Later, the site 
will also be cited by other newer posts as well. An example is 
shown in Figure 8. In such a case, the hyperlinks between arti-
cles and posts can be used to represent the spreading of infor-
mation from one site to another. We extract five groups of sites, 
where each group includes 500 sites. Each group is regarded as 
a complete graph, and each site is considered a user. We divide 
the data set into two halves, where the first half is used to train 
the payoff matrix and the second half is used for testing. 
Figure 9 shows the results using the proposed model and the 
results from the real-world data set, from which we can see 
they match well with each other. We also depict the variances 
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[FIG7] Experimental results of the evolutionary population dynamics: (a) #googlewave, (b) #DavidArchuleta, (c) #NIN, and (d) #Tehran.
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of the estimated results in Figure 9, which shows that the sim-
ulated results are always in the variance interval of the corre-
sponding estimated results. Figure 9 also reveals the 
cohesiveness of different groups. We can see that the sites in 
Group 5 behave cohesively or share major common interests, 
while the sites in Group 1 share relatively few common inter-
ests. This is particularly interesting in advertisement or advo-
cation scenarios where certain cohesive focus groups need to 
be mined to target high return value.

SEQUENTIAL USER BEHAVIOR: 
THE CHINESE-RESTAURANT-GAME FRAMEWORK
Another distinguishing feature of social systems is that users often 
participate sequentially in their own time and space. For example, 
users sequentially Q&A sites like Yahoo! Answers and Stack Over-
flow and decide whether to provide an answer, to vote on an exist-
ing answer, or not to participate. Other examples include online 
reviews, where customers write reviews for the product they pur-
chase, and social news sites where online users post and promote 
stories under various categories.

The existence of network externality [5] in a social group dic-
tates that users’ actions and decisions influence each other. The 
network externality can be either positive or negative. When it is 
positive, users will have higher utilities when making the same 
decisions. On the contrary, when negative, users tend to make dif-
ferent decisions from others to achieve higher utilities. To achieve 
better performance, users should take into account the effect of 
network externality when making decisions.

On the other hand, users’ decisions are also influenced by their 
knowledge of the system. In general, a user’s knowledge of the sys-
tem may be very limited because of the uncertainty in observa-
tions. This limitation reduces the accuracy of the user’s decision 
and, thus, the overall system performance. The phenomenon of 
limited knowledge can be overcome through learning [27]–[30]. 
Users can learn from their previous experiences through machine-
learning techniques and/or from other users’ decisions and obser-
vations through social learning. All such information can help 
users to construct a belief, which can be probabilistic, on the 

unknown system states. In most cases, the accuracy of users’ deci-
sions can be greatly enhanced by taking the belief into account.

Therefore, to achieve the best utilities, users need to consider 
the effects of both learning and network externality when mak-
ing decisions. While there are some existing works on combining 
positive network externality with learning [31]–[33], few works 
have been done on combining negative network externality with 
learning in the literature, mainly due to the difficulty of the prob-
lem, where a user has to consider the previous users’ decisions 
and predict those of the subsequent users’ decisions. Further-
more, the information leaked by a user’s decision may eventually 
impair the utility the user can obtain. However, in practice, nega-
tive network externality commonly exists in social systems where 
users share and/or compete for resources and contents. To 
address this issue, we have developed a joint learning-decision-
making framework, called the Chinese-restaurant game [17], 
[18], to study users’ sequential learning and decision-making 
behavior in social systems.

2  8  we're not commenting on that story i'm afraid   2131865

     3  3  we're not commenting on that    489007

        2008-08-18 14:23:05  1  M  http://business.theage.com.au/business/bb-chief-set-to-walk-plank-20080818-3xp7.html

        2008-11-26 01:27:13  1  B  http://sfweekly.com/2008-11-26/news/buy-line

        2008-11-27 18:55:30  1  B  http://aconstantineblacklist.blogspot.com/2008/11/re-researcher-matt-janovic.html

     5  2  we're not commenting on that story      2131864

        2008-12-08 14:50:18  3  B  http://videogaming247.com/2008/12/08/home-in-10-days-were-not-commenting-on-that-story-says-scee

        2008-12-08 19:35:31  2  B  http://jplaystation.com/2008/12/08/home-in-10-days-were-not-commenting-on-that-story-says-scee

[FIG8] An example of a MemeTracker phrase-cluster data set [20].

[FIG9] Experimental results of the evolutionarily stable strategy.
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CHINESE-RESTAURANT-GAME FRAMEWORK
The well-known Chinese-restaurant process has been used in vari-
ous fields, including machine learning, speech recognition, text 
modeling, and object detection in images and biological data clus-
tering [34]. It offers an ideal structure to jointly formulate the 
decision-making problems with negative network externality. The 
Chinese-restaurant process is a nonparametric learning method 
for an unbounded number of objects in machine learning. In a 
Chinese-restaurant process, a restaurant has an infinite number of 
tables and customers arrive the restaurant sequentially. When a 
customer enters, he/she either joins one of the existing tables or 
requests a new table with a predetermined probability. However, 
there is not yet any notion of strategic decision making in the Chi-
nese-restaurant process.

By introducing the strategic behavior into the nonstrategic 
Chinese-restaurant process, we proposed a new framework, the 
Chinese-restaurant game [17], [18], to study the learning and 
decision-making problem with negative network externality. To 
illustrate the framework, let us start with a Chinese restaurant 
that has a fixed number of tables, and customers sequentially 
come in requesting seats at these tables. Each customer may 
request a table. Since tables are available to all customers, there 
may be multiple customers requesting to sit at the same table, 
which, thereafter, incurs the negative network externality. We can 
imagine that the more personal space a customer has, the more 
comfortable the dining experience. Moreover, when the table sizes 
are unknown to the customers (before arriving at the restaurant), 
each of them may resort to some signals (e.g., through advertise-
ments or discussions with previous customers) about the table 
sizes. By observing previous actions or signals, a user can exercise 
a learning process to make up the shortcoming of limited knowl-
edge. With the proposed Chinese-restaurant game, we are able to 
develop an analytical framework involving the learning and deci-
sion making with negative network externality.

As shown in Figure 10, in the Chinese-restaurant game, there 
is a Chinese restaurant with K tables numbered , , ..., K1 2  and 
N customers labeled , , ..., .N1 2  The table sizes are determined by 
the restaurant state !i H  and the table size functions 
{ ( ), ( ), ..., ( )} .R R RK1 2i i i  When customer i arrives, he or she 
receives a signal si about the state i  and makes a decision about 
which table to choose such that he or she can maximize his or her 
utility, based on what was observed and the prediction of future 
customers’ decisions. The prior distribution of the state 

information is assumed to be known by all customers. The signal 
is generated from a predefined distribution. Since there are uncer-
tainties on the table sizes, customers who arrive first may not 
choose the right tables, and, consequently, their utilities may be 
lower. On the other hand, customers who arrive later may eventu-
ally have better chances to get the better tables since they can col-
lect more information to make the right decisions. In other 
words, when signals are not perfect, learning can help to result in 
higher utilities for customers choosing later. Therefore, there is a 
tradeoff between more choices when playing first and more accu-
rate signals when playing later. To study this tradeoff, some ques-
tions need to be answered: How can customers learn from their 
own signals and the information revealed by other customers? 
How can customers predict the decisions of future customers? 
And what are the best strategies for the customers? 

To study how customers learn from the revealed information 
from others and their own signals, we first introduce the concept 
of belief to describe customers’ uncertainty about the system state. 
One customer’s belief on the system state is the conditional proba-
bility of the system state, given all the information observed by the 
customer, as follows:

{ | ( | , , ), },g h gg g P l s l, ,i i l i l i i 0 6 !i H= = = (6)

where { , , ..., }h s s si i1 2 1= -  is the signals observed by customer ,i
and { | ( ), }g g g P l l, ,l l0 0 0 6 !i H= = =  is the prior distribution.

With Bayesian learning [29], rational customers use Bayes’ 
rule to find the optimal estimate about the system state and 
update their belief on the system state as follows:

( , | )
( , | )

.
h

h
g

g P s l
g P s l

,
,

,
i l

ll i i

l i i

0

0

i

i
=

=

=

!H
lll

/ (7)

Because of their rationality and selfish nature, customers will 
choose their strategies to maximize their own utilities. In such a 
case, considering the incomplete information about the future cus-
tomers, the best response of a customer is to maximize his or her 
expected utility based on all the observed information as follows:

( , , ) ( ( ), ) | , , , ,BE n h n harg maxs E U R n s x j*
i i i i i j j i i i i

j
i= =6 @ (8)

where n*
j  is the final number of customers choosing table ;j

( ( ), )U R n*
i j ji  is the utility of customer i  choosing table ;j

{ , , ..., }nn n ni i i iK1 2=  is the grouping observed by customer ,i
with nik being the number of customers choosing table k before 
customer ;i and xi is the action of customer .i

Note that the best response is determined by the final group-
ing, which depends on the subsequent customers’ decisions. 
Since the decisions of subsequent customers are unknown to a 
customer when the customer is making the decision, a closed-
form solution to the best response function is generally impossi-
ble and impractical. To find the best response for each customer, 
a recursive method based on backward induction is designed [18]. 
The key idea is to use the next customer’s best response 

( , , )BE n hsi i i i1 1 1 1+ + + +  to derive the current customer’s best 
response .( , , )BE n hsi i i i

1 2 K. . .Table

Customer

Signal

1 2 3 4 5 6 7 8

s1 s2 s3 s4 s5 s6 s7 s8

[FIG10] A system model of the Chinese-restaurant game.
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With the best-response function, a customer’s optimal deci-
sion is purely determined by the received signal given the group-
ing, i.e., the number of customers at each table and the 
information revealed by other customers. Therefore, we can parti-
tion the signal space into subspaces where within each subspace 
the customer will choose a specific table. By integrating the sig-
nal over each subspace, we can derive a recursive form of the 
probability mass function for the final grouping, i.e., the final 
number of customers at each table. With the recursive form of 
the final grouping, the expected utility of each customer can be 
computed, and the best response of all customers using backward 
induction can be derived.

From previous discussions, we can see that the learning and 
decision making in the Chinese-restaurant-game framework are 
interweaved. On one hand, customers learn the system state from 
the information revealed by previous customers for better deci-
sion making. On the other hand, the decisions and information 
revealed by the customers will affect subsequent customers’ 
learning and decision-making processes. Moreover, before any 
decision making, the utility function in (8) needs to be learned 
from the real data.

EXPERIMENTS WITH REAL DATA 
FROM SOCIAL SYSTEMS
We use deal selection on Groupon as an example to illustrate 
the Chinese-restaurant-game framework. Many have the experi-
ences that some deals on Groupon look good but eventually 
turn out to have poor quality because of the overwhelming 
number of customers showing up at the same time, i.e., the 
negative network externality is at work. By collecting the data 
on Groupon and Yelp around the Washington, D.C., area for 
eight months, we indeed observe the decline of Yelp review rat-
ings after some successful Groupon deals, as depicted in 
Figure 11. One can see a nonlinear decline function in review 
ratings. Let us use the real Yelp rating data to train the utility 
function of customers by approximating it as a linear model, as 
shown in Figure 12(a). Then, based on (8), we evaluate the 
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[FIG11] Yelp star rating declines after a successful Groupon deal.

[FIG12] (a) Utility function modeling using real data from 
Groupon and Yelp and (b) the performance comparison of our 
method with the learning method without negative network 
externality.
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[FIG13] A new restaurant’s strategy: the number of customers choosing the restaurant with (a) low quality and (b) high quality and the 
result of the revenue of the (a) low-quality and (b) high-quality restaurants.

average utility, which is the average review rating customers 
can obtain. A comparison was made between the decision-learn-
ing method, denoted as learning with negative network exter-
nality, and that which does not consider negative network 
externality, denoted as learning without negative network 
externality. Note that the former considers the interplay 
between the learning and decision making, while the latter only 
considers the learning of system state but totally ignores the 
influence among customers’ decision making. The results are 
shown in Figure 12(b). One can see that by combing learning 
with negative network externality, the proposed method can 
achieve much better utility for customers.

We further study the best pricing and promotion strategy of 
a new restaurant under the Chinese-restaurant-game frame-
work. Let us consider two restaurants. One is always of high 
quality, and the other is a new restaurant, which could be of low 
or high quality. The same utility function trained from the real 
data in the above experiment is used to infer the strategy. The 
results are shown in Figure 13. One can see that if the new res-
taurant is of low quality, then the number of customers 

choosing the new restaurant decreases as signal quality 
increases and vice versa. One can also see that the optimal deal 
price of the high-quality restaurant is higher than that of the 
low-quality restaurant. Therefore, the high-quality restaurant 
should make every effort to increase the signal quality, while the 
low-quality restaurant should hide the quality information and 
use a low deal price to attract customers to increase the reve-
nue. This offers a vivid example of using data to learn and come 
out with an optimal strategy.

EXTENSION TO THE CHINESE-RESTAURANT-GAME FAMILY
We have discussed the Chinese-restaurant game under a fixed 
population setting, i.e., there are a finite number of customers 
choosing the tables sequentially. However, in some applications, 
customers may arrive and leave the restaurant at any time, 
which results in the dynamic population setting. Examples 
include cloud storage service selection, deal selection on Grou-
pon, and Wi-Fi access point selection in a conference hall [35]. 
In such a case, the utilities of customers will change from time 
to time because of the dynamic number of customers on each 
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table. To tackle this challenge, we 
have extended the Chinese-restau-
rant game to the dynamic popula-
tion setting [36], [37], where we 
consider the scenario that custom-
ers may arrive and leave the restau-
rant with, e.g., a Poisson process. With such a dynamic 
population setting, each newly arriving customer not only 
learns the system state according to the information received 
and revealed by former customers, but also predicts the future 
customers’ decisions to maximize the utility.

The Chinese-restaurant game is proposed by introducing stra-
tegic decision-making into the Chinese-restaurant process, where 
each customer can choose one table to maximize the utility. 
However, in some applications, users may want to simultaneously 
choose multiple resources. For example, mobile terminals may 
access multiple channels, cloud users may have multiple cloud 
storage services, and students may take multiple online courses. 
To further generalize the setting, we have introduced strategic 
decision making into another well-known random process, the 
Indian-buffet process [38], and develop a new framework, called 
the Indian-buffet game, to study the learning and decision-mak-
ing problem with negative network externality under the scenario 
that customers can have multiple choices [39]. In the Indian-buf-
fet game framework, we also consider multislot interactions 
where customers can interact and make decisions repeatedly, and 
only partial information is revealed, i.e., customers only reveal 
beliefs instead of full signals to others. We use the non-Bayesian 
social learning to learn from each other to improve the knowl-
edge of the system and thus make better decisions. Similar exten-
sion can be applied to multiarmed-bandit problems by 
introducing decision-making processing into their formulation.

MECHANISM DESIGN IN
DECISION LEARNING
In this section, we will address deci-
sion learning from the system point 
of view. Can we design mechanisms 
for users to learn the desired behav-

ior and thus achieve the goals of the system designer, as shown in 
Figure 14? In the following, we will use microtask crowdsourcing 
to illustrate how to design a mechanism to obtain high-quality 
data for data analytics.

One key factor for the success of supervised and semisuper-
vised learning is a large-scale labeled data set [1], [2]. In gen-
eral, a larger-scale data set will lead to a more accurate model 
and, thus, better performance. However, large-scale annota-
tion is very expensive, which often becomes one of the bottle-
necks of supervised and semisupervised learning. To address 
this challenge, microtask crowdsourcing, with access to a 
large and relatively cheap online labor pool, is a promising 
method since it can generate large volume of labeled data in a 
short time at a much lower price compared with traditional 
in-house solutions. An example of microtask crowdsourcing is 
illustrated in Figure 15.

On the other hand, because of the lack of proper incen-
tives, microtask crowdsourcing suffers from quality issues. 
Since workers are paid a fixed amount of money per task 
they complete, it is profitable for them to provide random or 
bad-quality solutions to increase the number of submissions 
within a certain amount of time or with the least effort. It 
has been reported that most workers on Mturk, a leading 
marketplace for microtask crowdsourcing, do not contribute 
high-quality work [40]. To address this issue, a common 
machine-learning solution is to either add a data-curation 

[FIG14] An illustration of mechanism design. Users may behave randomly without a well-designed mechanism, which can greatly 
degrade the system performance. Through mechanism design, the system designer can guide users to learn the desired behavior and 
thus achieve the expected goals at the system level.
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[FIG16] The state transition diagram of the incentive mechanism .Mt
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phase to filter out low-quality data or to modify the learning 
algorithm to accept noisy labels [41]–[45].

In contrast to existing machine-learning solutions, we tackle 
such a problem by incentivizing the high-quality data in the first 
place [19], e.g., from the workers. This problem is challenging 
because of the inherent conflict between incentivizing high-quality 
solutions from workers and maintaining the low-cost advantage of 
microtask crowdsourcing for requesters. On one hand, requesters 
typically have a very low budget for each task in microtask crowd-
sourcing. On the other hand, the implementation of incentive mech-
anisms is costly as the operation of verifying the quality of submitted 
solutions is expensive [41]. Such a conflict makes it extremely chal-
lenging to design proper incentives for microtask crowdsourcing and 
motivates us to ask the following question: What incentive mecha-
nisms should requesters employ to collect high-quality solutions in a 
cost-effective way? In a general sense, the core problem is how to 
design mechanism for obtaining good data.

To answer the question, we first study and model the behavior of 
workers. Specifically, let us consider a model with strategic workers, 
where the action of a worker is the quality of the solution [ , ]q 0 1!

and the primary objective of a worker is to maximize his or her own 
utility, defined as the reward he or she will receive minus the cost of 
producing solutions of a certain quality ( ) .qc  Based on this model, 
we analyze two basic mechanisms that are widely adopted in existing 
microtask crowdsourcing applications: reward consensus mecha-
nism Mc and reward accuracy mechanism Ma  [19].

REWARD CONSENSUS MECHANISM Mc

With this mechanism, a task is assigned to multiple workers. Only 
the same answer that is submitted by the majority of workers will 
be chosen as the correct solution and the workers whose solution 
agrees with the correct one will receive a positive reward. Through 
analyzing this mechanism, we find that there exists a minimum 
mechanism cost per task to obtain high-quality solutions [19]

( ),C c3 1*
Mc = l (9)

where ( )c 1l  is the first-order derivative of the cost function ( )c q
evaluating at the desired solution quality .q 1=

REWARD ACCURACY MECHANISM Ma

This mechanism assigns each task only to one worker. The requester 
evaluates with a certain probability the quality of submitted solutions 
directly, where each validation incurs a constant cost .d The valida-
tion can be erroneous with a probability of .f  The workers whose 
solutions are not evaluated or evaluated and confirmed as correct 
will receive a positive reward. Through analyzing this mechanism, 
we again find that there exists a minimum mechanism cost per task 
to obtain high-quality solutions [19]
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From (9) and (10), we can see that to obtain high-quality solu-
tions using the two basic mechanisms (Mc  and ),Ma  the unit cost 
incurred by requesters per task is subject to a lower bound con-
straint, which is beyond the control of requesters. In case that the 
budget of the requester is lower than the minimum cost constraint, 
it becomes impossible for the requester to achieve the desired quality 
solutions with these two basic mechanisms. In other words, neither 
of these two basic mechanisms is cost effective.

INCENTIVE MECHANISM VIA TRAINING Mt

To tackle this challenge, we design a cost-effective mechanism by 
employing quality-aware worker training as a tool to stimulate 
workers to provide high-quality solutions [19]. Different from cur-
rent microtask crowdsourcing applications where training tasks 
are usually assigned to workers at the very beginning and are irrel-
evant to the quality of submitted solutions, we use the training 
tasks in a more effective way by assigning them to workers when 
they perform poorly. That is, when a worker performs poorly, he/
she will be required to enter a training session without a reward to 
regain accreditation to be able to go back to perform in the regular 
session with a reward.

With the introduction of quality-aware training tasks, there 
will be two system states in our proposed mechanism: the work-
ing state and the training state. The working state is for produc-
tion purposes, where workers work on standard tasks in return 
for rewards, while the training state is an auxiliary state, where 
workers do a set of training tasks to gain qualifications for the 

[FIG15] An example of microtask crowdsourcing.
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working state. The state transition 
diagram is shown in Figure 16, 
where ( , )P q qw w wu  represents the 
probability of a solution with quality 
qw being accepted in the working 
state when other submitted solu-
tions from the working state are of 
quality ,qwu  and ( )P qt t  is the proba-
bility of a worker who produces solu-
tions of quality qt at the training 
state being allowed to enter the 
working state next time.

From Figure 16, we can see that the current action of a 
worker will affect the future system state of the worker. In other 
words, the quality of a worker’s solution to one task will affect 
not only the worker’s immediate utility but also his future util-
ity due to the possible change of the system state. Such a depen-
dence provides requesters with an extra degree of freedom in 
designing incentive mechanisms and thus enables them to col-
lect high-quality solutions while still having control over their 
incurred costs.

To find the optimal action, each worker must solve a Markov 
decision process (MDP), according to the state transition dia-
gram shown in Figure 16; the MDP faced by each worker also 
depends on other workers’ actions. In essence, this is a challeng-
ing game-theoretic MDP problem [19]. Through analyzing the 
incentive mechanism ,Mt we find that, as long as the number of 
training tasks is large enough, there always exists a desirable 
equilibrium where workers submit high-quality solutions at the 
working state. In other words, given any parameters in the work-
ing state, one can always guarantee the existence of a desirable 
equilibrium through the design of the training state. When the 
desirable equilibrium is adopted by all workers by following a 
certain design procedure, the minimum mechanism cost is the-
oretically proved to be zero [19], i.e.,

,C 0*
Mt = (11)

which means that one can collect 
high-quality solutions with an arbi-
trarily low cost. In other words, given 
any predetermined budget, the 
incentive mechanism Mt enables the 
requester to collect high-quality 
solutions while still staying within 
the budget.

Notice that one can easily achieve 
better learning purposes with the 
high-quality data collected by the 

incentive mechanism .Mt Therefore, through modeling and ana-
lyzing users’ strategic decision-making processes, one can design 
mechanisms from the system point of view to steer users’ strategic 
behaviors to obtain better-quality data for better learning.

REAL BEHAVIORAL EXPERIMENTS
A set of behavioral experiments are conducted to test the incentive 
mechanism Mt in practice. We evaluate the performance of partici-
pants on a set of simple computational tasks under different incen-
tive mechanisms. We compare the incentive mechanism Mt with 
the reward accuracy mechanism ,Ma where the quality of submitted 
solutions is evaluated with a certain probability.

There are 41 participants in our experiments, most of whom 
are engineering graduate students. We use the accuracy of each 
participant as an indicator to the effectiveness of the incentive 
mechanisms, and the results are shown in Figure 17, where 
(a) shows the results of the reward accuracy mechanism Ma with 
sampling probability 1, i.e., every submitted solution is evaluated; 
(b) shows the results of the reward accuracy mechanism Ma  with 
sampling probability 0.3, i.e., 30% of the submitted solutions are 
evaluated; and (c) shows the results using the incentive mecha-
nism Mt  with the sampling probability as that in (b).

As shown in Figure 17(a), with the highest sampling proba-
bility, most participants respond positively by submitting solu-
tions with very high qualities. There is only one participant who 
had relatively low accuracy compared with others in that he/she 

[FIG17] Histogram of accuracy: (a) the results using the reward accuracy mechanism Ma with sampling probability 1; (b) the results 
using the reward accuracy mechanism Ma  with sampling probability 0.3; and (c) the results using the incentive mechanism Mt with 
sampling probability 0.3.

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

Accuracy

N
um

be
r 

of
 W

or
ke

rs

(a)

0 0.2 0.4 0.6 0.8 1
Accuracy

(b)

0 0.2 0.4 0.6 0.8 1
Accuracy

(c)

0

5

10

15

20

25

N
um

be
r 

of
 W

or
ke

rs

0

5

10

15

20

N
um

be
r 

of
 W

or
ke

rs

A COMMON MACHINE-
LEARNING SOLUTION IS TO 

EITHER ADD A DATA-CURATION 
PHASE TO FILTER OUT 

LOW-QUALITY DATA OR TO 
MODIFY THE LEARNING
ALGORITHM TO ACCEPT 

NOISY LABELS.
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was playing the strategy of avoiding difficult tasks according to 
our exit survey. When a much lower sampling probability of 0.3 
is used, it becomes profitable to increase the number of submis-
sions by submitting lower-quality solutions, as most errors will 
simply not be detected. This explains why the majority of partic-
ipants had very low accuracies, as shown in Figure 17(b). Nota-
bly, a few workers, five of 41, still exhibited very high accuracies 
in this case. Our exit survey suggests that their behaviors are 
influenced by a sense of work ethics, which prevents them from 
playing strategically to exploit the mechanism vulnerability. 
With the incentive mechanism ,Mt as the introduction of train-
ing tasks makes it more costly to submit wrong solutions, par-
ticipants need to reevaluate their strategies to achieve a good 
tradeoff between accuracy and the number of submitted tasks. 
From Figure 17(c), we can see that the accuracy of the partici-
pants with the incentive mechanism Mt  has a very similar dis-
tribution to that of the group using the reward accuracy 
mechanism Ma with the highest sampling probability. There-
fore, through the use of quality-aware worker training, the 
incentive mechanism Mt  can greatly improve the effectiveness 
of the basic reward accuracy mechanism Ma with a low sam-
pling probability to a level that is comparable to the one that 
has the highest sampling probability.

RELATED WORKS
Although not referred to specifically as decision learning, there 
has been a growing body of literature in recent years on the 
intersection of learning and strategic decision making, as 

summarized in Figure 18. One class of related works is learning 
to understand how human beings make strategic decisions from 
real data. For example, classical machine-learning techniques 
are used in [46] to predict how people make and respond to 
offers during negotiations and how they reveal information and 
their response to potential revelation actions by others. Their 
results showed that the strategies derived from machine-learn-
ing algorithms, even when not optimal, can beat real human 
beings [46]. The year-long study of empirical data shows that an 
experienced human being in a repeated game will be more 
cooperative but turn the tables more definitely when he or she 
is betrayed by the opponent [47]. Additionally, the study in [48] 
shows that human beings have very limited memory space and 
computation capability, which limits the optimality of their 
decisions. It has also been shown in [49] that a dynamic belief 
model, by ignoring the older signals in constructing the belief, 
works best in predicting human decisions. Through empiri-
cally analyzing the purchase history on Taobao, a large-scale 
online shopping social network, Guo et al. revealed that a real 
human values purchase experiences shared by his or her  
friend and would be willing to pay a higher price for trustwor-
thy vendors [50]. Nevertheless, in such a complicated system, 
it is still difficult to predict the purchase decisions with more 
than 50% accuracy using traditional machine-learning algo-
rithms [50]. In [51], how users make decisions on social com-
puting systems is learned from real data and used to guide the 
design of mechanisms for the systems. The aforementioned 
works establish a solid foundation of decision learning. These 

[FIG18] A summary of related works.

User Behavior Modeling [45]–[50]

Legacy Multiarm Bandit [74]–[76]

Active Learning [40]–[44]

Machine Learning Strategic
Decision Making

Incentive-Compatible
Crowdsourcing [69]–[73]

Strategic Multiarm Bandit for
Website Ad Auction [77]–[79]

Game-Theoretic Learning
Algorithms [54], [55], [58],

[59], and [66]–[68]

Learning-Based Equilibrium
Finding [51]–[53], [56], and [57]
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works reveal the real nature of peo-
ple in making decisions and suggest 
that people usually behave in a 
rational way with several limita-
tions such as short memory. These 
evidences become a strong support 
to the rationality assumption in 
decision learning.

Another class of related works is 
finding equilibrium through learn-
ing. Finding Nash equilibrium is critical yet challenging in most 
game models since the difficulty has been shown to be polyno-
mial parity arguments on directed graphs  in general settings or 
even nondeterministic polynomial time-complete in specific 
problems [52]. Given that a general and exact solution is intracta-
ble, it is a natural choice to design proper learning algorithms to 
find the solutions. No-regret learning, for instance, has been 
shown to be a practical candidate. It has been applied in exten-
sive-form games to reduce the number of subgame trees to 
explore [53]. The sufficient conditions for such type of learning 
algorithms to converge in the selfish routing problem [54] are 
also theoretically studied. Reinforcement learning is another can-
didate since its action-reward structure naturally forms the best 
response dynamic in game theory. Since traditional Q-learning 
may fail to converge if directly applied in a game, especially when 
the Nash equilibrium is not unique, maxmin Q-learning is pro-
posed in [55] to find the Nash equilibrium in a two-player zero-
sum game. The objective of maxmin Q-learning is modified from 
pure reward maximization into a max–min problem with an 
opponent’s actions in mind. Nash Q-learning, a more general 
Q-learning algorithm, is proposed in [56] to handle multiplayer 
game with non-zero sum. The objective of Nash Q-learning is 
replaced with equilibrium conditions defined in game theory. 
The experiment results show that Nash Q-learning can help 
identify better Nash equilibrium than the traditional Q-learn-
ing algorithm. Learning has also been used to reduce the com-
plexity in finding the subgame-perfect Nash equilibrium in a 
sequential game [57], which is PSPACE-hard in general. In 
[58], MDP and Monte Carlo simulation is used to reduce the 
complexity in identifying the optimal bidding strategy in 
sequential auctions. Finding the equilibrium point is also a 
critical part in decision learning since the performance of the 
decision-learning method relies on the equilibrium point. The 
aforementioned works contribute useful methods to help find 
the equilibrium point efficiently.

There have also been some related works that formulate the 
training problem in machine learning as a game. For instance, 
it was shown in [59] that a class of online learning algorithms 
can be modeled as a drifting game with both the trainer and the 
system as players. The learning algorithm in such a formation 
becomes the best response of the trainer to the system’s reply to 
each training problem. Another application is maintaining fair-
ness in a multiagent sequential decision problem. Given that 
the objective of the system is max–min fairness, one may model 
the learning model as a two-player game, where the first player 

aims at maximizing the utility of 
the target agent who is chosen by 
second player, while the second 
player chooses the agent with low-
est utility as the target agent [60]. 
Decision learning not only inherits 
the spirit of the previously men-
tioned works but also makes one 
critical extension to address the 
competition effect in real world. 

That is, in decision learning, we introduce the game-theoretic 
competition effect into not only the system-versus-user relation 
but also user-versus-user relations.

Active learning is another related field [61]. Through 
actively choosing which data to learn from, active learning 
algorithms have the potential to greatly reduce the amount of 
labeling effort in machine-learning algorithms. Active learn-
ing with an explicit labeling cost has been widely studied [62]–
[65]. It is known that active learning algorithms degrade 
quickly as the noise rate of labels increases [66]. To address 
the quality issue in labeled data collection, a variety of 
approaches have been proposed to filter low-quality labels and 
to increase the robustness of machine-learning algorithms 
[41]–[45]. In [67], a game-theoretic dynamics was proposed to 
approximately denoise the data to exploit the power of active 
learning. Incentive mechanisms have also been used to 
improve the quality of collected data. In [11], [68], and [69], 
all-pay auctions are applied to incentify high-quality user con-
tributions. In [70], Shaw et al. conducted an experiment to 
compare the effectiveness of a collection of social and financial 
incentive mechanisms. A reputation-based incentive mecha-
nism was proposed and analyzed for microtask crowdsourcing 
in [71]. In [72] and [73], Singer and Mittal proposed an online 
mechanism for microtask crowdsourcing where tasks are 
dynamically priced and allocated to workers based on their 
bids. In [74], Singla and Krause proposed a posted price 
scheme where workers are offered a take-it-or-leave-it price 
offer. The earlier works are closely related to decision learning 
since they also focus on the rationality and incentives of users 
in the learning process. Crowdsourcing is one of the main 
applications of decision learning, of which we also gave a 
detailed illustration previously.

A nonstrategic but related problem is the multiarmed-bandit 
problem [75]. In the multiarmed-bandit problem, a bandit with 
multiple arms is provided to a gambler. The gambler may have 
different levels of rewards by playing different arms each time. 
Thus, the gambler may try and learn in each play to maximize his 
collected rewards. Liu and Zhao extended this model by consider-
ing multiple agents and including the network externality in [76]. 
They studied how agents learn the expected payoff and the other 
agent’s choice by estimating the regrets after choosing different 
arms based on his or her current belief. A multiarmed-bandit 
problem with costs in observations is discussed in [77]. Neverthe-
less, traditional studies in the multiarmed-bandit problem are 
generally nonstrategic. They assume agents will always follow the 
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learning rule designed by the system designer. Combining strate-
gic thinking with the multiarmed-bandit problem has gained 
more attention recently mainly because of a popular and practical 
application: website ad auctions. The ad slot on a website is usu-
ally sold through auction. The value of the ad depends on two fac-
tors: the value of the product in the ad and the expected number 
of clicks on the ad. The former is known by the advertiser and can 
be collected through truthful auction such as a Vickery auction. 
Nevertheless, the expected number of clicks, or the click-
through-rate (CTR) of the ad, is unknown to both the website 
owner and the advertiser. The no-regret algorithm in the multi-
armed-bandit problem can be used to learn CTR while maintain-
ing the truthfulness of the auction [78], [79]. In [80], it is shown 
that increasing number of explore stages will push the buyers to 
reveal their true valuation more, with fewer exploit stages for sell-
ers to gain extra revenue from the learned valuation in return. 
The strategic multiarm-bandit problem is the one receiving the 
most attention in the transition from traditional machine learn-
ing to decision learning because of its structure and potentials in 
real world applications such as ad auctions. The great success also 

shows the potential of decision learning in real-world applica-
tions, especially those involving competitions.

CONCLUSIONS AND FINAL THOUGHTS
Decision learning is learning with strategic decision making that 
can analyze users’ optimal behaviors from users’ perspectives 
while designing optimal mechanisms from system designers’ per-
spectives. In this article, we have used three social media examples 
to highlight the concepts of decision learning. Specifically, infor-
mation diffusion over online social networks was used to illustrate 
how to learn users’ utility functions from real data for understand-
ing and modeling strategic decision making. Deal selection on 
Groupon with Yelp data was used to discuss how users learn from 
each other’s interactions for better strategic decision making. 
Microtask crowdsourcing was used to discuss how to design 
mechanisms to steer users’ strategic behaviors to obtain better-
quality data for better learning. Besides the three examples dis-
cussed in this article, there can be other forms of joint learning 
with strategic decision making, including those discussed previ-
ously. In essence, in the coming big data tsunami, when a large 

[FIG19] In the coming big data tsunami, when a large volume of data is available, users can learn better models to improve their own 
decision making. On the other hand, their actions result in changes of the data pool, which consequently affects the models learned by 
the users. In summary, users’ decisions and actions affect each other in an ever-changing fashion for user-generated data applications. 
Decision learning is an emerging research area to bridge learning from large volumes of data with strategic decision making that 
understands and models user behaviors.
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volume of data is available, users can learn better models to 
improve their own decision making, as depicted in Figure 19. On 
the other hand, their actions result in changes of the data pool, 
which consequently affects the models learned by the users.

In summary, users’ decisions and actions affect each other in 
an ever-changing fashion for user-generated data applications. 
Decision learning is an emerging research area to bridge learning 
from large volumes of data with strategic decision making that 
understands and models user behaviors.
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T
his article presents a powerful algorithmic framework 
for big data optimization, called the block successive 
upper-bound minimization (BSUM). The BSUM 
includes as special cases many well-known methods 
for analyzing massive data sets, such as the block 

coordinate descent (BCD) method, the convex-concave procedure 

(CCCP) method, the block coordinate proximal gradient (BCPG) 
method, the nonnegative matrix factorization (NMF) method, the 
expectation maximization (EM) method, etc. In this article, vari-
ous features and properties of the BSUM are discussed from the 
viewpoint of design flexibility, computational efficiency, parallel/
distributed implementation, and the required communication 
overhead. Illustrative examples from networking, signal process-
ing, and machine learning are presented to demonstrate the prac-
tical performance of the BSUM framework. 
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INTRODUCTION

OVERVIEW OF OPTIMIZATION FOR BIG DATA
With advances in sensor, communication, and storage technolo-
gies, data acquisition is now more ubiquitous than at any other 
time. This has made available big data sets in many areas of engi-
neering, biological, social, and physical sciences. While the proper 
modeling and analysis of such data sets can yield valuable infor-
mation for inference, estimation, tracking, learning, and decision 
making, their size and complexity present great challenges in 
algorithm design and implementation. 

Due to its central role in big data analytics, large-scale optimi-
zation has recently attracted significant attention not only from 
the optimization community, but also from the machine-learning, 
statistics, and signal processing communities. For example, 
emerging problems in image processing, social network analysis, 
and computational biology can easily exceed millions or billions of 
variables, and significant research is underway to enable fast accu-
rate solutions to these problems [1]–[4]. Also, problems related to 
the design and provision of large-scale smart infrastructures such 
as wireless communication networks require real-time efficient 
resource allocation decisions to ensure optimal network perfor-
mance. Traditional general-purpose optimization tools are inade-
quate for these problems due to the complexity of the model, the 
heterogeneity of the data, and, most importantly, the sheer data 
size [5]–[9]. Modern large-scale optimization algorithms, espe-
cially those that are capable of exploiting problem structures; deal-
ing with distributed, time-varying, and incomplete data sets; and 
utilizing massively parallel computing and storage infrastructures, 
have become the workhorse in the big data era. 

To be efficient for big data applications, optimization algo-
rithms must have certain properties: 

1) Each of their computational steps must be simple and easy 
to perform.  
2) The intermediate results are easily stored.  

3) They can be implemented in a distributed and/or parallel 
manner so as to exploit the modern multicore and cluster 
computing architectures. 
4) A high-quality solution can be found using a small num-
ber of iterations.
These requirements preclude the use of high-order informa-

tion about the problem (i.e., the Hessian matrix of the object-
ive), which is usually too expensive to obtain, even for 
modest-sized problems. 

THE BCD METHOD
A very popular family of optimization algorithms that satisfies 
most of the aforementioned properties is the BCD method, 
sometimes known as the alternating minimization/maximiza-
tion (AM) algorithm. The basic steps of the BCD are simple: 1)
partition the entire optimization variables into small blocks and 
2) optimize one block variable (or few blocks of variables) at 
each iteration while holding the remaining variables fixed. More 
specifically, consider the following block-structured optimiza-
tion problem 

( , , , ), , , , ..., ,f x x x x i n1 2minimize s.t. Xn i ix 1 2 f ! = (1)

where ( )f :  is a continuous function (possibly nonconvex, nons-
mooth), each RXi

mi3  is a closed convex set, and each xi  is a 
block variable, , , , .i n1 2 f=  Define : ( , , ) ,x x x Rn

m
1 g !=  and 

let .: RX X Xn
m

1 # #g 3=  When applying the classical BCD 
method to solve (1), at every iteration ,r  a single block of varia-
bles, say ( ) ,modi r n 1= +  is optimized by solving the follow-
ing problem 

( , ),argminx f x xi
r

x
i i

r 1

Xi i

!
!

-
- (2)

where we have defined : ( , , , , , );x x x x xi
r r

i
r

i
r

n
r1

1
1

1
1

1
1 1g g=-

- -
-
-

+
- -  for 

the rest of the variables ,j i!  let .x xj
r

j
r 1= -  See Figure 1 for a 

graphical illustration of the algorithm. 
The BCD algorithm is intuitively appealing and very simple to 

implement, yet it is extremely powerful. It enjoys tremendous 
popularity in a wide range of applications from signal processing 
communications to machine learning. Representative examples 
include image deblurring [10], statistical learning [11], wireless 
communications [12], etc. In recent years, there has been a surge 
of renewed interests to extend and generalize the BCD type of 
algorithms due to its applications in modern big data optimiza-
tion problems. Theoretically, the BCD algorithm and its variants 
have been generalized significantly to accommodate various 
coordinate update rules [5], [13], [14] and have been made suita-
ble for implementation on modern parallel processing architec-
ture [15]–[19]. It can handle a wide range of nonsmooth, 
nonconvex cost functions [20]–[22]. Practically, it has been used 
in emerging large-scale signal processing and machine-learning 
applications, such as compressive sensing/sparse signal recovery 
[23], [24], matrix completion [25], [26], and tensor decomposition 
[27], [28], to name just a few. A recent survey of this algorithm 
can be found in [29]. 

x2

x1

(x1, x2 )
3 3

(x1, x2 )
2 2

(x1, x2 )
0 0 (x1, x2 )

1 1

[FIG1] The BCD method for a two-dimensional problem. The 
dashed curves represent the contours of the objective function, 
the solid lines represent the progress of the algorithm. 
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THE BSUM METHOD
In this article, we introduce a unifying framework, the BSUM 
method, which generalizes the BCD type of algorithms [21]. Sim-
ply put, the BSUM framework includes algorithms that succes-
sively optimize certain upper bounds or surrogate functions of 
the original objectives, possibly in a block-by-block manner. The 
BSUM framework significantly expands the application domain of 
the traditional BCD algorithms. For example, it covers many clas-
sical statistics and machine-learning algorithms such as the EM 
method [30], the CCCP [31], and the multiplicative NMF [32]. It 
also includes as special cases many well-known signal processing 
algorithms such as the family of interference pricing algorithms 
[33], [34] and the weighted minimum mean square error algo-
rithms [12], [35] for interference management in large-scale 
wireless systems. 

The generality and flexibility of the BSUM offers an ideal plat-
form to explore optimization algorithms for big data. Through the 
lens of the BSUM, one obtains not only a thorough understanding 
of the variety of algorithms and applications that are being covered, 
but more importantly the principle for designing a good algorithm 
suitable for big data. To this end, this article will first provide a con-
cise overview of a few key theoretical characterizations of the algo-
rithms that fall under the BSUM framework, BCD included. Our 
emphasis will be given on providing intuitive understanding as to 
when and where the BSUM framework should (or should not) 
work, and how its performance can be characterized. The second 
part of this article offers a detailed account of many existing large-
scale optimization algorithms that fall under the BSUM framework, 
together with a few big data related applications that are of signifi-
cant interests to the signal processing community. The last part of 
the article outlines some interesting extensions of the BSUM that 
further help expand its application domains. Throughout this arti-
cle, special emphasis will be given on computational issues arising 
from big data optimization problems such as algorithm design for 
parallel and distributed computation, algorithm implementation 

on multicore computing platforms, and distributed storage of the 
data. In particular, we will discuss how these issues can be 
addressed in the BSUM framework by providing theoretical insights 
and examples from real practical problems. 

BSUM AND ITS THEORETICAL PROPERTIES

THE MAIN IDEA
We start by providing a high-level description of the BSUM 
method and some of its theoretical properties. In practice, one of 
the main problems of directly applying BCD to solve (1) is that 
each of its subproblems (2) is often difficult to solve exactly, espe-
cially when ( )f x  is nonconvex. Moreover, even such exact mini-
mization can be performed, the BCD may not necessarily 
converge. One of the key insights to be offered by the BSUM 
framework is that, for both practical and theoretical considera-
tions, obtaining an approximate solution of (2) is good enough to 
keep the algorithm going. To be more specific, let us introduce 

( , ):u x z RXi i i "  as an approximation function of ( , )f x zi i-  for 
each coordinate i  at a given feasible point .z X!  Let us define a 
set Ir  (possibly with | | )1Ir 2  as the block-variable indices to be 
picked at iteration .r  Then at each iteration ,r  the BSUM method 
performs the following simple update 

.
( , ),

,
argminx u x x i

x x k
I

I
i
r

x i i
r r

k
r

k
r r

1

1
Xi i 6

6 "

! !

=
!

-

-) (3)

[TABLE 1] A PSEUDOCODE OF THE BSUM ALGORITHM.

1  FIND A FEASIBLE POINT x X0 !  AND SET r 0=
2 REPEAT
3  PICK INDEX SET Ir

4  LET ( , ),argminx u x xi
r

x i i
r 1

Xi i! !
- i Ir6 !

5  SET ,x x k Ik
r

k
r r1 6 "= -

6 ,r r 1= +
7 UNTIL SOME CONVERGENCE CRITERION IS MET

x2 x2

x1
x1

Contour of f (x1, x2)

Contour of f (x1, x2)

Contour of u1(x1, x) Contour of u2(x2, x)

Iterates by BSUM
Iterates by BCD

Iterates by BSUM
Iterates by BCD

[FIG2] A comparison of BSUM and BCD methods for solving a two-dimensional problem. Each time a single coordinate is picked for 
update. The blue dashed curves represent the contours of the objective function ( , ),f x x1 2  the red dotted curves represent the contours 
of the upper-bound functions ( , )u x x1 1  and ( , );u x x2 2  the black (resp. red) solid lines represent the progress of the BCD (resp. BSUM).
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The complete description of the BSUM is given in Table 1. See 
Figure 2 for a graphical comparison of the iterates generated by 
BSUM and BCD for a two-dimensional problem. It should be clear 
at this point that when {( ) }modr n 1Ir = +  and no approxima-
tion is used [i.e., ( , ) ( , )]u x z f x zi i i i= -  and at each iteration a sin-
gle coordinate is selected), then the BSUM reduces to the classical 
cyclic BCD method. In Table 2, we also present several index selec-
tion rules that are covered by the BSUM framework. For simplicity 
of presentation, we will use the classical cyclic index selection rule, 
where {( ) },modr n 1Ir = +  in the remainder of this article 
unless otherwise noted. 

Next, we introduce the precise definition of the approximation 
function. The main idea is that, for each ,i  the approximation 

( , )u x xi i
r  should be an upper bound of the original objective 

function at the point of xr  (hence, the BSUM name of the frame-
work); see Figure 3 for an illustration of the upper-bound minimi-
zation process. Intuitively, picking an upper-bound approximation 
function is reasonable because optimizing it at least should guar-
antee some descent of the original objective ;f  see Figure 3(c). 

To be more precise, let us first define the directional derivative 
of a given function ( ):f x RX "  at a point x X!  in direction :d

( ; ) ( ) ( ) .liminff x d
f x d f x

0
_

m
m+ -

.m
l

Using this definition, we make the following assumptions on 
the uis. 

Assumption A

( , ) ( ), ,u x x f x x iXi i 6 6!= (A1) 

( , ) ( , ), , ,u x z f x z x z iX Xi i i i i i6 6 6$ ! !- (A2) 

( , ; ) | ( ; ),

( , , , , ) ,

u x z d f z d

d d z d i0 0 s.t. X

i i i x z

i i i i

i i

6 f f 6!

=

= +

=l l

(A3)

( , ) ( , ), .u x z x z iis continuous ini i i 6 (A4) 

Intuitively, Assumptions (A1) and (A2) imply that the approxi-
mation function is a global upper bound of ( );f x  while the 
assumption (A3) guarantees that the first-order behaviors of the 

xi
r xi

r xi
rxi xi xi

f(xi, x–i)
r f(xi, x–i)

r f(xi, x–i)
r

ui (xi, x )r ui (xi, x )r

xi
r +1

(a) (b) (c)

f(ff xixx , x–i)ii
r f(ff xixx , x–i)ii

r

ui (xix , x )r

f(ff xix , x–i)ii
r

ui (xix , x )r

[TABLE 2] THE COMMONLY USED COORDINATE SELECTION RULES.

AT EACH ITERATION ,r  DEFINE A SET OF AUXILIARY VARIABLES { }xi
r
i
n

1=t  AS: 

, , , , .argminx u x x i n1i
r

x
i i

r 1

Xi i

g! =
!

-t ^ h
THEN WE HAVE THE FOLLOWING COMMONLY USED COORDINATE SELECTION RULES. 

: THE COORDINATES ARE CHOSEN CYCLICALLY, I.E., IN THE ORDER OF , , , , , , .n1 2 1 2g g

: THERE EXISTS A GIVEN PERIOD 1$  DURING WHICH EACH BLOCK IS UPDATED AT LEAST ONCE, I.E., 

{ , , }, .n r1Ir i

i

T

1

g 6=
=

+'

: AT EACH ITERATION ,r Ir CONTAINS A SINGLE INDEX i*  THAT SATISFIES:

 | maxi i x x q x x*
i
r

i
r

j
j
r

j
r1 1! $- -- -t t$ .

FOR SOME CONSTANT ( , ] .q 0 1!

: AT EACH ITERATION ,r Ir CONTAINS A SINGLE INDEX i*  THAT ACHIEVES THE BEST OBJECTIVE: 
( , ) .argmini f x x*

i i
r

i
r 1! -
-t

: LET ( , )p 0 1min !  BE A CONSTANT. AT EACH ITERATION ,r  THERE EXISTS A PROBABILITY VECTOR ( , , )p p p Rr r
n
r n

1 f !=  SATISFYING
p 1i
r

i
n

1
=

=
/  AND , ,p p imini

r 62 WITH Ir  CONTAINING A SINGLE RANDOM INDEX i*r  DETERMINED BY 

( , , , ) , .Pr i x x x p iIr r r
i
r1 2 0g 6! =- -

[FIG3] The upper-bound minimization step of the BSUM method is shown. Here we assume that coordinate i  is updated at iteration 
.r 1+  It is clear from the figure that after solving the BSUM subproblem (3), ( , ) ( , ),f x x f x xi

r
i

r
i
r

i
r1 1+

- -  that is, the objective function is 
strictly decreased.
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objective function and the approximation function are the same 
at the point of approximation (cf. Figure 3). In Table 3, we provide 
a few commonly used upper bounds that satisfy Assumption A; 
see also [21] and [22] for additional examples. More discussion 
will be given in subsequent sections on how these bounds are 
used in practice. 

For a popular subclass of problem (1), Assumption A can be 
further simplified; see the following example [21, Proposition 2]. 

Example 1: Consider the following special form of problem (1):

( ): ( , , )

( , , ), , , , ,

min f x g x x

h x x x i n1s.t. X

n

n i i

1

1

g

g g!

=

+ = (4)

where :g RX "  is a smooth function and :h RX "  is a possibly 
nonsmooth function whose directional derivative exists at every 
point .x X!  Consider ( , ) ( , ) ( ),u x z u x z h xi i i i= +t  where 

( , )u x zi it  approximates the smooth function g in the objective. 
Then assumption (A3) is implied by (A1) and (A2) and is therefore 
no longer needed.

Now that we have seen the main steps of the algorithm, we 
describe its theoretical properties. We address the following ques-
tions related to the convergence of the BSUM: When does the 
BSUM converge? How fast does it converge? When does the BSUM 
fail and why? The answers to these questions will be instrumental 
in understanding the framework as well as evaluating the perfor-
mance of various related algorithms. 

WHEN DOES THE BSUM CONVERGE?
To discuss the convergence property of the algorithm, we first 
investigate the optimality conditions for (1), which characterize 
the set of solutions that we would like our algorithm to reach. To 
this end, we introduce two related notions, one is called the sta-
tionary solution and the other is the coordinatewise minimum 
solution; see Table 4 for their precise definitions. Roughly speak-
ing, the coordinatewise minimum xt  is the point where no single 
block ,xit , ,i n1 g=  has a better direction to move to, while at a 
stationary point x*  the entire vector cannot move to a better 

direction. Further, a stationary solution must be a coordinatewise 
minimum, but the reverse direction is generally not true; see the 
example next. 

Example 2: Consider the convex function ( ) ,f z Az 1=  where 
.[ ; ]A 3 4 2 1 R2 2!= #  This function has a unique stationary 

solution ( , ) ( , ),z z 0 01 2 =  which is also the global optimal solu-
tion. Further, the point ( , )z 4 3= -t  is a coordinatewise minimum 
with respect to the two standard coordinates since

( ; ) , {( , ) };f z d d d d d d0 0R1 2
2

1 26$ ! ! =l t  but this point is not 
a stationary solution as ( ; )f z d 01l t t  for .( , )d 4 3= -t  This fact 
can also be observed in the contour plot of the function in Figure 4.

This example confirms that the coordinatewise minimum can 
be much inferior to the stationary solution. Therefore in the sub-
sequent discussion we will mainly focus on finding the stationary 
solutions rather than the coordinatewise minimum. An immedi-
ate question is: can one easily distinguish these two types of solu-
tions, or for that matter, when does a coordinatewise minimum 
become a stationary solution? Let us define a regular point x X!
as a point that satisfies the following statement: if x is coordinate-
wise minimum, then it is a stationary solution. For a large and 
popular subclass of (1) expressed below in (5), where the nons-
mooth function is separable across the blocks, all feasible points 
x X!  are regular 

( ): ( , , ) ( ), , , , .min f x g x x h x x i n1s.t. Xn i
i

n

i i i1
1

g g!= + =
=

/

(5)

[TABLE 3] COMMONLY USED UPPER BOUNDS SATISFYING ASSUMPTION A.

: GIVEN A CONSTANT ,02c  ONE CAN CONSTRUCT A BOUND BY ADDING A QUADRATIC PENALIZATION (I.E., THE  
PROXIMAL TERM) 

( , ): ( , ) .u x z f x z x z2i i i i i i
2c

= + --

: SUPPOSE ( ) ( , , ) ( , , ),f x g x x h x xn n1 1g g= + WHERE g  IS SMOOTH WITH H i  AS THE HESSIAN MATRIX FOR THE i TH BLOCK. THEN
ONE CAN CONSTRUCT THE FOLLOWING BOUND 

( , ): ( , ) ( , ) ( , ), ( ) ( ),u x z g z z h x z g z z x z x z x z2
1

i i i i i i i i i i i i i
T

i i idG H U= + + - + - -- - -

WHERE BOTH iU  AND Hi iU -  ARE POSITIVE SEMIDEFINITE MATRICES. 
: SUPPOSE f  IS DIFFERENTIABLE AND CONCAVE, THEN ONE CAN CONSTRUCT 

( , ): ( , ) ( , ), .u x z f z z f z z x zi i i i i i i i idG H= + -- -

: SUPPOSE ( ): ( , , ),f x f a x a xT
n
T

n1 1 g= WHERE a Ri
mi!  IS A COEFFICIENT VECTOR, AND f  IS CONVEX WITH RESPECT TO EACH .a xi

T
i LET

w Ri
mi! +  DENOTE A WEIGHT VECTOR WITH .w 1i 1 = THEN ONE CAN USE JENSEN’S INEQUALITY AND CONSTRUCT 

( , ) : ( ) ( )
( )

( ) ( ) , ,u x z w j f w j
a j

x j z j a z zi i i
j

m

i

i
i i i

T
i i

1

i

= - +
=

-c ^ h m/
WHERE ( )w ji  REPRESENTS THE jTH ELEMENT IN VECTOR .wi

[TABLE 4] OPTIMALITY CONDITIONS.

: THE POINT  x*  IS A STATIONARY SOLUTION OF
(1) IF ( ; )f x d 0* $l FOR ALL d  SUCH THAT .x d X!+ LET X*  DENOTE 
THE SET OF STATIONARY SOLUTIONS. 

: x X!t  IS COORDINATEWISE
MINIMUM OF PROBLEM (1) WITH RESPECT TO THE COORDINATES IN 

, , , ,R RRm m mn1 2 f  IF
( ) ( ), , , , , ,f x d f x d x d k n1 2withR Xk k

m
k

0 0k6 6 f$ ! !+ + =t t t

  WHERE ( , , , , ) .d d0 0k k
0 f f=
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The main convergence result for the BSUM method is given 
below, which is adapted from [21, Th. 2] 

Theorem 1: Suppose the cyclic coordinate selection rule is 
chosen, i.e., {( ) } .modr n 1Ir = +  Let { }xr

r 1
3
=  be a sequence 

generated by the BSUM algorithm. Suppose Assumption A holds, 
and that each xr  is regular. Then the following is true:

a) Suppose that the function ( , )u x yi i  is quasi-convex in xi

for , , .i n1 f=  Furthermore, assume that the subproblem 
(3) has a unique solution for any point .x Xr 1 !-  Then every 
limit point x*  of { }xr  is a stationary point of (1).
b) Suppose the level set { ( ) ( )}x f x f xX0 0#=  is compact. 
Furthermore, assume that the subproblem (3) has a unique 
solution for any point ,x Xr 1 !- r 1$  for at least n 1-
blocks. Then { }xr  converge to the set of stationary points, i.e.,

( , ) ,lim d x 0X*
r

r =
"3

where ( , ) mind x x xX* *
x X* *_ -!  and X*  is the set of sta-

tionary points. 
Here, the first part of the result deals with the possibility of an 
unbounded sequence, whereas the second part assumes that the 
sequence lies in a compact set, therefore it has a slightly stronger 
claim. Note that Theorem 1 can be easily extended to all the coor-
dinate selection rules given in Table 2, and for the randomized ver-
sion the convergence is with probability 1. 

Special attention should be given to the conditions set forth by 
Theorem 1. First, it says that the upper-bound function needs to 
be picked carefully to satisfy both Assumption A and the require-
ment that at least n 1-  subproblems (3) have a unique solution. 
However, when the objective function ( )f x  is convex, the unique-
ness requirement of the per-block solution can be dropped; see 
[36]. Also, Theorem 1 requires the problem to be well-defined so 
that coordinatewise optimal solutions are equivalent to the 

stationary solution (which precludes objective function Ax 1  in 
Example 2). Next we will demonstrate, through a couple of con-
crete examples, that relaxing some of these conditions indeed 
leads to the divergence of the BSUM. 

WHEN DOES BSUM FAIL?
Here we provide a few examples in which BSUM fails to converge to 
any stationary solutions. The examples in this section serve as 
reminders that in practice, to avoid those pitfalls, extreme care must 
be exercised when designing large-scale optimization algorithms. 

Our first example comes from Example 2. It demonstrates the 
consequence of lacking the regularity condition. 

Example 3: Consider the following unconstrained convex opti-
mization problem ,min A xx i ii 1

2

1=
/  where [ ]A 3 2 T

1 = and 
[ ] .A 4 1 T

2 =  Clearly by defining [ ; ],A 3 4 2 1=  the objective 
function can be rewritten as ,Ax 1  which is not regular at point 
( , ) ( , )x x 4 31 2 = -  (cf. Example 2). It follows that, by setting 

( , )u x z A xi i ii i1

2

1
=

=
/  (no approximation is used) and letting

( , ) ( , ),x x 4 31
0

2
0 = -  the BSUM algorithm will not be able to move 

forward for either x1  or ,x2  thus it will be stuck at the non-
interesting point ( , ),4 3-  far away from the only stationary 
solution ( , ) .0 0

The next example shows that BSUM fails to converge if the fea-
sible set X  is no longer a Cartesian product of feasible sets

,, ,XX n1 g  a fact that we have taken for granted so far. 
Example 4: Consider the following simple quadratic problem: 

, . .min x x x x 2s.t1
2

2
2

1 2+ + =

The optimal objective value is two. Consider the BSUM algorithm 
with an arbitrary approximation function satisfying Assumption 
A, but initiated at the point .( , ) ( , )x x 0 21

0
2
0 =  Then the BSUM 

method will be stuck at this noninteresting point without making 
any progress because it is not possible to change a single block 
without violating the coupling constraint. 

Our next example shows that the BSUM could diverge if the 
approximation function ui  violates Assumption A. 

Example 5: Consider the simple quadratic problem 

, . , .min x x x x x x2 1 1s.t1
2

2
2

1 2 1 2# #+ + -

The optimal objective value is ,0  with .( , ) ( , )x x 0 0* *
1 2 =  Consider 

using the BSUM algorithm with a linear approximation function, 
which violates Assumption (A2). More specifically, for a given fea-
sible tuple ( , ) ( , ),x x x x1 2 1 2= t t  the x1 ’s subproblem becomes

, , . .min x x x x1 1s.t
x 1 2 1 1

1
# #G H+ -t t

Clearly, the optimal solution is either x 11 =-  or .x 11 =  The 
same happens when solving the subproblem for .x2  Therefore 
the algorithm will never reach the optimal solution 
( , ) ( , ) .x x 0 0* *

1 2 =  Further, if the feasible sets of x1  and x2  are 
unbounded, then the BSUM can diverge. 

Our last example is taken from Powell [37]. It shows that with-
out the uniqueness assumption of each subproblem (3), the BSUM 
algorithm is not necessarily convergent. 

5

4

3

2

1

0

–1

–2

–3

–4

–5
–5 –4 –3 –2 –1 0

x1

x 2

1 2 3 4 5

Z = (–4, 3)
∧

[FIG4] The contour plot of the function ( ) ,f z Az 1=  where 
[ ; ] .A 3 4 2 1 R2 2!= #  The point ( , )z 4 3= -t  is a coordinatewise 

minimum but not a stationary solution [21]. (Figure reprinted 
with permission from the Society for Industrial and Applied 
Mathematics.)
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Example 6: Consider the following unconstrained problem 

( ): ( ) ( )min f x x x x x x x x x1 11 2 2 3 3 1 1
2

1
2=- - - + - + - -+ +

( ) ( ) ( ) ( ) ,x x x x1 1 1 12
2

2
2

3
2

3
2+ - + - - + - + - -+ + + +

where the notation ( )z 2
+  means .( { , })max z0 2  In this case, fixing 

( , )x x2 3  and optimizing over x1  yields the following solution 

[ , ],1 1- otherwise
x =

( | |) ( ), , .
x x x x x x1 2

1
0sign if1

2 3 2 3
2 3 !+ + + +* (6)

A similar solution can be obtained for x2  and x3  as well. Suppose 
we set ( , ) ( )u x z f xi i =  for all i  (no approximation is used) and 
let ( , , ) ( /, , / )x x x 1 1 21 1 1 41

0
2
0

3
0 e e e= - - + - -  for some .02e

Then it can be shown the applying the cyclic version of the BSUM 
algorithm, the iterates will be cycling around six points 
( , , ),1 1 1- ( , , ),1 1 1- - ( , , ),1 1 1- ( , , ),1 1 1- - ( , , ),1 1 1-

( , , ),1 1 1- -  and none of these six points is a stationary solution 
of the original problem. The reason for such pathological behav-
ior is that, in any one of the six limit points above, there are at 
least two subproblems that have multiple optimal solutions. For 
example, at ( , , ),1 1 1-  and fixing ,x x2 3  (resp. , ),x x1 3  the opti-
mal solution for x1  (resp. )x2  is any element in the interval 
[ , ];1 1-  cf. (6).

A natural question at this point is, can we make the BSUM 
work for these examples? The answer is affirmative, but how this 
can be done requires a case by case study. To handle the first two 
examples (i.e., Example 3 and 4), a generalized version of BSUM 
is needed, which will be discussed in the “Extensions” section. 
For the third example, one can simply pick a better upper bound 
to guarantee convergence. For example, if we pick the proximal 
upper bound (cf. Table 3): ( , ) ( ) ,/u x z f x x z2i i i i

2c= + -  then 
each subproblem will have a unique solution, and the algorithm 
will not be trapped by the noninteresting solutions given in 
Example 6. Notice that the use of / x z2 i i

2c -  inhibits the 
move of xi  from its current position .zi  Thus, the main message 
here is that when optimizing each block, it is beneficial, at least 
theoretically, to be less greedy so that a conservative step is taken 
towards reducing the objective. The extent of the “conservative-
ness” for the per block update is then naturally characterized by 
the chosen upper bounds. Quite interestingly, the difficulty with 
the nonunique subproblem solution can also be resolved by 
using randomization. Formally, we have the following corollary 
to Theorem 1 [38]. 

Corollary 1: Suppose the level set { ( ) ( )}x f x f xX0 0#=  is 
compact. Then, under the randomized block selection rule, the 
iterates generated by the BSUM algorithm converge to the set of 
stationary points almost surely, i.e.,

( , ) , .limd x 0 almost surelyX*
r

r =
"3

HOW FAST DOES THE BSUM CONVERGE?
Now that we have examined the convergence of the BSUM, let us 
proceed next to characterize the convergence speed of the 

algorithm. There is no doubt that this is an important issue, espe-
cially so for big data optimization—the sheer size of the data and 
limited computational resource makes it difficult to optimize a 
problem to global optimality. Consequently, we are generally satis-
fied with high-quality suboptimal solutions and are mostly con-
cerned with how quickly such solutions can be obtained. 

Recently, extensive research efforts have been devoted to ana-
lyzing the convergence rate for various BSUM-type algorithms, 
most of which use randomized coordinate selection rules and/or 
quadratic upper-bound functions (cf. Table 3) to solve convex 
problems; for example; see [5], [8], and [39]–[43]. Since it is not 
possible to go over all the details of these different variations of 
BSUM, here we present, at a high level, a fairly general result 
that covers a large family of upper-bound functions satisfying 
Assumption A, as well as all coordinate selection rules outlined 
in Table 2. 

To this end, let us make the following additional assumptions. 
Assumption B

B1) ( ): ( ) ( ),hf x g x xii

n
i1

= +
=
/  where ( )g x  is a smooth convex 

function with Lipschitz continuous gradient, i.e., there exists 
a constant L  such that ( ) ( ) ,g x g y L x yd d #- -

.,x y X6 !  Further both g  and hi s are convex functions. 
B2) The level set { ( ) ( ), }x f x f x x X0# !  is compact. 
B3)  Each upper-bound function ( , )u x zi i  is strongly convex with 

respect to .xi

An e-optimal solution x X!e  is defined as an
{ , ( ) ( ) },x x x f x f xX *! ! # e-e  where ( )f x*  is the globally 

optimal objective value of problem (5). Suppose both Assumptions 
A and B are satisfied. Then it is shown in [38] and [42] that BSUM 
takes at most /c e  iterations to find an e-optimal solution, for all 
coordinate rules specified in Table 2, where c 02  is a constant 
only related to the description of the problem. Such a type of con-
vergence rate is known as sublinear convergence. Here, the main 
message is that under Assumptions A and B, the algorithm gener-
ally converges sublinearly in the order of / .1 e  Further, for differ-
ent special forms of BSUM, the constant c  in front of /1 e  can be 
significantly refined so that it is independent of problem dimen-
sion; see [5] and [8]. It is also interesting to note here that when 
the objective f  is either strongly convex or convex but with cer-
tain special structure, the BSUM achieves the linear rate of con-
vergence. That is, BSUM takes at most ( ( / ))log cO e  iterations to 
find an e-optimal solution, which is much faster than the sublin-
ear rate; see, e.g., [44] and [45] for the related discussions. 

Finally, we briefly mention that it is possible to relax certain 
conditions in Assumption B to obtain refined rates. For example, 
[42] shows that dropping the per-block strong convexity assump-
tion in (B3) still achieves an ( / )1O e  sublinear convergence. In 
[38], [46] it is shown that, when removing the convexity Assump-
tion (B1), it is also possible to characterize the convergence rate to 
stationary solutions. In [42] it is shown that when there are two 
blocks of variables, the cyclic version of the BSUM can be acceler-
ated to achieve an improved ( / )1O e  complexity. In a few recent 
works [47], [48], it is shown that when randomized block selection 
and the quadratic upper bound are used, it is possible to accelerate 
the BSUM with any n 22  blocks. 
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ALGORITHMS COVERED BY THE BSUM FRAMEWORK
Now that we have a good understanding of the theoretical proper-
ties of the family of BSUM algorithms, we demonstrate in this 
section the wide applicability of the BSUM framework by reveal-
ing its connection to a few well-known algorithms for high-
dimensional massive data analysis. For each of the examples 
presented below, we pay special attention to the design of the 
upper-bound functions. 

THE BCD ALGORITHM
The first algorithm that the BSUM covers is obviously the classic 
BCD described in the “The BCD Method” section. Here the upper-
bound function is simply the original objective itself, i.e.,

( , ): ( , ),u x z f x zi i i i= - , , .x z iX Xi i6 6! !  We would like to 
mention that all the convergence and rate of convergence analy-
sis of BSUM carries over to the BCD method. Specifically, the 
result in the section “How Fast Does the BSUM Converge?” 
implies that the BCD method (with coordinate update rules speci-
fied in Table 2) converges in a sublinear manner whenever 
Assumptions (B1) and (B2) are satisfied. This result by itself is 
interesting, as there has been limited theoretical analysis for the 
general form of a BCD algorithm when applied to problems satis-
fying Assumptions (B1) and (B2), but not (B3). 

THE CCCP
Consider the following unconstrained nonconvex problem, 
known as the difference of convex (DC) program: ( ):min f x =

( ) ( )g x g x1 2-  where both g1  and g2  are convex functions. 
The well-known CCCP algorithm [31] generates a sequence 
{ }xr  by solving 

( , ),arg minx u x x
x

r r1 =+

where .( , ): ( ) , ( ) ( )u x x g x x x g x g xr r r r
1 2 2dG H= - - -  Clearly, the 

linear upper bound in Table 3 is used here, therefore CCCP is a 
special case of the BSUM algorithm with a single block of varia-
bles. Furthermore, the updates can also be done in a block 
coordinate manner. 

THE MAJORIZATION-MINIMIZATION ALGORITHM
The majorization-minimization (MM) algorithm, which has 
been widely used in statistics [49], can be viewed as the single 
block version of BSUM. Consider the problem of ( )min f xx X!

where ( )f x  is a smooth function. The basic idea of the MM 
algorithm is to first construct a “majorization” function 

( , )u x z  for the original objective ( ),f z  such that 

( , ) ( ), , , ( , ) ( ), .u x z f z x z u x x f x xX X6 6$ ! != (7)

Then the algorithm generates a sequence of iterates by succes-
sively minimizing .( , )u x xr  This algorithm represents a slight 
generalization of the CCCP discussed previously, but neverthe-
less still falls in the framework of BSUM. 

As another concrete example of the MM algorithm, let us 
consider the celebrated EM algorithm [30]. Let w  be a vector 

observation used for estimating the parameter .x  The maxi-
mum likelihood estimate of x  is given as (where ( | )p w x
denotes the conditional probability of w  given )x

.( | )argmax lnx p w x
xML =t (8)

Let the random vector z  be some hidden/unobserved variable. 
The EM algorithm generates a sequence { }xr  by iteratively per-
forming the following two steps 1) E-Step: Calculate 

( , ): { ( , | )}lng x x p w z xE | ,
r

z w xr=  and 2)  M-Step:  xr 1 =+

.( , )arg max g x xx
r  To see why the EM algorithm is a special 

case of MM (hence a special case of BSUM) let us rewrite (8) as: 
( | ),min ln p w xx-  the objective of which can be bounded by 

( | ) ( | , )ln lnp w x p w z xE |z x- =-

( | , )
( | , ) ( | , )

ln
p z w x

p z w x p w z x
E |z x r

r

=- = G

( | , )
( | ) ( | , )

ln
p z w x

p z x p w z x
E | ,z w x r

r=- = G

( | , )
( | ) ( | , )

ln
p z w x

p z x p w z x
E | ,z w x r

r#- = G
( , | ) ( | , )ln lnp w z x p z w xE E| , | ,z w x z w x

rr r=- +

: ( , ),u x xr=

where the inequality is due to the fact that a convex function f
must satisfy [ ( )] ( [ ])f x f xE E$  (by the Jensen’s inequality). 
Since ( | , )ln p z w xE | ,z w x

rr  is not a function of ,x  the M-step 
can be written as 

( , ) .arg minx u x xr
x

r1 =+

Furthermore, it is not hard to see that ( , ) ( | ),lnu x x p w xr r r=-

therefore, both conditions in (7) are satisfied. Similarly as in the 
previous case, one can extend the EM to a block coordinate ver-
sion; see [21] for a detailed discussion. 

THE PROXIMAL POINT ALGORITHM (
The classical proximal point algorithm (PPA) (see, e.g., [50, 
Sec. 3.4.3]) obtains a solution of the problem ( )min f xx X!  by 
solving the following equivalent problem 

( ) ,min f x x y
2

2

,x yX X

c
+ -

! !
(9)

where ( )f :  is a convex function, X  is a closed convex set, and 
02c  is a coefficient. Clearly (9) is strongly convex in both x

and y  so long as ( )f x  is convex [but not jointly strongly con-
vex in ( , ) .]x y  This problem can be solved by performing the 
following two steps alternatingly 

.( ) ,arg minx f x c x y y x2
1r

x

r r r 11 2

X
= + =-

!

+-' 1 (10)

Equivalently, the PPA algorithm can be viewed as successively 
minimizing the single block version of the proximal upper 
bound ( ; )u x xr  given in Table 3. Note that for a problem with a 
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single block of variables, if x X!  is coordinatewise minimum, 
then it must be a global minimum solution. Therefore, every 
feasible solution x X!  is regular, and the convergence of PPA 
is covered by BSUM. 

Furthermore, the PPA can be generalized to solve the 
multiblock problem (1), where ( )f :  is convex in each of its 
block components, but not necessarily strictly convex. Directly 
applying BCD may fail to find a stationary solution for this 
problem, as the per-block subproblems can contain multiple 
solutions (cf. Example 6). Alternatively, we can consider an 
alternating PPA [51], which successively solves the following: 

( , ) , .min f x x x x x
2

s.t. X
x i i

r
i i

r
i i

2

i
!

c
+ --

Clearly this algorithm is a special form of BSUM with strongly 
convex proximal upper bound (cf. Table 3). It follows that each 
subproblem has a unique optimal solution, and by Theorem 1 
it must converge to a stationary solution. 

THE FORWARD-BACKWARD SPLITTING ALGORITHM
The forward-backward splitting (FBS) algorithm (also known as 
the proximal splitting algorithm; see, e.g., [52] and the references 
therein) for nonsmooth optimization solves the composite prob-
lem (4) with a single block of variables (i.e., ),n 1=  where h  is 
convex and lower semicontinuous; g  is convex and has Lipschitz 
continuous gradient, i.e., ( ) ( ) ,g x g y L x yd d #- -

,x y X6 !  and for some .L 02
Define the proximity operator :prox XXh "  as 

( ) ( ) .arg min h y x y2
1prox xh

2
y X

= + -
!

The FBS iteration is given below [52]: 

( ( )) ,x x g xproxr
h

r r1

backward step forward step

db= -b
+

1 2 3444 444> (11)

where .( , / ]L0 1!b  Define 

( , ): ( ) , ( ) ( ),u x x h x x x x x g x g x2
1r r r r r2

dG H
b

= + - + - + (12)

which is the quadratic upper bound in Table 3, with 
: / I.11 bU =  It is easy to see that the iteration (11) is equivalent 

to the following iteration ( , ),arg minx u x xr
x

r1
X= !

+  there-
fore, it again falls under the BSUM framework. 

Similar to the previous example, we can generalize the FBS 
algorithm to solve multiple block problems of the form (5). The 
resulting algorithm, sometimes also known as the BCPG 
method, has received significant attention recently due to its 
efficiency for solving certain big data optimization problem 
such as the least absolute shrinkage and selection operator 
(LASSO) [11]. For recent developments and applications for 
BCPG, see [5], [39], and [53]. 

Here we make a special note that, by appealing to the general 
convergence rate result in the section “How Fast Does the BSUM 
Converge?” the BCPG method with any coordinate selection rules 
in Table 2 gives a sublinear convergence rate, when it is used to 
solve (5) that satisfies Assumption B. 

THE NMF ALGORITHM
Consider the following NMF problem: 

( , ): , . , ,min f W H V WH W H2
1 0 0s.tF

2

,W HR RM K K M
$ $= -

! !# #
(13)

where V RM N! #
+  is given. The problem has been extensively stud-

ied since Lee and Seung’s seminal work [32], and it has wide appli-
cations in factor analysis, dictionary learning, speech analysis and 
so on [54]. In [32], a simple and efficient multiplicative algorithm 
is proposed: 

[ ] [ ]
[( ) ]

[( ) ]
, , , , , ,H H

W W H
W V

j K i N1 1, ,
,

,r
j i

r
j i r T r r

j i

r T
j i1 g g= = =+

(14a)
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W H H

V H

j M i K1 1
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,

,r
j i

r
j i r r r T

j i

r T
j i1

1 1

1

g g

=

= =

+
+ +

+

(14b)

Here, [ ]H ,
r

j i
1+  means the ( , )j i th component of matrix .Hr 1+  In 

the following we show that when the iterates are well-defined (i.e., 
[ ]W 0ij

r 2  and [ ] ),H 0ij
r 2  the NMF iteration (14a) and (14b) is 

also covered by BSUM [55]. 
Let Hi  and Vi  represent the i th column of H  and ,V  respec-

tively. Then, at a given iterate { , },W Hr r  the subproblem for opti-
mizing Hi  is given by 

F
( , { , }):min f H W H V W H V W H2

1
2
1

H
i

r r
i

r
i F j

r
j
r

j i0

2 2

i
= - + -

!
$

./
(15)

Define the upper-bound function ( , { , })u H W Hi i
r r  as 

) ( , { , })H f H W Hd-( , { , }): ( , { , }) (u H W H f H W H Hi i
r r

i
r r r

i i
r T

H i
r r

i= +

( ) ( , ) ( ),H H W H H H2
1

i i
r T

i
r

i
r

i i
rU+ - -

where ( , )W Hi
r

i
rU  is a diagonal matrix given by 

( , ):
[ ]

[( ) ] , ,
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[( ) ] .W H
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W W HDiagi
r

i
r

i
r

r T r
i
r

i
r

K

r T r
i
r

K

1

1
gU = e o

Clearly, ( , ) ,W H 0i
r

i
r (U  and it is easy to show that

( , ) ( ) ,W H W Wi
r

i
r r T r(U  where ( )W Wr T r  is the Hessian of the 

objective of (15) [32]. This implies that ( , { , })u H W Hi i
r r  is the 

quadratic upper bound given in Table 3 of .( , { , })f H W Hi
r r  Fur-

ther, one can check that the subproblem that minimizes 
( , { , })u H W Hi i

r r  has a unique solution, given by (14a). Similar 
analysis can be established for the W-block update rule as well. 
Therefore, we conclude that the iterates (14a) and (14b) are a spe-
cial case of BSUM. Finally, we note that it is also possible to use dif-
ferent upper-bound functions to derive more efficient update rules 
for the NMF problem (13); see, e.g., [56], where both the concave 
upper bound and the Jensen’s upper bound (cf. Table 3) are used. 

THE ITERATIVE REWEIGHTED LEAST SQUARES METHOD
The iterative reweighted least squares (IRLS) method is a popu-
lar algorithm used for solving big data problems such as sparse 
recovery [57]. Consider 

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [66] JANUARY 2016

( ) | | ( , . ,(min A x bh x xs.t Rj j
j

m

1
2

x
!+ +

,

=

/ (16)

where ,RA j
k mi! # ,b Rj

ki!  and ( )h x  is some convex function 
not necessarily smooth. For a set of applications for this model, 
see [41, Sec. 4]. Consider the following smooth approximation
of (16): 

, . xs.t R! ,( ) ( ): ( )min h x g x h x A x b
x j j

j

m

1

2 2h+ = + + +
,

=

/
(17)

where h  is some small constant and ( )g x  denotes the smooth 
part of the objective. The IRLS algorithm solves (17) by perform-
ing the following iteration: 

( ) .arg minx h x
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2
1r

x
j

r
j

j j

j

1
2 2

1

2 2

Rm
h

h
= +

+ +

+ +,

!

+

=

) 3/

Define the following function for ( ):g x

( , ) .u x x
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A x b
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j j
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j2 2
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+ + +

+ +,

=

e o/
(18)

It is clear that ( ) ( , ),g x u x xr r r=  so Assumption (A1) is satisfied. 
To verify Assumption (A2), we apply the arithmetic-geometric 
inequality, and have 

( , )u x x
A x b

A x b
A x b2

1r

j
r

j

j j

j
j

r
j2 2

1

2 2
2 2

h
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+ +
+ + +

+ +,

=

e o/

( ), .A x b g x x Rj j
j

m

1

2 2 6$ !h =+ +
,

=

/

Then according to Example 1, Assumption (A3) is automatically 
true, therefore we have verified that ( , )u x xr  defined in (18) is 
indeed an upper-bound function for the smooth function .( )g x
It follows that the IRLS algorithm corresponds to a single-block 
BSUM algorithm. Notice that using the BSUM framework we 
can easily generalize the IRLS to the multiblock scenario. 

APPLICATIONS OF THE BSUM FRAMEWORK
Here we briefly review a few applications of the BSUM frame-
work in wireless communication, bioinformatics, signal pro-
cessing, and machine learning. 

WIRELESS COMMUNICATION AND TRANSCEIVER DESIGN
Consider a multiple-input, multiple-output interference chan-
nel with K transmitter-receiver pairs. Let M  (resp. )N  be the 
number of antennas at each transmitter (resp. receiver) and 
each transmitter ,k , , , ,k K1 2 f=  is interested in transmit-
ting one data stream to its own receiver. Let x Ck

M!  be the 
transmitted signal of user ;k  assuming linear channel model, 
the received signal of user k  can be written as 

,H Hy x x nk kk k kj
j k

j k

desired signal
multiuser interference

noise

= + +
!1 2 344 44

< 5/

where H Ckj
N M! #  is the channel from transmitter j  to 

receiver k  and n Ck
N!  denotes the additive white Gaussian 

noise at the receiver k  with distribution .( , I)0CN 2v

When linear beamformers are employed at the transmitters 
and receivers, the transmitted signal and the estimated received 
data stream can be respectively written as 

x v sk k k=

and

,u ysk k
H

k=t

where v Ck
M!  and u Ck

N!  are, respectively, the transmit and 
receive beamformers. Here the transmitted data stream and the 
estimated data stream at the receiver are denoted by s Ck !

and ,s Ck !t  respectively. 
A crucial task in modern wireless networks is to design 

the transmit and receive beamformers vk  and uk  to maxi-
mize a given utility of the system. Here, for simplicity of pres-
entation, we consider the sum rate utility function as our 
objective. Therefore, our goal is to solve the following optimi-
zation problem: 

.

( )

, , , , ,

u vmax R

v P k K1 2s.t

,
u,v k

k

K

k k

1
2 6 f# =

=

/
(19)

where Pk  is the total power budget of user k  and ( , ),R u vk

which is the communication rate of user ,k  is given by 

( , )
| |

.
| |

logR
u

1u v
u H v

u H v
k

k
j k

k
H

kj j

k
H

kk k
2

2

2 2v
= +

+
!

f p/

Problem (19) is nonconvex and known to be NP-hard [58]. 
Using the well-known relation between the signal-to-interfer-
ence-plus-noise ratio (SINR) and the mean square error (MSE) 
value, one can rewrite (19) as [12], [59]: 

.

( , )

, , , , ,

min log e

P k K1 2s.t

u v

v
k

K

k

k k

1
2

v,u

6 f# =
=

^ h/
(20)

where ( , )e u vk  is the MSE value and is given by 

( , ) | | | | .e 1u v u H v u H vk k
H

kk k
j k

k
H

kj j
2 2 2v= - + +

!

/

Since the ( )log :  function is concave, it is upper bounded by its 
first-order approximation (i.e., the linear upper bound in Table 3). 
Therefore, we can define the function 

( , ) ( ) ( ) ( ) ( ) ,logu e e e ex x x x x xr
k

r
k

r
k k

r

k

K
1

1
= + --

=

^ ^ ^ ^h h hh/ (21)

where ( , )x u v_  is the optimization variable and ( , )x u vr r r_

denotes the beamformer at iteration .r  It is not hard to see that 
the approximation function in (21) is a valid upper bound in the 
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BSUM framework and at each iteration ,r  this choice of approxi-
mation function leads to a quadratic programming problem 
which has closed-form solutions. The resulting algorithm, dubbed 
WMMSE, converges to a stationary point of the problem and, in 
practice, it typically converges in a few iterations [12] even for 
larger-size problems [60]. 

For more details of the algorithm and its extensions to various 
beamformer design scenarios and different utility functions, refer 
to [12], [20], [59], [61], and [62]. It is also worth noting that many 
other interesting transceiver design algorithms also fall into the 
BSUM framework; see [33] and [63]–[65] for more details. 

BIOINFORMATICS AND SIGNAL PROCESSING
Here we briefly outline two interesting big data applications of the 
BSUM framework in bioinformatics and signal processing. 

ABUNDANCE ESTIMATION IN MODERN
HIGH-THROUGHPUT SEQUENCING TECHNOLOGIES
An essential step in the analysis of modern high throughput 
sequencing technologies of biological data is to estimate the abun-
dance level of each transcript in the experiment. Mathematically, 
this problem can be stated as follows. Consider M  transcript 
sequences , , { , , , }s s A C G TM

L
1 g !  with the corresponding 

abundance levels , , M1 gt t  such that .1mm

M

1
t =

=
/  Let 

, ,R RN1 g  be noisy sequencing reads originated from the tran-
script sequences, where each read ,Rn , , ,n N1 g=  is originated 
from only one of the transcript sequences , , .s sM1 g  Given the 
observed reads, the likelihood of the abundance levels , , M1 gt t

can be written as 

, , ; , ,

;

Pr

Pr

R R

R

N M

n

N

n M

1 1

1
1

f f

f

t t

t t=
=
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h
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n n m m
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11
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e ^ h o% /
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m

M

m
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N

11
a t=

==

,e o% /

w h e r e Pr R R sread from sequencenm n n m_a ^ h  c a n  b e 
obtained efficiently using an alignment algorithm such as the 
ones based on the Burrows-Wheeler transform; see, e.g., [66] 
and [67]. Therefore, given { } ,,nm n ma  the maximum likelihood 
estimation of the abundance levels can be stated as 

. , , , , .

arg min log

m M1 0 1s.t and

ML
n

N

nm
m

M

m

m
m

M

m

1 1

1
6 f$
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= =

t
= =

=

t e o/ /

/ (22)

As a special case of the EM algorithm, a popular approach for 
solving this optimization problem is to successively minimize a 
local tight upper bound of the objective function. In particular, 
the eXpress software [4] solves the following optimization prob-
lem at the rth iteration of the algorithm: 

. , , , , .m M1 0 1s.t and 6 f$t= =

arg min

log

log

r

nm
m

M

m
r

nm m
r

m
r
m

m

M

n

N

nm
m

M

m
r

m
m

M

m

1

1

11

1

1

t

a t

a t

t

t

a t

t

=

-

+

t
+

=

==

=

=

l

l

l
f
e

f c

oo

mp/
//

/

/ (23)

Using Jensen’s inequality, it is not hard to check that (23) is a valid 
upper bound of (22) in the BSUM framework. Moreover, (23) has a 
closed-form solution obtained by 

, , , ,N m M1 1Mm
r

nmm m
r

nm m
r

n

N
1

11
6 ft

a t

a t
= =+

== ll l//

which makes the algorithm computationally efficient at each step. 
In practice, the above algorithm for abundance estimation con-
verges in a few iterations. Moreover, this algorithm is perfectly 
suitable for distributed storage and multicore machines. In partic-
ular, since the number of reads N  is much larger than the num-
ber of sequences ,M  one can store the reads , ,R RN1 f  in np

different processing units. Hence, at each iteration ,r  the process-
ing unit , , , ,p p n1 pf=  can compute the local value 

, , , ,N m M1 1, Mm p
r

nmm m
r

nm m
r

n

N
1

1Np

6 ft
a t

a t
= =

e

+

=
ll l

t
//

where N p  is the set of reads stored at processor p  with
.{ , , , }N1 2Np

n
p1

p, f==  Then, all processors update their global 
abundance estimate through the consensus procedure 

, , , .m M1,m
r

m p
r

p

n
1 1

1

p

6 ft t= =+ +

=

t/

For a very recent application of BSUM algorithm in gene RNA-seq 
abundance estimation, see [68]. 

TENSOR DECOMPOSITION
The CANDECOMP/PARAFAC (CP) decomposition has applications 
in different areas such as clustering [69] and compression [70]. 
For ease of presentation, here we only consider third-order ten-
sors. Given a third-order tensor ,RX m m m1 2 3! # #  its rank R  CP 
decomposition is given by ,a b cX r r rr

R

1
% %=

=
/  where ,a Rr

m1!

,b Rr
m2! ;c Rr

m3!  and the notation “ c” stands for the outer 
product operator. 

In general, finding the CP decomposition of a given tensor is 
NP-hard [71]. A well-known algorithm for finding the CP decom-
position is the alternating least squares (ALS) algorithm proposed 
in [72] and [73]. This algorithm is, in essence, the BCD algorithm 
on the following optimization problem: 

.min a b cX r
r

R

r r

F1

2

{ , , }a b cr r r r
R

1

% %-
==

/ (24)

In the ALS algorithm, we consider three blocks of variables:{ } ,ar r
R

1=

{ } ,br r
R

1=  and { } .cr r
R

1=  At each iteration of the algorithm, two blocks 
are held fixed and only one block is updated by solving (24). The 
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block selection rule is cyclic and, therefore, one needs the unique-
ness of the minimizer assumption at each iteration for theoretical 
convergence guarantee. Clearly, this assumption does not hold for 
(24), therefore convergence is not always guaranteed. In addition, 
another well-known drawback of the ALS algorithm is the “swamp”
effect where the objective remains almost constant for many itera-
tions and then starts decreasing again. It has been observed in the lit-
erature that the employment of proximal upper bound (see Table 3) 
could help reduce the swamp effect [74]. It is also suggested in [74] 
that decreasing the proximal coefficient (c  in Table 3) during the 
ALS algorithm could further improve the performance of the algo-
rithm. Notice that these modifications in the algorithm makes the 
algorithm a special case of BSUM framework. Consequently, its the-
oretical convergence is also guaranteed by Theorem 1. 

Figure 5 compares the performance of the naive ALS algorithm 
with the one using proximal upper bound. The figure shows that the 
proximal ALS algorithm has less swamp effect as compared to the 
naive ALS method. For more details of the algorithm, refer to [21] 
and [74]; and to [75] for the application of BSUM and CP decomposi-
tion in gene expression and brain imaging. 

MACHINE LEARNING: SPARSE DICTIONARY LEARNING 
AND SPARSE LINEAR DISCRIMINANT ANALYSIS

DICTIONARY LEARNING FOR SPARSE REPRESENTATION
In compressive sensing [76], [77] problems, a given data signal is 
represented by sparse linear combination of the signals in a given 
set called a dictionary. In many applications even the dictionary is 
not known a priori, therefore, it should be learned from the data. 
More precisely, given a set of training signals { , , },y y RN

n
1 f !

the dictionary-learning task is to find a dictionary set 

{ , , }a a Rk
n

1 f !  that can sparsely represent the signals in the 
training set. Defining the matrices [ , , ],Y y yN1 f_ A _
[ , , ],a ak1 f  and [ , , ],X x xN1 f_  the dictionary-learning problem 
can be written as [78], [79] 

.

( , , )

, ,

min d

s.t

Y A X

A XA X
,A X

! ! (25)

where the sets X  and A  are given based on the prior knowledge 
on the data. The function ( , , )d $ $$  measures the goodness-of-fit of 
the model. For example, a popular choice of the function ( , , )d $ $$

and the set A  leads to the following optimization problem [79]: 

. ,

min

s.t a

Y AX X
,

i F i
2

2
1A X

# b

m- +

where the first term in the objective keeps our estimated signals 
close to the training set and the second term forces the represen-
tation to be sparse. One popular approach in the dictionary-learn-
ing algorithm is to alternatingly update the dictionary A  and the 
coefficients X  [80]. However, naively updating these two variables 
to its global optimum requires solving a sparse recovery problem 
at each iteration, which is costly for larger-sized problems. Moti-
vated by the idea of inexact steps in the BSUM framework, one can 
iteratively replace the objective by a locally tight upper bound, 
which is easier to minimize at each iteration and, hence, leads to 
computationally cheaper steps in the algorithm. It is not hard to 
see that utilizing the quadratic upper bound in Table 3 with diago-
nal matrices iU  leads to closed-form updates at each step [78]. 
Unlike many existing algorithms in the literature [79], [80], the 
resulting algorithm is guaranteed to converge theoretically to the 
set of stationary solutions as the result of Theorem 1. 
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[FIG5] A comparison of the ALS and proximal ALS algorithm [21]. The proximal ALS algorithm is the BSUM approach using the 
proximal upper bound; see Table 3. The “ALS with diminishing proximal” algorithm utilizes a decreasing proximal coefficient during the 
iterates of the algorithm. In the example .m m m R 1001 2 3= = = =  (Figure reprinted with permission from the Society for Industrial 
and Applied Mathematics.)
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Figure 6 and Table 5 show the performance of the resulting 
algorithm for dictionary learning in an image denoising problem. 
The denoising is performed on the Lena image corrupted by addi-
tive Gaussian noise with various variances .2v  As can be seen 
from Table 5, the proposed algorithm results in larger PSNR val-
ues than the K-SVD method [80] when the noise level is large. 
Moreover, the proposed algorithm contains less visual artifacts. 
Furthermore, each step of the proposed algorithm is in closed 
form and is computationally favorable, while each step of the 
K-SVD method requires an inner iterative method. 

SPARSE LINEAR DISCRIMINANT ANALYSIS
The linear discriminant analysis (LDA), which is closely related to 
analysis of variance (ANOVA) and regression analysis, is widely 
used in machine learning and statistics for classification and 
dimensionality reduction purposes; see, e.g., [81]. Let us, for the 
ease of presentation, focus only on the binary classification prob-
lem: Let ,x Ri

p! , , , ,i N1 2 f=  denote the zero-centered obser-
vations, where each observation xi  belongs to one and only one of 
the two classes C0  and .C1  Given the binary classes, the standard 
within-class covariance estimate can be calculated by 

( ) ( ) ,N
1 x x

{ , }
w

ik
i k i k

T

0 1 Ck

n nR = - -
!!

t t t//

where /N1 xk ii Ck
n =

!
t /  is observations mean in class .Ck  Simi-

larly, the standard between-class covariance estimate is given by 

,N N N1
b

T T
0 0 0 1 1 1n n n nR = +t t t t t^ h

with N0  (resp. )N1  being the cardinality of the set C0  (resp. ) .C1

The goal of LDA is to find a lower-dimensional subspace so that the 
projection of the observations onto the selected subspace leads to 
well-separated classes. In other words, the task is to project data 
points into a subspace with large between-class variance relative to 
the within-class variance. For simplicity, consider projection onto 
one-dimensional subspace defined by the vector ;R p!b  see [82] 
for details on projection to larger-dimensional subspaces. Then the 
inner product , xG Hb  is the projection of the observation x  onto 
the selected subspace; and the within-class variance of the pro-
jected data points is given by ;w

T
wv b bR=t t  while the between 

class variance can be written as .b
T

bv b bR=t t  Therefore, in the 
LDA problem, we are interested in solving  

. .

max

1s.t

T
b

T
w #

b b

b b

R

R
b

t

t (25)

Unfortunately, when the number of features is large relative to ,N
the matrix wRt  is rank deficient and therefore (25) is ill posed. To 
resolve this issue and to have a small generalization error, [82] 
suggests to regularize the optimization problem with a convex 
penalty function ( );P $  and solve 

.

( )

.

max P

1s.t

T
b

T
w #

b b b

b b

R

R

-
b

t

t (26)

Clearly, this optimization problem is nonconvex. As suggested in 
[82], one can linearize the first part of the objective in (26) itera-
tively to obtain a tight upper bound of the objective. It is not hard 
to see that the algorithm used in [82] is BSUM with the linear 
upper bound given in Table 3. 

EXTENSIONS
In this section, we discuss extensions and generalizations of the 
BSUM framework in various settings. 

STOCHASTIC OPTIMIZATION
Consider the following stochastic optimization problem: 

.
( ) ( , )

,
min f x g x

xs.t
E

X
x

_

!

pp 6 @
(27)

[FIG6] Sample denoised images ( ) .100v =  (a) K-SVD, (b) proposed algorithm, (c) K−SVD (zoomed in), and (d) proposed algorithm 
(zoomed in) [78].

(a) (b) (c) (d)

[TABLE 5] THE IMAGE DENOISING RESULT COMPARISON
ON THE “LENA IMAGE” FOR DIFFERENT NOISE LEVELS.
VALUES ARE AVERAGED OVER TEN MONTE CARLO
SIMULATIONS [78].

v /PSNR DCT K-SVD
PROPOSED 
ALGORITHM

20/22.11 32 32.38 30.88
60/12.57 26.59 26.86 26.37
100/8.132 24.42 24.45 24.46
140/5.208 22.96 22.93 23.11
180/3.025 21.73 21.69 21.96
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where X  is a closed convex set and p  is a random variable mode-
ling the uncertainty in our optimization problem. A standard clas-
sical approach for solving (27) is the sample average 
approximation (SAA) method; see [83] and the references therein. 
At iteration r  of the SAA method, given a new realization rp  of the 
random variable ,p  the SAA method generates a new iterate xr  by 
solving a problem with the sample average / ( , )r g x1 r i

i 1
p

=
/  as its 

objective, where , , , r1 2 fp p p  are independent identically distrib-
uted realizations of the random variable .p

A major drawback of the SAA method is that each of its itera-
tion can be computationally very expensive. The computational 
inefficiency arises from either the nonconvexity of the objective, or 
not having closed-form solutions at each iteration. 

Motivated by the BSUM framework, the authors of [20] and  
[84] suggest using an inexact version of the SAA method, in which 
a sequence of upper bounds of the objective are minimized. In par-
ticular, at each iteration ,r  the optimization variable is updated by 

. ,xs.t X!

( , , )arg minx r g x x1r
x

i

r
i i

1

1! p
=

-t/

where (·, , )g xi i1 p-t  is an upper bound of the function (·, )g ip

around the point .xi 1-  The approximation function (·, , )g xi i1 p-t

is assumed to be in the form of the BSUM approximation. The 
resulting algorithm, named stochastic successive upper-bound 
minimization (SSUM), is guaranteed to converge to the set of sta-
tionary solutions almost surely; see [20] for more details. Further, it 
is shown to be capable of dealing with various practical problems in 
signal processing and machine learning. For example, as we will 
see shortly, the authors of [85] apply the SSUM framework to cope 
with uncertainties in channel estimation for a wireless beamformer 
design problem. As another example, the online sparse dictionary-
learning algorithm proposed in [86] is a special case of SSUM. 

The stochastic optimization framework is well suited for 
many modern big data applications, especially when the entire 

data set is not available initially and the data points are made 
available over time. These problems can be considered as the 
previously mentioned general stochastic optimization problem; 
see also [87]. In addition, many statistical model fitting prob-
lems, such as the simple classical regression problem, can be 
cast as minimizing the following sum-cost function 

( , ) .g xL

1
p,,=

/  Typically, the number of data points L  is very 
large, making it difficult for batch processing. Therefore, it is 
desirable to implement algorithms working with only one (or a 
few) data point(s) at each step. In these scenarios, the stochastic 
optimization framework is useful since the sum-cost minimiza-
tion problem can be viewed as a stochastic optimization prob-
lem ( , )min g xE p6 @ with p  being uniformly drawn from the set 

.{ , , }L1 fp p

As an example of the SSUM method, consider the wireless 
transceiver design problem discussed in the “Wireless Commu-
nication and Transceiver Design” section, where the channel 
coefficients { }H ,ij i j  are not exactly known. In this scenario, we 
can consider the channel coefficients as random variables and 
solve the following stochastic optimization problem: 

.

[ ( , )]

, , , , ,

max R

P k K1 2s.t

u v

v

E
,

k

K

k

k k

1
2

u v

6 f# =
=

/
(28)

which is the stochastic counterpart of the optimization problem 
(19). Utilizing the upper bound (21) in the SSUM algorithm leads 
to the stochastic WMMSE algorithm [85]. Figure 7 illustrates 
the numerical performance of the SSUM methods as compared 
with SAA. At each iteration of the SAA procedure, one should 
solve a nonconvex optimization problem. Two different methods 
are considered: the gradient descent method with random ini-
tialization and the WMMSE algorithm, which is known to con-
verge in few iterations for this problem. As Figure 7 illustrates, 
the running time of the SAA algorithm is much longer than that 
of the SSUM. 

[FIG7] An iteration and running time comparison of SSUM versus SAA [20].
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COUPLING CONSTRAINTS
So far in this article, we have assumed that the constraints in the 
optimization problem is separable and convex. In other words, the 
constraint set X  in (1) is of the form X XX n1#f=  with each 
Xi  being convex. A natural extension of the BSUM framework is 
to modify it to deal with coupling and nonconvex constraints. 

LINEAR COUPLING
Consider the following convex problem with linear coupling 
constraints 

.

( , , )

, , , , ,

min f x x

A x b

x i n1 2

s.t

X

( , , )x x
n

i
i

n

i

i i

1

1

n1
f

6 f!

=

=

f

=

/
(29)

where ,x Ri
mi! ,A Ri

k mi! # b Rk!  and ( )f $  is a convex func-
tion. As seen in Example 4, the direct extension of the BCD/
BSUM approach does not work for this type problem. A popular 
approach for solving the above optimization problem is the 
alternating direction method of multipliers (ADMM) [88], [89]. 
This approach is based on finding a saddle point of the aug-
mented Lagrangian function 

( , , ; ) ( , , )

, ,

L x x f x x

A x b A x b2

n n

i
i

n

i i
i

n

i

1 1

1 1

2

f fm

m
t

=

+ - + -
= =

/ /

where Rk!m  is the Lagrange multiplier corresponding to the 
linear constraint; 02t  is the augmented Lagrangian coefficient; 
and , ··G H  denotes the inner product operator. 

At each iteration of the ADMM method, either a primal block 
variable xi  is updated according to 

( , ; ),arg minx L x xi
r

x
i i

r r1

Xi i
! m

!

+
-

or the dual Lagrange multiplier m  is updated according to the 
gradient ascent rule 

A x br r r
i

i

n

i
r1

1
!m m a+ -+

=

,c m/

where ra  is the dual step size at iteration .r  The update orders 
for the primal and dual variables could be either cyclic or 
randomized. 

Similar to the BSUM framework, one can replace the aug-
mented Lagrangian function (·, ; )L x i

r rm-  with its tight upper 
bound (·, ; )L xi

r rmu  at iteration ,r 1+  where 

( , , ) ( , )

,

L x x u x x

A x A x b A x A x b2

i i
r r

i i
r

r
i i j

j i
j
r

i i j
j i

j
r 2

m

m
t

=

+ + - + + -
! !

u

/ /

with (·, )u xi
r  being a locally tight approximation of the func-

tion (·, )f x i
r
-  around the point xi

r  satisfying Assumption A. The 
resulting algorithm, named the BSUM method of multipliers

(BSUMM) [44], is guaranteed to converge to the global optimal 
of (29) under some regularity assumptions [44]. For extensions 
to nonconvex problems, see the recent work [90] and [91]. 
There are a few other interesting techniques that deal with line-
arly coupling constraint. For example, [92] and [93] propose to 
randomly pick two blocks of variables to update at each itera-
tion, and [94] proposes new algorithms based on minimizing 
the augmented Lagrangian function. We refer the readers to 
these papers for more related works in this direction. 

Let us illustrate an application of BSUMM to a multicommodity 
routing problem, which arises in the design of next-generation 
cloud-based communication networks [95]. Consider a connected 
wireline network ( , )N V L=  that is controlled by K 1+  net-
work controllers (NCs) as illustrated in Figure 8. Let V  denote the 
set of network nodes, which is partitioned into K  subsets, i.e., 

,VV i
K i

1,= = ,V Vi j+ Q= .i j6 !  The set of directed links that 
connect nodes of V  is denoted as { ( , ) , },l s d s dL Vl l l l6_ !=

where ( , )l s dl l=  denotes the directed link from node sl  to node 
dl . Each NC i  controls Vi  and the links connecting these nodes, 
i.e., { ( , ) , },l s d s dL L Vl l l l

i6_ ! !=i  (cf. Figure 8). The net-
work ( ,N V Li i_ i) is called the subnetwork .i

Our objective is to transport M  data flows over the network, 
with each flow m  being routed from a source node s Vm !  to 
the sink node .d Vm !  We use r 0m $  to denote flow m ’s rate, 
and use f 0,l m $  to denote its rate on link .l L!  We also 
assume that a master node exists, which controls the data flow 
rates { } .rm m

M
1=  The central NC 0  controls the subnetwork N 0,

consisting of the master node and the links connecting different 
subnetworks, i.e., .LL i j ij

0 0,= !

We consider two types of network constraints:  
1) Link capacity constraints. Assume each link l L!  has a 
fixed capacity denoted as .Cl  The total flow rate on link l  is 
constrained by 

, ,C l1 f LT
l l 6# ! (30)

where 1 is the all-one vector and [ , , ] .f ff , ,l l l M
T

1 f_

N = (V, L)

N1 = (V 1, L1)

N4 = (V 4, L4)
N2 = (V 2, L2)

N3 = (V 3, L3)

N5 = (V 5, L5)[NC1]

[NC4] [NC2]

[NC3]

[NC5]

NC 0

[FIG8] A wireline network consists of five subnetworks. Each of 
them is controlled by an NC, and these NCs are coordinated 
globally by a central NC 0 [95].
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2) Flow conservation constraints. For any node v V!  and 
data flow ,m  the total incoming flow should be equal to the 
total outgoing flow: 

,

, , , ,

f r f r

m M v

1 1

1 V

,
( )

( ) ,
( )

( )l m
l v

v s m m l m
l v

v d m m
In Out

g 6 !

+ = +

=
! !

= =/ /
(31)

where ( ) { }v l d vIn L l_ ! =  and ( ) { }v l s vOut L l_ ! =

denote the set of links going into and coming out of a node 
v  respectively; 1 1v x ==  if v x=  otherwise .1 0v x ==

To provide fairness to the users, we maximize the minimum 
rate of all data flows. The problem can be formulated as the fol-
lowing linear program (LP) 

. ,  ,  , ,max r r r m M0 1s.t fmin minm
,f r

g$ $ = (32a)

(30) and (31), (32b)

where { }lf f Ll_ !  and .{ , ~ }r r r m M1min m_ =  Obviously, 
one can use off-the-shelf optimization packages such as Gurobi 
[96] to solve the LP (32), but this is only viable in a centralized 
setting where all the flows are managed by a single controller. 

To enable distributed/parallel network management across the 
NCs, we need to allow each NC i  to independently optimize the 
variables belonging to the subnetwork .N i  However, this task is 
difficult because the optimization variables of (32) is coupled 
(indeed each flow rate fm  appears in exactly two flow conservation 
constraints). To address this problem, we introduce a few sets of 
new variables to decouple the flow conservation constraints across 
different subnetworks (see [95] for the detailed reformulation). 
The reformulated problem (32) is given by 

max rmin
x

. { , } , { , } ,  ,r xs.t x x xX X Xmin i i i i i02 0 1 2 1 3 2! ! !

, , , ,x x x x x x i K1i i
i

i
i i01 02 1 01 2 3

in in and inN N N Ni i00

g= = = =
1 2 344 44 1 2 344 44 >

where ,X0 ,Xi1  and Xi2  are some feasible sets, and 
{ , , , , , }r x x x x xmin i i i02 01 1 2 3  are the block variables. By applying the 
BSUMM, we can obtain a parallel/distributed algorithm. A few 
remarks about the implementation of this algorithm are: 

1) The replication of link/flow variables for links across dif-
ferent subnetworks allows each subnetwork to be considered 

separately and independently. This feature makes the 
BSUMM subproblems solvable in parallel. The requirement 
of the replicated variables being the same as the original var-
iables is enforced by the linear coupling constraints, and 
they can be satisfied asymptotically as the BSUMM algo-
rithm converges. 
2) The subproblems of the proposed BSUMM-based algo-
rithm can be solved by each NC very efficiently. For example, 
the update of { , }r xmin 02  can be performed by each NC in 
closed form; the update of { , }x xi

i
01  can be performed by run-

ning the well-known RELAX code [97]. 
3) A careful implementation of the BSUMM allows the NCs to 
act asynchronously, in the sense that they do not need to 
coordinate with each other for computation. Such asyn-
chronous implementation has the potential of greatly 
improving the computational efficiency.
We illustrate the BSUMM implementation over a mesh wire-

line network with 126 nodes, which is randomly partitioned into 
nine subnetworks with 306 directed links within these subnet-
works and 100 directed links connecting the subnetworks. The 
capacities for the links within (resp. between) the subnetworks are 
uniformly distributed in [50,100] megabits/second (resp. [20,50] 
megabits/second). All simulation results are averaged over 200 
randomly selected data flow pairs and link capacity. 

To demonstrate the benefit of parallelization, we also utilize a 
high-performance computing cluster, and make each computing 
node to be an NC. We compare a few different approaches for 
solving (32): 

1) use Gurobi [96], a centralized LP solver 
2) apply the synchronous BSUMM algorithm, with K 10=   NCs; 
the computation is done by either a single or by ten distrib-
uted computing cores  
3) apply the asynchronous BSUMM with K 10=  NCs; the 
computation is done in ten distributed computing cores.
Note that the asynchrony in the network arises naturally 

from the per-node computational delay and network communi-
cation delay. In Table 6, we demonstrate the performance of var-
ious algorithms when .M 200=  Clearly, the asynchronous 
BSUMM with a small number of NCs outperforms all the rest of 
the algorithms. 

The numerical results suggest that appropriate network 
decomposition and asynchronous implementation are both crit-
ical for the fast convergence of BSUMM. In practice, we observe 
that the network should be decomposed following a few 
guidelines: 

■ the computation burden across the subnetworks is well 
balanced
■ the subroutine within the network can achieve its maxi-
mum efficiency
■ the total number of replicated auxiliary variables is small. 

NONCONVEX CONSTRAINTS
The BSUM idea can be straightforwardly extended to a noncon-
vex constraint scenario for single block optimization problems. 
To proceed, consider the optimization problem: 

[TABLE 6] A COMPARISON OF DIFFERENT ALGORITHMS.
.M 200=

APPROACHES TIME NUMBER OF ITERATIONS
GUROBI 11.4690 s N/A
SYNCHRONOUS BSUMM
(TEN NCs, ONE CORE) 

18.0679 s 264.71

SYNCHRONOUS BSUMM
(TEN NCs, TEN CORE) 

5.80 s 264.71

ASYNCHRONOUS BSUMM
(TEN NCs, TEN CORE)

4.23 s 2109.07
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.
( )
( ) , , , , ,

min f x
f x i0 1 2s.t

x

i

0

6 f ,# = (33)

where the functions ( )fi $  are not necessarily convex. Since deal-
ing with nonconvex constraints is often not easy, one popular 
approach is to replace the functions ( ), , , , ,f x i 1 2i f ,=  with 
their locally tight upper bound ( , )u x xi

r  iteratively. In other 
words, the update rule of the iterates is given by [98] 

.

( , )

( , ) , , , , .

arg minx u x x

u x x i0 1 2s.t

r
x

r

i
r

1
0!

6 f ,# =

+

(34)

As illustrated in Figure 9, the iterative approximation of the 
constraints is a restriction of the constraints and hence the iter-
ates remain feasible during the algorithm. If, in addition, some 
constraint qualification conditions are satisfied, the resulting 
algorithm is guaranteed to converge to the set of stationary solu-
tions of (33); see [38, Th. 1] for detailed conditions and analysis. 

PARALLEL VERSION AND 
EXTENSIONS TO GAME THEORY
With the recent advances in multicore and cluster computa-
tional platforms, it is desirable to design “parallel” algorithms 
for multiblock optimization problem where multiple cores 
update the block variables in parallel to optimize the objective 
function. A naive parallel extension of the BCD approach for 
solving (1) is to update all blocks (or a subset of them) in paral-
lel by solving 

( , ), , , .arg minx f x x i n1i
r

x
i i

r1

Xi i
! 6 f=

!

+
-

Unfortunately, this naive extension of the BCD algorithm does not 
converge, in general, and might result in a zigzag/oscillating or 
divergent behavior. As an example, consider the problem 

.

( )

, .

min x x

x x1 1s.t
( , )x x

1 2
2

1 2

1 2

# #

-

-

Clearly, this problem is convex with bounded feasible set and its 
optimal value is zero. However, the above naive parallel extension 
of the algorithm leads to the following iteration path: 

( , ) ( , ) ( , ) ( , ) ( , )

( , ) ,

x x x x x x1 1 1 1

1 1
1
0

2
0

1
1

2
1

1
2

2
2" "

"g

= - = -

= -

which is clearly not convergent. This is caused by aggressive 
steps used in the algorithm. To make the algorithm convergent, 
it is then necessary to employ controlled steps that are also 
small enough. Furthermore, in the case of nonconvex objective 
function ( )f $  in (1), the approximation functions could be again 
used to obtain computationally efficient update rules. The 
resulting algorithm, dubbed parallel successive convex approx-
imation (PSCA), is summarized in Table 7. To see the conver-
gence analysis of this algorithm and other related algorithms such 
as the flexible parallel algorithm, refer to [18], [99], [100], and the 
references therein. 

Notice that PSCA can be viewed as a way of solving a multia-
gent optimization problem where multiple agents/users try to 

optimize a common objective by updating their own variable itera-
tively. Furthermore, it can be used in a game-theoretic setting 
where each player in the game utilizes the best response strategy 
by optimizing a locally tight upper bound of its own utility func-
tion. This algorithm is guaranteed to converge for some particular 
class of games under some regularity assumptions on the players’ 
utility functions. The convergence analysis presented in [101] is 
based on certain contraction approach as well as monotone con-
vergence for potential games. 

Figure 10 illustrates the behavior of the cyclic and randomized 
parallel PSCA method as compared with their serial counterparts 
(i.e., the “cyclic BCD” and the “randomized BCD”) applied to the 
LASSO problem. The performance of the PSCA method is also 
illustrated for a different number of processors and various block 
selection rules. In Figure 10(a) and (b), parallelization can result 
in more efficient algorithm; however, the convergence speed does 
not grow linearly with the number of processing cores. Moreover, 
increasing the number of processors beyond certain point results 
in slower convergence, which can be attributed to the increased 
communication overhead among the nodes. 

Note that the parallel update rule is very useful in dealing 
with distributed data sets. Consider solving the LASSO problem 
with the following objective: .Ax b x2

1m- +  Assume we 
have q  processing cores each having their own memory. Let us 
partition the matrix A  and vector x  into q  blocks:

.[ , , ] [ , , ]A A A x x xandq
T

q
T T

1 1f g= =  If PSCA is imple-
mented in a way that each core j  is only responsible for updating 

[FIG9] An illustration of constraint convexification.

xr

fi(x ) ≤ 0

ui(x, xr ) ≤ 0

[TABLE 7] A PSEUDOCODE OF THE PSCA ALGORITHM.

1  FIND A FEASIBLE POINT ;x X0 !  SET ,r 0=  AND CHOOSE A STEP-SIZE 
SEQUENCE { }rc

2 REPEAT
3    PICK INDEX SET I r

4   LET ( , ),argminx u x xi
r

x i i
r 1

Xi i= !
-t i I r6 !

5   SET ,x x k Ik
r

k
r r1 6 "= -

6   SET ( ),x x x x i Ii
r

i
r r

i
r

i
r r1 1 6 !c= + -- -t

7   ,r r 1= +

8 UNTIL SOME CONVERGENCE CRITERION IS MET
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block ,j  then at each iteration ,r 1+  core j ’s problem of interest 
can be written as 

,min A x b x,
j j j j

2
1m- +

where .b b A xj ii j i
r_ -

!
l /  Notice that the value of b jl  can be cal-

culated by letting each node i  compute the value of A xi i  and 
broadcast it to other nodes. Under this architecture, each node 
does not need to know the complete matrix A  and only local 
information is enough for a distributed implementation of the 
PSCA method. 

PRACTICAL CONSIDERATIONS
There are a number of factors that we need to consider when 
using the BSUM framework. The first consideration is about the 
choice of the upper bound. What is a good bound for a given appli-
cation? The answer is generally problem dependent, as we have 
already seen in a few examples. The general guideline is that a 
good upper bound should be able to ensure algorithm conver-
gence, best exploit the problem structure, and make the subprob-
lems easily solvable (preferably in closed form). For example, a 
simple proximal upper bound is not likely to perform well for the 
transceiver design problem discussed in the section “Wireless 
Communication and Transceiver Design” as the resulting sub-
problems will not decompose over the variables. 

The second consideration is about the choice of the block 
update rules. As we have seen in the section “How Fast Does the 
BSUM Converge?” different update rules lead to quite distinct con-
vergence behavior. For convex problems, deterministic rules such 
as the cyclic rule promise the worst-case convergence rates, while 

the randomized rule ensures convergence rate in either averaged 
or high-probability sense. Further, there is barely any theoretical 
rate analysis for nonconvex problems, regardless of the block 
selection rules. Therefore, the best strategy in practice is to per-
form an extensive numerical study and pick the best rule for the 
application at hand. For example, researchers have found that the 
MBI rule is effective for certain tensor decomposition problems 
[13]; the cyclic rule can be superior to the randomized rule for 
certain LASSO problems, and certain G-So rules can outperform 
the randomized rule [43], [14]. 

The third consideration is about the choice of the paralleliza-
tion schemes. There has been extensive research on parallelizing 
various special cases and variations of the BSUM type algorithm; 
see [17], [19], [99], [103]–[106], and the references therein. These 
algorithms differ in a number of implementation details and in 
their applicability. For example, most of the implementations use 
randomized block selection rules to pick the variable blocks, while 
[99] and [105] additionally use certain variations of the G-So rule. 
The majority of the schemes only work for convex problems, with 
the exception of [99] and [103], which work for general nons-
mooth and nonconvex problems in the form of (5). When assess-
ing whether a given problem is suitable for parallelization, it is 
important to know that oftentimes the number of blocks that can 
be updated in parallel is data dependent. For example, when solv-
ing LASSO problems, it is shown in [105] and [106] that the 
degree of parallelization is dependent on the maximum eigenvalue 
of certain submatrices of the data matrix. Some recent results 
[107] show that for a certain randomized coordinate descent 
method, such dependency could be mild. For solving general 

[FIG10] A comparison of the serial BCD with PSCA method for solving the LASSO problem: min Ax b xx
2

1m- + . The matrix A  and 
vector b  are generated according to [102]; and q  denotes the number of processors used in each experiment. The dimension of A is 

, ,2 000 10 000#  for (a) and , ,1 000 100 000#  for (b). The experiments are done over a computer cluster using the Message Passing 
Interface in C [18].
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convex nonsmooth problems, [104] shows that the step size 
should be carefully selected based on both the “separability” of the 
problem (or the sparsity of the data matrix) as well as the degree of 
parallelization. If the application at hand does not satisfy these 
conditions, the alternatives usually are: 1) exploit the problem 
structure and pick a good upper bound, so that the subproblems are 
decomposable, leading to parallel and step-size-free updates; see, for 
example, the NMF problem in the section “The NMF Algorithm” 
and the WMMSE algorithm in the section “Wireless Communica-
tion and Transceiver Design”; 2) to use the diminishing stepsizes 
for updating the blocks; see, for example, [19], [99], and [103]. 

ISSUES AND OPEN RESEARCH PROBLEMS
This article presents a comprehensive algorithmic framework, 
BSUM, for block-structured large-scale optimization. The main 
strength of the BSUM framework is its strong theoretical conver-
gence guarantee and its flexibility. As demonstrated in this article, 
the BSUM framework covers a number of well-known but seemingly 
unrelated algorithms as well as their new extensions. Moreover, it is 
amenable to a number of different data models as well as to parallel 
implementation on modern multicore computing platforms. 

To close, we briefly highlight a couple of issues and open 
research topics related to the BSUM framework. 

■ Communication delay and overhead in parallel implemen-
tations: As discussed in the section “Parallel Version and 
Extensions to Game Theory,” the convergence speed of the par-
allel version of the BSUM framework does not increase linearly 
with the number of computational nodes. In fact, after a point, 
increasing the number of computational nodes can lead to a 
slower convergence speed. As mentioned previously, this is due 
to the delay caused by communication among the nodes. This 
observation gives rise to two important research questions: 
First, given the maximum allowable number of computation 
nodes and the communication overhead of the nodes, what is 
the optimum choice of the number of cores for solving a given 
optimization problem? Answering this question requires com-
putation/communication tradeoff analysis of the proposed opti-
mization approach. Second, can the BSUM framework be 
extended and implemented in a (semi)asynchronous manner? 
If this is possible, then the communication overhead can be 
reduced significantly since the nodes are not required to wait 
for each other before updating the variables, making the algo-
rithm lock-free. For recent efforts on this research direction 
see [17]. 
■ Nonlinear coupling constraints: As we observe in the 
“Extensions” section, the BSUM framework can also be 
used in the presence of linear coupling or nonconvex decou-
pled constraints. How can the BSUM framework be general-
ized to problems with nonlinear coupling constraints? More 
precisely, can the BSUM framework with block-wise update 
rules be applied to the optimization problem of the follow-
ing form? 

( , , )min f x xn0 1
x

f

. ( , , ) , , , , .f x x i n0 1 2s.t i n1 f 6 f# =

Example 4 shows that the naive extension of the BCD approach 
fails to find the optimal solution even in the convex setting. A pop-
ular approach to tackle the aforementioned problem is to place the 
constraints in the objective using Lagrange multipliers and update 
the multipliers iteratively. However, this approach typically leads 
to double-loop algorithms and requires subgradient steps in the 
dual space, which is known to be slow.
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C
ompressed sensing deals with the reconstruction of 
signals from sub-Nyquist samples by exploiting the 
sparsity of their projections onto known subspaces. 
In contrast, this article is concerned with the recon-
struction of second-order statistics, such as covari-

ance and power spectrum, even in the absence of sparsity priors. 
The framework described here leverages the statistical structure 
of random processes to enable signal compression and offers an 
alternative perspective at sparsity-agnostic inference. Capitalizing 
on parsimonious representations, we illustrate how compression 
and reconstruction tasks can be addressed in popular applications 
such as power-spectrum estimation, incoherent imaging, direc-
tion-of-arrival estimation, frequency estimation, and wideband 
spectrum sensing.

INTRODUCTION
The incessantly growing size of sensing problems has spurred an 
increasing interest in simultaneous data acquisition and compres-
sion techniques that limit sensing, storage, and communication 
costs. Notable examples include compressed sensing [1], support 
recovery [2], sub-Nyquist sampling of multiband or multitone sig-
nals [3]–[5], and array design for aperture synthesis imaging [6]–
[8]. The overarching paradigm of sub-Nyquist sampling can 
impact a broad swath of resource-constrained applications arising 
in data sciences, broadband communications, large-scale sensor 
networks, bioinformatics, and medical imaging, to name a few.

The aforementioned techniques rely on parsimonious models 
that capture relevant information and enable compression. In 
compressed sensing, for example, signals can be reconstructed 
from sub-Nyquist samples provided that they admit a sparse 
representation in a known transformed domain. Whereas this 
form of structure arises naturally in many applications, it is often 
the case that either the underlying signal is not sparse or the spar-
sifying transformation is difficult to model or manipulate. Those 
scenarios call for alternative approaches to allow compression by 
capturing other forms of structure.

A prominent example is the family of methods exploiting struc-
tural information in the statistical domain, which includes those 
intended to reconstruct the second-order statistics of wide-sense 
stationary (WSS) signals, such as power, autocorrelation, or power-
spectral density. It is widely accepted that statistics of this class play 
a central role in a multitude of applications comprising audio and 
voice processing, communications, passive sonar, passive radar, 
radioastronomy, and seismology, for example [9]. Although recon-
struction of second-order statistics from compressed observations 
dates back several decades (see, e.g., [6] and the references therein), 
the recent interest in compressive sensing and reconstruction has 
propelled numerous advances in this context.

The purpose of this article is to provide a fresh look at the 
recent contributions in this exciting area, which is referred to as 
compressive covariance sensing (CCS). Admittedly, a straightfor-
ward approach to reconstruct second-order statistics is to apply an 
estimation method over a waveform uncompressed via a non-CCS 
procedure. However, it is not difficult to see that such a two-step 
approach incurs large computational complexity and heavily 

limits the compression ratio. CCS methods, on the other hand, 
proceed in a single step by directly recovering relevant second-
order statistics from the compressed samples, thus allowing a 
more efficient exploitation of the statistical structure.

SAMPLING SECOND-ORDER STATISTICS
To introduce the basic notions of CCS, consider the problem of 
measuring the fine variations of a spatial field to achieve a high 
angular resolution in source localization. Since the large sensor 
arrays required in the absence of compression incur prohibitive 
hardware costs, multiple acquisition schemes have been devised 
to reduce the number of sensors without sacrificing resolution.

A WARM-UP EXAMPLE
Suppose that a uniform linear array (ULA) with L  antennas, such 
as the one in Figure 1(a), observes T  snapshots of a zero-mean 
spatial signal whose complex baseband representation is given by 

,x CL!x , , .T0 1 1fx = -  Many array processing algorithms 
rely on estimates of the so-called spatial covariance matrix 

: x xEx
HR = x x" , to form images or to obtain information such as 

the bearing of certain sources [6], [9]. A straightforward estimate 
of xR  is the sample covariance matrix, given by

.x xT
1

x
H

T

0

1

R = x x

x=

-
t / (1)

If the impinging signals are generated by uncorrelated point 
sources in the far field [see Figure 1(a)], the matrix xR  exhibits a 
Toeplitz structure (see the section “Modal Analysis”), meaning that 
the coefficients are constant along the diagonals. Thus, one may 
represent the ( , )m n th entry of xR  by

[ ] [ ] [ ] ,x xEm n m n*v - = x x" , (2)

where [ ]x mx  represents the mth entry of .xx  Noting that xR  is 
also Hermitian reveals that all the information is contained in the 
coefficients [ ],lv , , .l L0 1f= -  These observations suggest the 
possibility of constructing estimators with improved performance 
[10], [11]; simply consider replacing the elements on each diago-
nal of xRt  with their arithmetic mean. This operation renders a 
more satisfactory estimate than the sample covariance matrix in 
(1) because it utilizes the underlying Toeplitz structure.

Let us now adopt a different standpoint. Instead of attempting 
to improve the estimation performance, the described structure 
can also be exploited to reduce the number of antennas required 
to estimate xR  (see, e.g., [6]–[8]). Suppose, in particular, that only 
a subset of the antennas in the ULA is used to sample the spatial 
field of interest, the others being disconnected [see Figure 1(b)].

Let the set : { , , }k kK K0 1f= -  collect the indices of the K
active antennas. The vector signal received by this subarray, which 
can be thought of as a compressed observation, is given by 

[ [ ], , [ ]] .y x k x kK
T

0 1f= x xx -  The ( , )i j th entry (we adopt the 
convention that the first row/column of any vector/matrix is asso-
ciated with the index 0, the second with the index 1, and so on) of 
the covariance matrix : y yEy

HR = x x" , is, therefore,
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[ ] [ ] [ ] [ ] [ ] .Ey i y j x k x k k kE * *
i j i jv= = -x x x x" ", , (3)

Thus, yR  is made up of a subset of the entries of .xR  It is clear 
that xR  can be reconstructed from a sample estimate of yR  if all 
the entries of the former show up at least once in the latter. 

From (3), this means that, for every , , ,l L0 1f= -  there must 
exist at least one pair of elements ,k kl  in K  satisfying 

.k k l- =l  Sets K  of this nature are called sparse rulers, and, if 
they contain a minimum number of elements, they are termed 
minimal sparse rulers, as explained in “Linear Sparse Rulers.” In 
Figure 1(b), for example, only the antennas at positions 

,{ , , , }0 1 4 7 9K =  are operative, but the array can reconstruct the 
same spatial covariance matrix as the array in Figure 1(a).

Mathematically, the problem of constructing sparse rulers is 
interesting on its own and has been extensively analyzed (see [12] 
and the references therein). Since finding minimal sparse rulers is a 
combinatorial problem with no closed-form solution, devising 
structured yet suboptimal designs has received much attention 
(see, e.g., [12] and [13]).

An intimately related concept is the minimum-redundancy array 
[7], [9], well known within the array processing community. A mini-
mum-redundancy array is a minimal linear sparse ruler whose 
length is maximum given its number of marks. For example, 

{ , , , , },0 1 2 3 7K1 = { , , , , }0 1 2 5 8K2 = , and { , , , , }0 1 2 6 9K3 =

are minimal sparse rulers of length 7, 8, and 9, respectively. How-
ever, K1  and K2  are not minimum-redundancy arrays, since a 
minimal sparse ruler of greater length can be found with the same 
number of marks, an example being .K3

Deploying a smaller number of antennas allows cost savings 
beyond the costs associated with the antennas themselves: radio-
frequency (RF) equipment, such as filters, mixers, and analog-to-
digital converters (ADCs), needs to be deployed only for the active 
antennas. Moreover, the fact that the endpoints 0 and L 1-  are 
always in K  for any length-( )L 1-  linear sparse ruler K  means 
that the aperture of the subarray equals the aperture of the 
uncompressed array. Therefore, this antenna reduction comes at 
no cost in angular resolution. The price to be paid is, however, 
slower convergence of the estimates; generally, the smaller the 
| | ,K  the larger the number of snapshots T  required to attain a 
target performance. Hence, for signals defined in the spatial 
domain, this kind of compression is convenient when hardware 
savings make up for an increase in the acquisition time, as is usu-
ally the case in array processing.

α4

α5

α3

α2

α1

(a)

α4

α5

α3

α2

α1

(b)

[FIG1] (a) An uncompressed ULA with ten antennas receiving the 
signals from five sources in the far field. (b) A compressed array 
with five antennas. The five antennas marked in light gray were 
removed, but the achievable spatial resolution remains the same.

LINEAR SPARSE RULERS
A set { , , }L0 1K f1 -  is a length- ( )L 1-  (linear) sparse 
ruler if for every , , ,l L0 1f= -  there exists at least one pair 
of elements ,k kl in K  satisfying .k k l- =l  Two examples 
of length 10 are { , , , , , }0 1 2 5 7 10K =  and { , , , , , } .0 1 3 7 8 10K =

The name sparse ruler stems from the geometric interpret-
ation of K  as a physical ruler where all but the marks with indi-
ces in K  have been erased. Despite lacking part of its marks, a 
sparse ruler is still able to measure any integer distance between 
zero and .L 1-  In Figure S1, we observe that the ruler 

{ , , , , , }0 1 3 7 8 10K =  is capable of measuring any object of 
length five by using the marks three and eight. 

A length-( )L 1-  minimal sparse ruler is a length-( )L 1-  sparse 
ruler K  with minimum number of elements | | .K  The set 

{ , , , , , }0 1 3 7 8 10K =  is a length-10 minimal linear sparse ruler 
since it has six elements and there exists no length-10 sparse 
ruler with five or fewer elements.

0 1 3 7 8 10

Distance = 5

[FIGS1] A sparse ruler can be thought of as a ruler with a part of 
its marks erased, but the remaining marks allow all integer 
distances between zero and its length to be measured.
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IMPORTANCE OF COVARIANCE 
STRUCTURES
In the previous example, the Hermit-
ian Toeplitz structure of xR  allowed 
us to recover the second-order statis-
tics of xx  from those of its com-
pressed version .yx  More generally, it 
is expected that our ability to com-
press a signal while preserving the 
second-order statistical information 
depends on the structure of .xR  In 
other words, we expect that the more 
structured xR  is, the stronger the 
compression on xx  it may induce.

In certain applications, such as power-spectrum estimation for 
communication signals, the covariance matrix is known to be circu-
lant [14]–[17]. Recall that a circulant matrix is a special type of Toe-
plitz matrix where each row is the result of applying a circular shift 
to the previous one. For this reason, it can be seen that [ ]lv =

[ ] .l Lv -  This increased structure relaxes the requirements on ,K
which is no longer required to be a linear sparse ruler but a circular 
one; see “Circular Sparse Rulers” for a definition.

Because of their ability to measure two different distances 
using each pair of marks, circular sparse rulers lead to a greater 
compression than their linear counterparts. In other words, K
needs fewer elements to be a length-( )L 1-  circular sparse ruler 
than to be a length-( )L 1-  linear sparse ruler.

Circular sparse rulers can be designed in several ways. For cer-
tain values of ,L  minimal rulers can be obtained in closed form 
[18]. Other cases may require exhaustive search, which motivates 
suboptimal designs. Immediate choices are length-( )L 1-  or 
length- /L 26 @ minimal linear sparse rulers [19]. In fact, the latter 
provide optimal solutions for most values of L  below 60 [20]. 

Aside from Toeplitz and circulant, another common structure 
is the one present in those applications where the covariance mat-
rix is known to be banded [19]. A type of Toeplitz matrix, d-banded 
matrices satisfy [ ]l 0v =  for all l d2  and arise in those cases 
where we sample a WSS time signal whose autocorrelation 
sequence [ ]lv  vanishes after d  lags. Sampling patterns for 

banded matrices are discussed in 
[20], which suggests that the achiev-
able compression is dependent on 
the parameter .d  These designs also 
hold for certain situations where we 
are only interested in the first d  cor-
relation lags [21].

These typical covariance struc-
tures, including Toeplitz, circulant, 
and banded, are illustrated in 
Figure 2, along with their most pop-
ular applications. Generally speak-
ing, in many cases including the 

previous ones, prior knowledge constrains covariance matrices to 
be linear combinations of certain known matrices, say { } .i iR  In 
other words, there must exist coefficients ia  such that

.x i
i

S

i
0

1

aR R=
=

-

/ (4)

Without any loss of generality, we may assume that the scalars ia  are 
real [20] and the matrices iR  are linearly independent. Thus, 

{ , , }S S0 1fR R= -  is a basis, and S  represents the dimension of 
the model. This expansion encompasses all the previous examples as 
particular cases as long as the right set of matrices iR  is chosen. It 
can be seen that S L2 1= -  for Toeplitz matrices, S L=  for circu-
lant matrices, and S d2 1= -  for d -banded matrices (see Figure 2). 
As we will see in the section “Optimal Designs,” S  is related to how 
compressible xR  is.

The problem of estimating the coefficients ia  is known as struc-
tured covariance estimation or covariance matching [10], [22] and 
has a strong connection with CCS. Nonetheless, this line of work flour-
ished before the surge of compressed sensing in signal processing, 
when the main goal was to design robust and performance-enhanced 
estimators with a small sample size. CCS offers a new way to exploit 
covariance structures for joint signal acquisition and compression. 

COMPRESSION
The previous array processing example describes how compres-
sion can be exerted for signals acquired in the spatial 

CIRCULAR SPARSE RULERS
A set { , , }L0 1K f1 -  is a length- ( )L 1-  circular sparse 
ruler if for every , , ,l L0 1f= -  there exists at least one pair 
of elements ,k k K!l  satisfying ( ) .modk k L l- =l  An exam-
ple of a length-15 circular sparse ruler is { , , , , } .0 1 4 6 8K =  It 
can be seen that any length-l  linear sparse ruler, with 

/ ,L l L2 1# # -  is also an example of a length- L  circular 
sparse ruler.

A circular sparse ruler can be thought of as the result of wrap-
ping around a linear ruler. This operation allows us to measure 
two different distances using each pair of marks (see Figure S2).

A length-( )L 1-  circular sparse ruler is minimal if there exists 
no length-( )L 1-  circular sparse ruler with fewer elements.

0 1

4

6

8

Distance = 14

Distance = 2

[FIGS2] Generally, in a circular sparse ruler, each pair of marks 
allows two distances to be measured.

CCS METHODS, ON THE
OTHER HAND, PROCEED IN 
A SINGLE STEP BY DIRECTLY 

RECOVERING RELEVANT 
SECOND-ORDER STATISTICS FROM

THE COMPRESSED SAMPLES, 
THUS ALLOWING A MORE
EFFICIENT EXPLOITATION 

OF THE STATISTICAL
STRUCTURE.
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domain—only a subset K  of antennas was used to estimate ;xR
the remaining antennas can be disconnected, or, more simply, 
they need not be deployed. Broadly, acquisition hardware repre-
sents the bottleneck of many current signal processing systems, 
whose designs aim at meeting an ever-
increasing demand for processing rap-
idly changing signals. In practice, 
Nyquist acquisition of wideband signals 
becomes prohibitive in many applica-
tions since the sampling rate drastically 
affects power consumption and hard-
ware complexity. The ambition to break 
this bandwidth barrier has prompted a 
growing interest in innovative acquisi-
tion hardware architectures that 
replace traditional equipment, such as 
the slow and power-hungry ADCs. In this section, we delve into 
compression methods that can be applied not only for compres-
sive acquisition of spatial signals but also for time signals and 
more general classes of signals.

In particular, suppose that we are interested in estimating the 
second-order statistics of ( ),x t  indexed by the continuous-time 
index .t  A traditional ADC ideally produces the sequence

[ ] ( ),  , , ,x l x lT l L0 1s f= = - (5)

where /T1 s  is the sampling rate, a number that must exceed the 
Nyquist rate of ( )x t  to avoid aliasing. Unfortunately, power con-
sumption, amplitude resolution, and other parameters dictated by 
the application establish stringent upper bounds on the values 
that the sampling rate can take on. These limitations conflict with 
the constantly increasing need for larger bandwidths and, hence, 
higher Nyquist rates.

A compression approach similar to the one described for the 
spatial domain may potentially alleviate these limitations by redu-
cing the average sampling rate. Generally known as nonuniform 

sampling, this approach advocates the acquisition of a small 
number of samples indexed by a subset of the Nyquist grid:

[ ] ( ),  { , , } .y i x k T k kKi s K0 1f= = - (6)

As we will soon see, this average 
rate reduction has led to the tech-
nology of compressive ADCs 
(C-ADCs), conceived to circumvent 
the aforementioned hardware 
tradeoffs. Before exploring this 
topic, let us expand the families of 
samplers we are about to consider.

By forming [ [ ], ,x x 0 f=

[ ]]x L 1 T-  and [ [ ], ,y y 0 f=

[ ]] ,y K 1 T-  the operation in (6) 
can be equivalently represented as a row-selection operation

.y xU= r (7)

The matrix ,CK L!U #r  which contains ones at the positions 
( , )i ki  and zeros elsewhere, is, therefore, a sparse matrix with at 
most one nonzero entry at each row or column. Rather than 
restricting ourselves to matrices of this form, there are certain 
applications where the usage of dense compression matrices has 
proven to be successful, both in the time domain (see, e.g., [4] 
and [5]) and in the spatial domain (see, e.g., [23]). In correspond-
ence with this terminology, we talk about dense samplers when 
Ur  is dense and about sparse samplers when Ur  is sparse.

As opposed to most applications in array processing, it is com-
mon in time-domain applications to observe just a single realiza-
tion of the signal of interest, i.e., .T 1=  This is why we dropped 
the subscript x  from x  and y  in (7) when compared to xx  and 
yx  in the previous section. For simplicity, we omit this subscript 
throughout when possible, keeping in mind that several snapshots 
may be available.

S = 2L − 1 Real Unknowns
WSS Processes

Direction-of-Arrival Estimation
Incoherent Imaging

S = 2d − 1 Real Unknowns
WSS with d Limited Lags

MA(d ) Time Series

S = L Real Unknowns
Orthogonal Frequency-Division

Multiplexing Signals
Multiband Signals

Incoherent Imaging
(a) (b) (c)

[FIG2] Some common covariance structures, along with their main applications: (a) Toeplitz, (b) d-banded, and (c) circulant.

ACQUISITION HARDWARE
REPRESENTS THE BOTTLENECK 

OF MANY CURRENT SIGNAL
PROCESSING SYSTEMS, 

WHOSE DESIGNS AIM AT 
MEETING AN EVER-INCREASING

DEMAND FOR PROCESSING
RAPIDLY CHANGING SIGNALS.
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When observation windows for time signals are long, hardware 
design considerations make it convenient to split a sampling pat-
tern into shorter pieces that are repeated periodically. This 
amounts to grouping data samples in blocks that are acquired 
using the same pattern. Likewise, the usage of periodic arrays in 
the spatial domain may also present advantages [16].

In these cases, the uncompressed observations x  are divided 
into B  blocks of size /N L B=  as [ [ ], , [ ]] ,x x x B0 1T T Tf= -

and each block is compressed individually to produce an output 
block of size M :

[ ] [ ] .y xb bU= (8)

It is clear that one can assemble the vector of compressed obser-
vations as [ [ ], , [ ]]y y y B0 1T T Tf= -  and the matrix Ur  from 
(7) as ,IB7U U=r  where 7  represents the Kronecker product.

In the case of sparse samplers, the block-by-block operation 
means that the pattern K  can be written as

{ : , , , },m bN m b B0 1K M f!= + = - (9)

where { , , }N0 1M f1 -  is the sampling pattern used at each 
block. For example, M  can be a length-( )N 1-  linear sparse 
ruler. Thus, M  can be thought of as the period of ,K  or we may 
alternatively say that K  is the result of a B-fold concatenation of 

.M  In sparse sampling schemes of this form, known in the litera-
ture as multicoset samplers [3], the matrix U  is the result of 
selecting the rows of IN  indexed by .M

OPTIMAL DESIGNS
One critical problem in CCS is to design a sampler Ur  that pre-
serves the second-order statistical information, in the sense that it 
allows reconstruction of the uncompressed covariance matrix 
from the compressed observations.

Design techniques for sparse and dense samplers hinge on dif-
ferent basic principles. Whereas sparse samplers are designed 

based on discrete mathematics (as explained previously), existing 
designs for dense samplers rely on probabilistic arguments. 
Inspired by compressed sensing techniques, these designs gener-
ate sampling matrices at random and provide probabilistic guar-
antees on their admissibility. 

Optimal rates for dense samplers are known in closed form 
for linear covariance parameterizations such as Toeplitz, circu-
lant, and banded [20]. On the other hand, their evaluation for 
sparse samplers requires solving combinatorial problems such 
as the minimal sparse ruler problem. Table 1 summarizes the 
optimum designs, along with the maximum compression ratios, 
for the aforementioned parameterizations [20]. The compres-
sion ratio is defined as

:
| | ||
L N

MK
h = = (10)

and satisfies .0 1# #h  Note that the stronger the compression, 
the smaller .h  It can also be interpreted as the reduction in the 
average sampling rate: if [ ]x l  represents the sample sequence 
acquired at the Nyquist rate / ,T1 s  for instance, then the com-
pressed sequence [ ]y k  corresponds to an average sampling rate 
of / .Tsh

The designs from Table 1 are compared in Figure 3. The verti-
cal axis depicts the reduction in the sampling rate that can be 
achieved in applications such as compressive wideband spectrum 
sensing [24]–[26], where the spectrum occupancy over a very wide 
band is decided via power-spectrum estimation. Note that the 
sampling rate can be reduced considerably, even in the absence of 
sparsity. For instance, even for a moderate block length of 

,N 50=  the minimum sampling rate is less than one-fourth of 
the Nyquist rate in all cases. Asymptotically for increasing ,N
sampling rate savings are proportional to / N1  (cf. Table 1).

The superior efficiency of dense samplers over their sparse 
counterpart also manifests itself in Figure 3. In fact, it can be 

[TABLE 1] OPTIMAL DESIGNS AND COMPRESSION RATIOS.

SPARSE SAMPLERS DENSE SAMPLERS
DESIGN RATIO DESIGN RATIO 
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shown that certain random designs for dense samplers achieve 
optimal compression ratios with probability one, in the sense that 
no other sampler (either dense or sparse) can achieve a lower ratio.

TECHNOLOGIES
The acquisition systems that can be used to implement the previ-
ously described sampling schemes, which are essentially the same 
as those used by many other sub-Nyquist acquisition techniques, 
have recently experienced an intense development.

For example, time signals can be compressively acquired using 
C-ADCs such as interleaved ADCs [27], random demodulators [5], 
modulated wideband converters [4], and random modulators pre-
integrators [28]. If x  contains the Nyquist samples of ( ),x t  their 
operation can be described by (7) (see Figure 4). Note, however, 
that no C-ADC internally acquires Nyquist samples since this 
would entail precisely the disadvantages of conventional ADCs that 
they attempt to avoid. Nonetheless, they represent a convenient 
mathematical abstraction.

As for spatial signals, sparse samplers can be easily imple-
mented by removing unused antennas. On the other hand, dense 
samplers require analog combining (see, e.g., [23]).

MAIN APPLICATIONS
The problems that can be formulated in CCS terms are those rely-
ing exclusively on the second-order moments of a certain signal 

.x  In this section, we elaborate on the mathematical formulation 
of the signal processing problems involved in some of the main 
applications. In each case, we indicate the set of basis matrices 

{ , , }S S0 1fR R= -  to be used [see (4)].

APPLICATIONS IN THE TIME DOMAIN
CCS is especially convenient to acquire wideband signals, whose 
rapid variations cannot be easily captured by conventional ADCs. As 
described in the section “Technologies,” this difficulty motivates 
the usage of C-ADCs, whose operation can be described by (7). 
Their usage in CCS has been considered in a number of applica-
tions where acquisition designs and reconstruction algorithms 
have been proposed. Some of them are detailed next.

■ Compressive power-spectrum estimation: The goal is to 
estimate xR  from y  subject to the constraint that xR  is 
Hermitian Toeplitz and positive semidefinite. This means that 
the matrices in S  span the subspace of Hermitian Toeplitz 
matrices. If the length L  (in samples) of the acquisition win-
dow is greater than the length of the autocorrelation 
sequence [ ],mv  then S  can be set to a basis of the subspace 
of d-banded matrices [19]. Other approaches in the literature 
follow from the consideration of bases for the subspace of cir-
culant matrices, which arise by stating the problem in the 
frequency domain [14], [15]. The positive (semi)definiteness 
of xR  can be ignored to obtain simple estimators, or it can be 
enforced using methods like those in [10].
■ Wideband spectrum sensing: Applications such as 
dynamic spectrum sharing in cognitive radio networks [29] 
require monitoring the power of different transmitters oper-
ating on wide frequency bands. Suppose that a spectrum 
sensor is receiving the signal ,x x( )

ii
ia=/  where the 

component x( )
i

ia  contains the Nyquist samples of the sig-
nal received from the i th transmitter. If x( )i  is power nor-
malized, then ia  is the power received from the i th 
transmitter. Since the second-order statistics of ,x( )i  col-
lected in ( ) ,x xE ( ) ( )

i
i i HR = " ,  are typically known [25], [30], 

[31], estimating the power of each transmitter amounts to 
estimating the ia ’s in the expansion (4).

CCS is of special relevance in this application since the typi-
cally large number of transmitters means that ( )x t  is wide-
band, which motivates the usage of C-ADCs. Various estimation 
algorithms have been proposed on these grounds in [30].
■ Frequency estimation: C-ADCs can be used to identify 
sinusoids in wideband signals [32]. If R  denotes the number 
of sinusoids, the uncompressed signal samples can be mod-
eled as [ ] [ ] [ ],x l s a l w l( )

ii

R i
0

1
= +

=

-/  where s Ci !  is ran-
dom, [ ]w l  is noise, and [ ]a el( )i li= .~  is a complex 
exponential whose frequency i~  is to be estimated, possibly 
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[FIG3] The optimum compression ratios when B 10=  and 
/d BN 3=  using dense samplers (DSs) for Toeplitz, circulant, and 
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sparse ruler. Moderate block lengths yield strong compression.

ADC MUX
x(t ) x[l ]

x [b ] y [b ]Φ

(a)

x [b ] y [b ]

x(l )

Φ

ADC MUX
x(t )

(b)

[FIG4] The mathematical model for the operation of a C-ADC: 
(a) dense sampler and (b) sparse sampler.
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along with the variance of .si  This is the problem of estimat-
ing a sparse power spectrum [5].

Many algorithms for estimating these frequencies rely on 
estimates of the covariance matrix x ,xEx

HR = " ,  which is 
known to be Hermitian Toeplitz and positive semidefinite 
[11]. From the observations provided by a C-ADC, one can 
first reconstruct xR  and subsequently apply one of the exist-
ing techniques that take xR  as the input. To accomplish such 
reconstruction, one can use (4), with S  being a set spanning 
the subspace of Hermitian Toeplitz matrices.

APPLICATIONS IN THE SPATIAL DOMAIN
In applications requiring estimating the so-called angular spec-
trum (e.g., sonar, radar, astronomy, localization), introducing com-
pression may considerably decrease hardware costs. In schemes 
using sparse sampling (see, e.g., [6]–[8], [13], and [33]), only the 
antennas corresponding to the nonnull columns of Ur  need to be 
physically deployed, whereas in schemes employing dense sam-
pling [23], the number of antennas is preserved after introducing 
compression, but the number of RF chains is reduced. 

In applications employing CCS, the received signal is typically 
modeled as a sum of incoherent planar waves emitted by a collection 
of sources in the far field. The spatial field produced by each source 
results in a Toeplitz spatial covariance matrix which depends on the 
angle of arrival of that source. The sum of all contributions and noise, 
assumed white for simplicity, therefore produces a Toeplitz .xR

Two problems are usually considered:
■ Incoherent imaging: If a continuous source distribution is 
assumed, then the angular spectrum is dense. The problem 
can be formulated as described previously for compressive 
power-spectrum estimation, since the only structure present 
is that xR  is Hermitian Toeplitz and positive semidefinite [8]. 
However, recent works show that the problem can also be 
stated using circulant covariance matrices [16], [17].
■ Direction-of-arrival estimation: The goal is to estimate the 
angles of arrival of a finite number of sources. A broad family of 
methods exists to this end (see, e.g., [8], [13], [33], and [34]), 
most of them following the same principles as described previ-
ously for frequency estimation, since both problems admit the 
formulation of sparse power-spectrum estimation. 
Most applications listed in this section have been covered 

with the two compression methods introduced in previous sec-
tions, i.e., sparse and dense sampling, either periodic or nonpe-
riodic. For time signals, periodicity typically arises because of 
the block-by-block operation of C-ADCs (see, e.g., [19], [30], 
and [35]); for spatial signals, by consideration of periodic arrays 
[16], [17].

ESTIMATION AND DETECTION
Having described the model and compression schemes for CCS, 
we turn our attention to the reconstruction problem. For estima-
tion, it boils down to recovering xR  in (4) from the compressive 
measurements .y

Since ,y xU= r  it follows that .xy
HU UR R= r r  If xR  is given by 

(4), yR  can be similarly represented as

,  ,Ry i
i

S

i i
0

1

!a aR R=
=

-
r/ (11)

where .i i
HU UR R=r r r  This means that yR  and xR  share the 

coordinates .ia  If the compression is accomplished properly, for 
example using the designs discussed in previous sections, these 
coordinates are identifiable and can be estimated from the 
observations of y.

MAXIMUM LIKELIHOOD
If the probability distribution of the observations is known, one 
may resort to a maximum-likelihood estimate of .yR  For exam-
ple, if y  is zero-mean Gaussian and

,y yT
1

y
H

T

0

1

R = x x

x=

-
t / (12)

is the sample covariance matrix of the compressed observations, the 
maximization of the log-likelihood leads to the following problem:

| |logminimize  Tr
{ }

y y y
i

1

i
R R R+

a

- t^ h (13)

subject to (11). Numerous algorithms have been proposed to solve 
this nonconvex problem (see, e.g., [10], [30], and [36]).

LEAST SQUARES
The maximum-likelihood approach involves high computational 
costs and requires an accurate statistical characterization of the 
observations. For these reasons, it is customary to rely on geomet-
rical considerations and project the sample covariance matrix onto 
the span of .S

From ,y x
HU UR R= r r  it follows that ( ) ,*

y x7v vU U= r r

where yv  and xv  are, respectively, the vectorizations of yR  and 
.xR  Vectorizing (4) yields x i ii

S

0

1
v va=

=

-/  or, in matrix form, 
,Sxv a=  where we have arranged the vectors iv  as columns of 

the matrix S  and the coordinates ia  as elements of the vector .a
This results in the relation ( ) .S*

y 7v aU U= r r  If the M B S2 2#

matrix ( )S C*7 !U Ur r  is full-column rank, substituting yv  by a 
sample estimate yvt  produces an overdetermined system 

( ) ,S*
y 7v vU U=t r r t  whose solution via least squares yields the 

desired estimate in closed form [14], [19], [30]:

[( ) ] .S Svec *
x y

1LS 7 vU UR = @-t r r t" , (14)

Here, the operator {·}vec 1-  restacks a vector into a square matrix.
Figure 5 illustrates the performance of this technique when 

xR  is 168-banded (see [19] for more details) and several sam-
pling designs are used. Clearly, the mean squared error of the 
estimate is larger when compression is introduced since it 
reduces the total number of samples. This effect is not exclusive 
to least-squares estimation—it negatively affects any estimator. 
For this reason, including compression usually requires longer 
observation time if a certain target performance metric is to 
be achieved. This does not conflict with the ultimate purpose of 
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compression, which is to reduce the average sampling rate—a 
parameter that critically affects the hardware cost.

However, note that this approach does not exploit the fact that 
xR  is positive semidefinite. This constraint can be enforced to 

improve the estimation performance at the expense of greater com-
plexity. For instance, one may attempt to minimize the least 
squares cost || ( ) | |S*

y
27v vU U-t r r t  subject to the constraint 

,0x $R  which is a convex problem. Other constraints can also be 
imposed if more prior information is available. For instance, the 
elements of at  might be nonnegative [30], in which case one would 
introduce the constraint .0$at  It can be known that at  is sparse 
either by itself or on a linearly transformed domain, in which case 
one may impose the constraint || | | ,F Ss 0 0#at  where S0  is the 
number of nonzero entries and Fs  takes at  to the domain where it 
is sparse. For instance, the elements of Fsat  may be samples of the 
power spectrum [37]. Since the zero-norm in this constraint is not 
convex, it is typically relaxed to an 1, -norm. For example, an 1,

-norm regularized least-squares formulation can be adopted as 
follows:

( ) .S Fminimize *
y s

2
17v a amU U- +

a
t r r t t

t
(15)

In (15), signal compression is induced by the statistical structure 
of xR  beyond sparsity, while the additional sparsity structure can 
lead to stronger compression at the expense of increased computa-
tional complexity compared to the closed-form solution in (14).

DETECTION
In detection theory, we are interested in deciding whether a signal 
of interest is present or not. This operation is typically hindered by 
the presence of noise and other waveforms, such as clutter in 
radar or interference in communications.

In many cases, this problem can be stated in terms of the sec-
ond-order statistics of the signals involved, so the goal is to decide 
one of the following hypotheses:

:

:

H

H

0

1

R R

R R R

=

= +

x

x w

w

r ,
(16)

where rR  and ,wR  respectively, collect the second-order statistics 
of the signal of interest and noise/interference. Our decision must 
be based on the observation of the compressed samples y x,U= r

whose covariance matrix yR  is given by HU URw
r r  under H0  and 

by )( HU UR R+r w
r r  under .H1  A most powerful detection rule 

exists for this simple setting and can be found using the Neyman–
Pearson lemma [11]. If ( )yp ;Hi  denotes the density under 
hypothesis ,Hi  this rule decides H1  when the ratio 

( ) / ( )y yp p; ;H H1 0  exceeds a certain threshold set to achieve a 
target probability of false alarm [11]. 

More general problems arise by considering basis expansions 
like the one in (4). In this case, the goal may be to decide whether 
one of the ia , say ,0a  is positive or zero, while the others are 
unknown and treated as nuisance parameters [30]. Since in these 
cases no uniformly most-powerful test exists, one must resort to 
other classes of detectors, such as the generalized likelihood ratio 
test, which makes a decision by comparing ( ; ) / ( ; )y yp p HH 01a at t

against a threshold, where Hiat  is the maximum-likelihood esti-
mate of a  under hypothesis Hi  [30].

MODAL ANALYSIS
As mentioned in the section “Main Applications,” the problem of 
estimating the frequency of a number of noise-corrupted sinu-
soids and the problem of estimating the direction of arrival of a 
number of sources in the far field are instances of the class of 
sparse spectrum estimation problems, which allow a common 
formulation as modal analysis [11].

Suppose that the observations are given by

,Asx a w ws ( )
i

i

R
i

0

1

= + = +
=

-

/ (17)

where , , , ]a e e1[ ( )i L T1( ) i i= f. .~ ~ -  are the so-called steering 
vectors, [ , , ]A a a( ) ( )R0 1f= -  is the manifold matrix, w  is noise and 
the coefficients ,si  collected in the vector ,s  are uncorrelated ran-
dom variables. The structure of a( )i  stems from the fact that each 
antenna receives the signal si  with a different phase shift. Because 
the antennas are uniformly spaced in a ULA, the relative phase shift 
between each pair of antennas is an integer multiple of a normalized 
quantity ,i~  which is a function of the angle of arrival.

The covariance matrix of x  is given by

,A A Ix s w
H

L
2vR R= + (18)

where w
2v  is the power of the noise process, assumed white for 

simplicity, and sR  is the covariance matrix of ,s  which is diagonal 
since the sources are uncorrelated. Note that these assumptions 
result in xR  having a Toeplitz structure.

The compressed observations can be written as ,Ay x sU= =r r

where ,A AU=r r  and have covariance matrix
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[FIG5] The mean-squared error of the estimate of the least-
squares algorithm when xR  is 168-banded. (Figure adapted 
from [19].)
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.A Ay s w
H H2v UUR R= +r r r r (19)

The parameters i~  can be estimated 
from yR  using adaptations of tradi-
tional techniques such as multiple sig-
nal classification [35] and the 
minimum variance distortionless 
response algorithm [38].

Alternative approaches are based on the observation that the 
vectorization of (19) can be written in terms of the Khatri–Rao 
product, defined as the columnwise application of the Kronecker 
product, as

( ) ( ) ( ) .A Avec diag vec*
y s w

H29 v UUR R= +r r r r" , (20)

The matrix A A*9r r  can be thought of as a virtual manifold matrix, 
since this expression has the same structure as (17) [13], [39]. An 
especially convenient structure is when A A*9r r  contains all the 
rows in the manifold matrix of a ULA [40]. To obtain this struc-
ture, array geometries like two-level nested arrays [13], coprime 
arrays [32], and linear sparse rulers [34] can be used.

Other approaches stem from the idea of gridding. One can con-
struct the matrix Ar  using a fine grid of angles i~  and then esti-
mate s  from Ay s= r  exploiting the idea that most of its 
components will be zero since, for a grid fine enough, most of the 
columns of Ar  will correspond to angles where there are no sources. 
In other words, s  is sparse, which means that the techniques from 
[5] and [41] can be applied to recover this vector. This technique 
does not have to rely on second-order statistics, but similar grid-
based approaches can be devised that operate on (20) instead [42].

PREPROCESSING
Most of the methods described in this article make use of the 
sample covariance matrix of ,y  defined in (12). Under general 
conditions, the average y yT H1

x x
x

- /  converges to the true yR
as T  becomes large. If compression does not destroy relevant 
second-order statistical information, the matrix yR  contains all 
the information required to identify all entries of ,xR  but a con-
siderably large number T  of snaspshots will be required for yRt

to be close to ,yR  which is necessary to obtain a reasonable esti-
mate of .xR

Typically, in those applications involving spatial signals, the 
outputs of all antennas are synchronously sampled. If yx  collects 
the samples acquired at time instant ,x  it is clear that multiple 
observations of y  can be obtained by considering successive snap-
shots , , , .T0 1 1fx = -  This means that, whereas y  contains 
samples across space, the different snapshots are acquired along 
the time dimension. Conversely, in applications involving time-
domain signals, y  contains samples acquired over time. A possible 
means to observe multiple realizations is by considering the vec-
tors yx  observed at different locations , , , .T0 1 1fx = -  In this 
case, while y  contains time samples, x  ranges across space. This 
establishes a duality relation between the space and the time 
domains: when the observed signals are defined on one domain, 
multiple observations can be acquired over the other.

Unfortunately, many applications 
do not allow averaging over the dual 
domain, and one must cope with a 
single observation, say ,y0  produ-
cing the estimate .y yy

H
0 0R =t  This 

matrix is not a satisfactory estimate 
of yR  since it is always rank one and 
is not Toeplitz. For this reason, an 

estimation/detection method working on this kind of estimate may 
exhibit a poor performance. 

The key observation in this case is that, although multiple reali-
zations cannot be acquired, sometimes it is possible to gather a 
large number of samples in the domain where the signal is defined. 
One can therefore exploit the Toeplitz structure of xR  to obtain a 
more convenient estimate [30]. In particular, because of the block-
by-block operation described by (8), the fact that xR  is Toeplitz 
means that yR  is block Toeplitz; that is, it can be written as
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where the (nonnecessarily Toeplitz) M M#  blocks [ ]kyR  are 
given by

[ ] [ ] [ ] , .y yEk b b k by
H 6R = -" , (22)

This suggests the estimate

[ ] [ ] [ ] .y yk b b k1
number of termsy

b

HR = -t / (23)

Moreover, since yR  is Hermitian, this computation needs only to 
be carried out for , , .k B0 1f= -  More sophisticated estimates 
exhibiting different properties were analyzed in [30].

Another observation is that the smaller ,k  the higher the qual-
ity of the estimates of .[ ]kyR  The reason is that the number of 
averaging terms in (23) is larger for blocks lying close to the main 
diagonal than for distant ones. Thus, it seems reasonable to oper-
ate on a cropped covariance matrix
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where .B B1u  Note that, in this case, the dimension of the 
cropped matrix is less than the length of the observation vector .y

In certain cases, this technique leads to important computa-
tional savings at a small performance loss since the terms being 
retained are those of the highest quality [30].

ADVANCED TECHNIQUES
Having explained the basic principles of CCS, we now illustrate the 
broad applications of CCS by considering other forms of second-
order statistics as well as implementation issues in practical systems.

THE MEAN SQUARED ERROR OF
THE ESTIMATE IS LARGER WHEN 
COMPRESSION IS INTRODUCED 
SINCE IT REDUCES THE TOTAL

NUMBER OF SAMPLES.
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CYCLOSTATIONARITY
Cyclostationarity is exhibited in many man-made signals with 
inherent periodicity, which is a useful feature for estimation, detec-
tion, and classification of digital communication signals [26]. 
Although there are several methods to reconstruct the second-
order statistics of a cyclostationary signal from compressed obser-
vations (see, e.g., [26], [43], and [44]), in this section, we only 
illustrate the main principles underlying these techniques using a 
simple model.

We say that a signal is cyclostationary if its time-varying covari-
ance function is periodic. Formally, the time-varying covariance 
function of a zero-mean process [ ]x l  is defined as [ , ]l kv =

[ ] [ ] ,E x l x l k* -" ,  and it is said to be periodic when there exists an 
integer ,Cx  called the cyclic period, such that [ , ]l n C kc xv + =

[ , ]klv  for any integer nc  [26], [43]. Although other forms of 
cyclostationarity exist, we confine ourselves to this one for simpli-
city. Note that cyclostationary signals generalize WSS signals, since 
the latter may be viewed as a particular case of the former with 

.C 1x =

Suppose that the length of the sampling block is an integer 
multiple of the cyclic period, that is, N Cxt=  for some integer .t

Then, the vector [ ]x b  can be divided into t  subblocks of length 
Cx  as

[ ] [ [ ], [ ], , [ ]] .x x x xb b b b1 1T T T Tft t t t= + + -u u u (25)

The fact that [ , ]klv  is periodic along l  means that xR  is 
block Toeplitz with C Cx x#  blocks. By defining an N N#  matrix 

[ ] [ ] [ ] ,x xEb b b bx
HR = -l l" ,  we can write 
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(26)

where the blocks [ ]bxR  also have a block Toeplitz structure with 
blocks [ ] [ ] [ ] :x xu u u uEx

HR = -l lu uu " ,

[ ]

[ ]
[ ]
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(27)

Cyclostationarity provides an alternative perspective to under-
stand compression of second-order statistics, even for WSS 
sequences. The main idea is that the resulting sequence [ ]y i  of 
compressed observations is cyclostationary with cyclic period ,M
which is larger than that of the original signal .Cx

Figure 6(a) intuitively explains this effect for a WSS signal 
C 1x =^ h satisfying [ ]l 0v =  for | | .l 12  In that figure, the dots 

on the l-axis represent a block of N 3=  samples of the WSS 
sequence [ ],x l  and the dots on the k -axis represent their com-
plex conjugates. The three lines connecting the dots in both 
axes represent the (possibly) different values of correlation 
between samples. Note that no extra lines need to be drawn 
since only [ ], [ ],1 0v v-  and [ ]1v  are allowed to be different 
from zero. Since the correlation of a WSS signal is determined 
by the time-lags independent of the time origin, only one repre-
sentative dot along [ ]x l  is chosen as the time origin. A similar 
representation is provided at the bottom of Figure 6(a) for the 
compressed sequence [ ],y i  which can be seen to be cyclosta-
tionary with cyclic period C My =  [just apply the above consid-
erations to (21)]. Note that the four line segments effectively 
capture all the different correlation values between samples of 

[ ] .y i  Here, [ ]y i  is no longer WSS due to the compression pro-
cess, and, hence, all time origins along [ ]y i  within a block are 
selected to depict the correlations. 

Observe that, although the number of samples in each block 
was reduced from three to two after compression, the number of 
different correlation values has increased from three to four. This 
means that, whereas one cannot reconstruct the samples of [ ]x l
from [ ]y i  without further assumptions, there is a chance of 
reconstructing the second-order statistics of [ ]x l  from those of 

[ ] .y i  In fact, if U  satisfies certain conditions, one can, for 
instance, estimate yR  from [ ]y i  using sample statistics and 

(a)

Φ

Φ

y [i ]

x [l ]

x [l ]

y* [ j ]

y* [ j ]

y [ i ]

x* [ k ]

x* [ k ]

l

k

k

j

i

l

j

i

M

(b)
M

N

N = ρCx

Cx

[FIG6] (a) A compression of a block of N 3=  samples of a WSS 
signal using a 2 3#  matrix ,U  which produces compressed 
blocks of M 2=  samples. (b) A compression of a block of N 9=
samples of a cyclostationary signal, which produces compressed 
blocks of M 6=  samples.
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obtain an estimate of xR  via least squares, as described in the sec-
tion “Least Squares.”

Now assume that [ ]x l  is a cyclostationary signal of cyclic 
period C 3x =  and that [ , ]klv  is such that each subblock of Cx

samples is only correlated with the neighboring subblocks. 
Figure 6(b) illustrates a case where a block of N C 9xt= =  sam-
ples is compressed to produce a block of M 6=  samples. As 
before, all (possibly) distinct correlation values have been repre-
sented with the corresponding line segments. Observe that, 
although the number of output samples is lower than the number 
of input samples, it may be possible to use the M 362 =  correl-
ation values at the output to reconstruct the C 27x

2t =  correl-
ation values at the input. 

We next describe a reconstruction method based on least 
squares. Note from (8) and (22) that the M M#  blocks of yR  [c.f. 
(21)] can be written as 

[ ] [ ] .b by x
HU UR R= (28)

To exploit the block Toeplitz structure of [ ]bxR [see (27)], we first 
vectorize both sides of (28) and apply the properties of the 
Kronecker product to obtain

( [ ]) ( ) ( [ ]) .b bvec vec*
y x7U UR R= (29)

Now we rewrite the rightmost vector of this expression as

( [ ]) [ ],Tb bvec x xbR = (30)

where

[ ] [ ( [ ]), ( [ ]), ,

( [ ]), ( [ ]),

, ( [ ])]

b b b

b b
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1 1

1
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x x

x x

x
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x
T T

T T

T

f

f

b t t

t t t t

t

R R

R R

R

= +

+ - - +

-

u u

u u

u (31)

is a ( )C2 1 1x
2 #t-  vector containing all the possibly distinct 

entries of [ ],bxR  and where T  is the ( )N C2 1 x
2 2# t-  repetition 

matrix, which maps (and repeats) the elements of [ ]bxb  into 
( [ ]) .bvec xR  Substituting (30) in (29) yields

( [ ]) ( ) [ ] .Tb bvec *
y x7 bU UR = (32)

Note that, while U  generally has more columns than rows 
(as ),M N1  the ( )M C2 1 x

2 2# t-  matrix ( )T*7U U  can have 
more rows than columns. Hence, under certain conditions, 
(32) is an overdetermined system for each , ,b B 1 f=- +

, , , .B0 1 1f -  Substituting [ ]byR  by a sample estimate, one can 
obtain an estimate of [ ]bxb  as the least-squares solution of 
that system and obtain an estimate of xR  by plugging the 
result in (30). 

This approach has been proposed in [43] using dense sam-
plers. A more specific case is discussed in [44], which specific-
ally proposes the usage of a sparse matrix U  with a block 
diagonal structure.

DYNAMIC SAMPLING
There are situations where the signal itself does not possess evi-
dent covariance structure, but we can effect compression by 
means of dynamic sampling.

Let us go back to the array processing example in the section 
“A Warm-Up Example,” where the Toeplitz structure of xR
allowed us to estimate xR  using M N1  antennas. This structure 
relies on the assumption that the sources are uncorrelated. If this 
is not the case, then the only structure present in xR  is Hermitian 
and positive semidefinite, which means that xR  cannot be esti-
mated with fewer than N  antennas. 

A possible way to circumvent this problem is to adopt a 
dynamic scheme where a full array of N  antennas (the 
uncompressed array) is deployed but only a certain subset of 
antennas is activated at each time slot [40]. The activation pat-
tern may change periodically over time, which allows comput-
ing sample statistics for every activation pattern. With this 
technique, only a small number of RF chains need to be 
deployed. This is illustrated in Figure 7, where only K 4=  out 
of the L 7=  physical antennas are active at each time slot. 
The antenna selection may be implemented using analog cir-
cuitry. Note that a similar scheme could be used relying on 
dense samplers. Alternative settings include [45], where differ-
ent arrays are obtained by sampling different frequencies.

To estimate ,xR  the least-squares method from previous sec-
tions can be used. Let gUr  denote the K L#  compression matrix 
used during the gth time slot. The covariance matrix of the com-
pressed observations at time slot g  is given by

.y xg g
H

g U UR R= r r (33)

Vectorizing both sides and combining the result for the G  time 
slots in each period yields
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(34)

If the GK L2 2#  matrix W  has full column rank, then it is possible 
to estimate ,ygR , ,g G0 1f= -  using sample statistics and then 
obtain an estimate of xR  as the least-squares solution of (34). It 
can be shown that this full rank condition is satisfied if every pair 
of antennas is simultaneously active in at least one time slot per 
scanning period [40]. To estimate ygR  via sample statistics, one 
may simply average over the observations in the gth time slot of 
each period.

COMPRESSIVE COVARIANCE ESTIMATION 
OF MULTIBAND SIGNALS
When uncorrelated signal sources are concerned, a multiband sig-
nal structure arises in many applications [14], [35], [46]. Suppose 
that our goal is to estimate the second-order statistics, e.g., the 
power spectrum, of a time-domain (spatial-domain) signal which 
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has a multiband structure in the frequency (angular) domain (see 
Figure 8) [14], [35], [46]. For simplicity, consider a time-domain 
signal ( ),x t  although the discussion immediately carries over to 
the spatial domain [46]. We show how this problem can be cast as 
the problem of compressing a circulant covariance matrix (see the 
section “Importance of Covariance Structures”).

The trick is to reformulate the problem in the frequency domain. 
Let ( )X ~  denote the discrete-time Fourier transform (DTFT) at 
digital frequency [ , )0 1!~  of the sequence [ ],x l , , .l L0 1f= -

Let us also split the frequency axis [ , )0 1!~  into N  bins of size 
/N1  (see Figure 8) and introduce, for [ , / ),N0 1!~  the N 1#  vec-

tor ( ) [ ( ), ( / ), , ( / )] .x N NX X X N1 1 Tf~ ~ ~ ~= + + -

Now, suppose that instead of concatenating the vectors [ ]x b
vertically to form x  (see the section “Compression”), we arrange 
them as columns of the N B#  matrix X.  Repeating the same 
operation for the compressed samples in y  produces the M B#
matrix .Y  Clearly, since ,IB7U U=r  it follows that the compres-
sion model of (7) can be rewritten as

.Y XU= (35)

Let us form the N 1#  vector ( ),x ~r  whose nth  entry contains 
the DTFT of the nth  row of X.  Note that the collection of samples 
in each row of X  is the result of downsampling [ ]x l  by a factor of 

.N  This operation produces N  aliases in the frequency domain, 
which means that the spectrum has period / .N1  Thus, it suffices 
to consider ( )x ~r  in the frequency interval [ , / ) .N0 1!~  Like-
wise, define the M 1#  vector ( ),y ~r [ , ),/N0 1!~  as the vector 
containing the DTFTs of the rows of .Y  Clearly, (35) can then be 
expressed in the frequency domain using these vectors:

( ) ( ) .y x~ ~U=r r (36)

The relationship between ( )x ~  and ( )x ~r  can be shown to be 
given by [14], [35], [46]

( ) ( ), [ , / ),F xx N N1 0 1N
H !~ ~ ~=r (37)

where FN  is the N N#  discrete Fourier transform (DFT) matrix. 
From (36) and (37), it follows that

( ) [ ( ) ( )] ( ) ,y yEy x
H H~ ~ ~ ~U UR R= =r rr r (38)

and

( ) [ ( ) ( )] ( ) ,F Fx xE
N
1

x x
H

N
H

N2~ ~ ~ ~R R= =r rr (39)

where ( ) [ ( ) ( )] .x xEx
H~ ~ ~R =  If the frequency bands are 

uncorrelated, for instance, because they were produced by differ-
ent sources, and if the width of each band is less than / ,N1  which 

0 1
N

2
N

3
N

N – 1
N

1
ω

|X (ω)|

[FIG8] An example of a signal with a multiband structure. Here, 
the digital frequency axis ~  is split into N  uniform bins.
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[FIG7] Implementation of dynamic spatial sampling using antenna switching.
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is the width of the bin, then ( )x ~R  in (39) is a diagonal matrix 
for all [ , / )N0 1!~  [46]. Such a diagonal structure is characteris-
tic of multiband signals, which enables compression beyond 
sparsity. Likewise, since FN  is a DFT matrix, it implies a circulant 
structure in ( ) .x ~R r

Compare (38) with the expression y x
HU UR R= r r  from previ-

ous sections. We observe that ( )y ~R r  is the result of compressing 
the circulant matrix ( ) .x ~R r  A possible means of estimating the 
second-order statistics of [ ]x l  is, for example, by using sample 
statistics to estimate ( ),y ~R r  recon-
structing ( )x ~R r  using least squares, 
and finally recovering ( )x ~R  from 
(39) [46].

COOPERATIVE CCS
As mentioned in the section “Pre-
processing,” in certain cases, mul-
tiple sensors are used to observe a time signal in multiple spatial 
locations, which can result in improved convergence of the sam-
ple statistics [47]. Here, we show that this setting can also be used 
to introduce strong compression.

Suppose that a collection of sensors are deployed across a 
certain area to estimate the second-order statistics of a certain 
WSS time signal ( ) .x t  Although different sensors observe dif-
ferent signal values, we can assume that the second-order statis-
tics of the received signals are approximately the same for all 
sensors. This is the case, for example, if the channels from each 
signal source to all sensors (possibly after passing through an 
automatic gain control) have approximately the same statistics 
[21]. As before, let us collect those statistics in the Toeplitz 
covariance matrix .xR

We now describe a particularly interesting case where the sen-
sors use multicoset sampling. To do so, recall from the section “A 
Warm-Up Example” that, in the single-sensor case, xR  can be 
reconstructed from the covariance matrix of the compressed 
observations yR  if all the entries of xR  show up at least once in 

.yR  In the cooperative scenario, a milder condition may be 
imposed by capitalizing on the availability of multiple sensors. 

Let us form Z  groups of sensors by arranging together all the 
sensors that share the same multicoset sampling pattern. The 
sought condition can be given in terms of the matrices ,,y zR

, , ,z Z0 1f= -  where ,y zR  represents the covariance matrix of 
the compressed observations at the sensors within the zth group. 
The requirement now is that, to reconstruct ,xR  every entry of 

xR  is only required to show up in at least one of the matrices 
{ } .,y z z

Z
0
1R =
-  This observation yields great compression improve-

ments per sensor, as the sampling burden is now distributed 
across sensors. 

To illustrate this effect, suppose that xR  is such that, in the 
noncooperative scenario, the optimum compression pattern 
M  for each block is a circular sparse ruler (see Table 1). In 
the cooperative setting, let Mz  denote the multicoset sam-
pling pattern used by all sensors in group ,z  and let ( )MzX
represent the set containing all modular differences between 
elements of :Mz

( ) {( ) :  , } .modm m N m mM Mz z!X = - l l (40)

It can be shown that a collection of sampling patterns { }Mz z
Z

0
1
=
-

ensures the identifiability of xR  if and only if [21]

( ) { , , , } .N0 1 1M
z

Z

z
0

1

fX = -
=

-

' (41)

Clearly, for ,Z 1=  this condition reduces to the noncooperative 
condition, which requires M0  to be a circular sparse ruler. Each 

,Mz , , ,z Z0 1f= -  is called an 
incomplete circular sparse ruler
since it does not contain all possible 
differences between 0  and N 1-
(see “Circular Sparse Rulers”). How-
ever, (41) clearly implies that, for 
every given integer modular distance 

{ , , , },n N0 1 1f! -  at least one of 
those incomplete circular sparse rulers can measure .n  An exam-
ple of collection of incomplete circular sparse rulers is the one 
composed of the sets { , , },0 1 6M0 = { , , },0 2 10M1 =  and 

{ , , },0 3 7M2 =  represented geometrically in Figure 9. Observe 
that, as in the case of circular sparse rulers, each mark provides 
two distances, one clockwise and the other counterclockwise.

The next question is how to minimize the overall compression 
ratio. The idea is to minimize the number of marks in each ruler 
while satisfying (41). This task is intimately connected to the so-
called nonoverlapping circular Golomb rulers [21].

Alternative schemes for cooperative CCS include [48], which 
exploits the cross-correlation between observations at different 
sensors, and [37], where the observations are not only linearly 
compressed but also quantized to a single bit.

OPEN QUESTIONS
Despite the long history of structured covariance estimation and 
recent excitement on compressed sensing of sparse signals, 
research on CCS is still at an early stage. Extensive work is 
required to improve its applicability and theoretical understand-
ing. Some possible future directions are listed in this section.

As for sampler design, its most existing schemes rely on identifi-
ability criteria [8], [20], but other criteria are yet to be explored. For 
instance, it is important to find sampler designs minimizing the 
Cramér–Rao bound for unbiased estimation of the parameters of 
interest. Of special relevance are deterministic schemes maximizing 
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Measure 0, 1, 5

6, 13, 14, 18

M1
Measure 0, 2, 8

9, 10, 11, 17
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Measure 0, 3, 4

7, 12, 15, 16

[FIG9] Incomplete circular sparse rulers used in a setting with 
Z 3=  groups of sensors. The correlation lags that the sensors in 
each group measure are listed inside each circumference.

CCS IS ESPECIALLY CONVENIENT 
TO ACQUIRE WIDEBAND SIGNALS, 

WHOSE RAPID VARIATIONS
CANNOT BE EASILY CAPTURED 

BY CONVENTIONAL ADC.
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compression for a target estimation performance. Other sampling 
schemes, like gridless or continuous irregular sampling, are yet to 
be investigated from a CCS perspective. The problem becomes 
reconstructing second-order statistics when the sample locations 
are not a subset of a regularly-spaced grid. This problem differs from 
the existing literature on gridless or continuous sparse reconstruc-
tion, which aims to accurately recover sparse input signals.

Cooperative schemes also deserve extensive research. For 
instance, distributed implementations and data fusion techniques 
for CCS with affordable communication overhead need to be revis-
ited [37]. This includes schemes where sensors quantize their 
observations before reporting them to the fusion center. In this 
context, either the correlations or the raw data can be quantized. 
The latter is possible since under some conditions the correlation 
function of the original raw data can be computed from the correl-
ation function of the quantized data.

CCS may also be of critical relevance in big data analytics 
because of its ability to meaningfully reduce the dimension of the 
data set. In this context, online, adaptive and distributed imple-
mentations are yet to be devised. Moreover, as more big-data appli-
cations employ a network of high-dimensional signals for data 
mining and exploration, it is an interesting new direction to see 
how the CCS framework benefits covariance estimation problems 
for data-starved inference networks. Such problems arise under the 
umbrella of probabilistic analysis for high-dimensional data sets 
with many variables and few samples. 
As a precursor, sparse (inverse) covari-
ance estimation has already become a 
popular topic in statistical inference 
for analysis on graphs, where the 
sparsity of the (inverse) covariance 
matrix is exploited, in the context of 
correlation mining. When high-
dimensional or wideband random processes are concerned, CCS 
has been applied for covariance estimation based on the exploita-
tion of various structures in the data: Gaussianity, stationarity, and 
compression [49]. Fruitful exploration along this direction may 
lead to CCS for inference networks, which will find broad applica-
tions in analyzing astronomical data, network data, biomedical 
diagnostics, and video imaging, to name a few.

Finally, we highlight the relevance of extending the reviewed 
techniques to nonstationary process analysis, for instance, exploit-
ing the framework of underspread processes [50]. Future research 
may also consider nonlinear parameterizations as well as non-
linear compression.

CONCLUSIONS
This article presented a renewed perspective on a traditional 
topic in signal processing, which we dubbed CCS. We intro-
duced a joint signal acquisition and compression framework for 
a number of applications and problems that deal with second-
order statistics. The basic principle underlying CCS is that the 
desired signal statistics can be reconstructed directly from 
properly compressed observations without having to recover 
the original signal itself, which can be costly in terms of both 

computational and sensing resources. This standpoint entails 
multiple benefits, such as the possibility of introducing strong 
compression without need for sparsity, as required by com-
pressed sensing.
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T
he aim of this tutorial is to provide an overview, 
although necessarily incomplete, of game theory (GT) 
for signal processing (SP) in networks. One of the 
main features of this contribution is to gather in a sin-
gle article some fundamental game-theoretic notions 

and tools that, over the past few years, have become widespread in 
the SP literature. In particular, both strategic-form and coalition-
form games are described in detail, and the key connections and 
differences between them are outlined. Moreover, particular atten-
tion is also devoted to clarifying the connections between strate-
gic-form games and distributed optimization and learning 
algorithms. Beyond an introduction to the basic concepts and 

main solution approaches, several carefully designed examples are 
provided to allow a better understanding of how to apply the 
described tools.

INTRODUCTION
GT is a branch of mathematics that enables the modeling and 
analysis of the interactions between several decision makers 
(called players) who can have conflicting or common objectives. A 
game is a situation in which the benefit or cost achieved by each 
player from an interactive situation depends not only on its own 
decisions but also on those taken by the other players. For exam-
ple, the time a car driver needs to get home generally depends not 
only on the route he or she chooses but also on the decisions 
made by the other drivers. Therefore, in a game, the actions and 
objectives of the players are tightly coupled. Until very recently, GT 
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has been used only marginally in SP, with notable examples being 
some applications in robust detection and estimation [1] as well as 
watermarking [2] (in which the watermarking problem is seen as 
a game between the data embedder and the attacker). However, 
the real catalyst of the application of GT to SP has been the bloom-
ing of all issues related to networking in general, and distributed 
networks, in particular. The interactions that take place in a net-
work can often be modeled as a game, in which the network nodes 
are the players that compete or form coalitions to get some advan-
tage and enhance their quality of service. The main motivation 
behind formulating a game in a network is the large interdepen-
dence between the actions of the network nodes due to factors 
such as the use of common resources (e.g., computational, stor-
age, or spectral resources), with interference across wireless net-
works being an illustrative case study. Paradigmatic examples of 
this approach can be found in the broad field of SP for communi-
cation networks in which GT is used to address fundamental net-
working issues, such as controlling the power of radiated signals 
in wireless networks, with the line of research largely originated 
from the seminal work in [3]; beamforming for smart antennas 
[4]; precoding in multiantenna radio transmission systems [5]; 
data security [6]; spectrum sensing in cognitive radio (CR) [7]; 
spectrum and interference management [8]; multimedia resource 
management [9]; and image segmentation [10], [11].

Spurred and motivated by the well-established application to 
the listed fields, GT has also proliferated many other branches of SP 
and has very recently been used for modeling and analyzing the fol-
lowing “classical” SP problems: distributed estimation in sensor 
networks [12]; adaptive filtering [13]; waveform design for multi-
ple-input, multiple-output (MIMO) radar estimation [14]; jamming 
of wireless communications [15] and MIMO radar applications [16]; 
and finding the position of network nodes [17]. In addition to the 
aforementioned examples, we must eventually point out the impor-
tant connection that is building up between GT and SP through 
the fields of machine-learning algorithms [18] and distributed opti-
mization [19]. As explained in the section “Learning Equilibria in 
Strategic-Form Games,” there is a close relationship between 
game-theoretic concepts and learning-algorithm aspects. In this 
respect, one of the key messages of this contribution is that the 
solution of a game (often called an equilibrium, as discussed later) 
can often coincide with the convergence point that results from the 
interaction among several automata that implement iterative or 
learning algorithms. Therefore, there is an important synergy 
between GT and the broad field of multiagent learning.

Despite the clear intersection between GT, learning, and opti-
mization, as corroborated by a significant number of SP papers 
that exploit GT, it is worth noting that games usually have some 
features that are not common in classical optimization problems. 
In this respect, GT possesses its own tools, approaches, and 
notions. For example, in contrast to a classical optimization prob-
lem, in which a certain function must be optimized under some 
constraints, the meaning of optimal decision, or, equivalently, 
strategy, is generally unclear in interactive situations involving 
several decision makers, since none of them controls all the vari-
ables of the problem and these players can also have different 

objectives. To address such situations, GT is enriched with con-
cepts from different disciplines, such as economics and biology. 
This leads to notions that one does not encounter when studying, 
for instance, convex optimization. Examples of these notions are 
auctions, cooperative plans, punishments, rationality, risk aver-
sion, trembling hand, and unbeatable strategies, to name a few. 
Remarkably, such concepts can actually be exploited to design 
algorithms. Although a player can be an automaton, a machine, a 
program, a person, an animal, a living cell, a molecule, or, more 
generally, any decision-making entity, it is essential to have in 
mind that a game is, first and foremost, a mathematical tool that 
aims at modeling and analyzing an interactive situation. Before 
delving into the specific details of the various game models, we 
first provide a detailed overview on the different game models 
available in the GT literature.

There are three dominant mathematical representations for a 
game: 1) the strategic form, 2) the extensive form, and 3) the 
coalition form. Other representations exist, e.g., the standard 
form, which is used in the theory of equilibrium selection [20], 
and the state-space representation [21], but their use is rather 
marginal. The extensive form, which is typically used to investi-
gate dynamical situations in computer science, will not be dis-
cussed in this survey. The main reason is that the extensive form, 
although more general (see [22] and [23] and references therein 
for more details) than the strategic form, is often mathematically 
less tractable for typical SP problems. Defining the corresponding 
model and providing important results related to the strategic 
form is the purpose of the “Strategic-Form Games” section, 
whereas the “Learning Equilibria in Strategic-Form Games” sec-
tion shows how some solution concepts that are inherent to the 
strategic form can be related to algorithmic aspects. The “Coali-
tion-Form Games” section discusses the coalition form, which, 
unlike the strategic form, deals with options available to subsets of 
players (called cooperative groups or coalitions), what cooperative 
coalitions can form, and how the coalition utility is divided among 
its members. The algorithms that can be used to implement this 
approach are detailed in the section “Algorithms for Coalition-
Form Games.” Note that, as described throughout the article, for a 
given SP problem, the structure of the problem at hand and the 
practical constraints associated with it will determine whether the 
strategic or the coalition form is the most suitable representation. 
For example, it may occur that both forms are acceptable in terms 
of information assumptions, while complexity issues will lead to 
selecting one over the other.

To sum up, the main objectives of this tutorial are as follows. 
The primary goal of this survey is to provide a holistic reference 
on the use of GT in SP application domains. Some surveys have 
already been published in the SP literature [24] and communica-
tions literature [25], [26]. Our motivation is not only to provide a 
refined and updated view of GT with respect to these existing 
tutorials but also to establish explicit connections across the dif-
ferent tools of GT. This tutorial is intended for researchers and 
graduate students (with some expertise in networks and SP) 
interested in obtaining a comprehensive overview of game-theo-
retic concepts and distributed algorithm design, and it aims to
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■ give the reader a global—although necessarily partial—
overview of GT highlighting connections and differences 
between strategic- and coalition-form games in a single article
■ delineate differences and connections between GT and 
optimization
■ explain the strong relationship between game-theoretic 
solution concepts, such as the Nash equilibrium (NE), and 
distributed SP algorithms
■ provide many application examples to help the reader 
understand the way the described tools can be applied to dif-
ferent contexts.
For absolute beginners in GT, we refer readers to a recent 

lecture note [27], whereas we invite those interested in a thor-
ough and textbook-oriented discussion on GT applied to wire-
less communications and SP to refer to the textbooks [22] and 
[23]. For the reader’s convenience, Table 1 lists the acronyms for 
the game-theoretic terms used throughout the tutorial, and 
Figure 1 provides a reference for the structure of this tutorial, 
adopting the typical methodology used to address the game-theo-
retic problems and listing the topics described in each section.

STRATEGIC-FORM GAMES

DEFINITION
A game in strategic (equivalently, normal) form is represented by a 
family of multivariate functions , , ;u uK1 f .K 1$  The index set 
of this family, which is denoted here by { , , },K1K f=  is called 
the set of players and, for each ,k K! uk  is commonly called the 
utility (equivalently, payoff) function of player .k  The strategic 
form assumes that uk  can be any function of the following form:

:

( , , ) ( ),

u

s s u s

RS Sk K

K k1

1 $

8

# #f

f (1)

where Sk  is called the set of strategies of player ,k sk  is the strat-
egy of player ,k ( , , )s s s SK1 f !=  is the strategy profile, and 

.S S SK1# #f=  We refer to a strategic-form game by using 
the compact triplet notation , ( ) , ( ) .uG K Sk k k kK K= ! !^ h  The 
notation ( , , , , , )s s s s sk k k K1 1 1f f=- - +  is used to denote the 
strategies taken by all other players, except player .k  With a slight 
abuse of notation, the whole strategy profile is denoted by 

.( , )s s sk k= -  The strategic-form representation may encompass a 
large number of situations in SP. To mention a few, players in a 
game can be radars competing to improve their performance in 

terms of the probability of false alarms or missed detections; sen-
sors in a sensor network, which coordinate to estimate a field in a 
distributed way; base stations allocating the resources in a cellular 
network to optimize the system throughput; several digital signal 
processors, which have to compete for or manage computing 
resources; or a watermarking device or algorithm, which has to 
find a good strategy against potential attackers.

Formally, it is worth noting that, in its general formulation, 
the strategic form is characterized by the simultaneous presence 
of two key features:

■ Each player k  can have its own objective, which is cap-
tured by a per-player specific function .( )u sk

■ Each player k  has partial control over the optimization 
variables as it can control its strategy s Sk k!  only.

Although the first feature is tied with multiobjective optimization, 
a clear difference exists in the control of the optimization vari-
ables because, in multiobjective optimization, one has full control 
over all the variables. Additionally, quite often in multiobjective 
optimization problems (see, e.g., [28]), an aggregate objective 
must be defined. The second feature is closely related to the 
framework of distributed optimization, although a common 
objective function is usually considered in this context, i.e., k6

.( ) ( )u s u sk =  More importantly, the conventional assumption in 
distributed optimization is that the decision-making process is 
basically driven by a single designer (controller), which provides a 
set of strategies that the players strictly follow. Despite being a 
possible scenario (which might be very relevant for some algorith-
mic aspects), in GT, the players, in general, have the freedom to 
choose their strategies by themselves.

A central question is how to “solve” a strategic-form game. The 
very notion of optimality in this context is unclear since, as previ-
ously explained, we are in the presence of multiple objectives, and 
the variables, which impact the utility functions, cannot be con-
trolled jointly. This is the reason why the problem needs to be 
defined before being solved and why there exists the need for 
introducing game-theoretic solution concepts.

SOLUTION CONCEPTS
The NE is a fundamental solution concept for a strategic-form game, 
on which many other concepts are built. This section is mostly dedi-
cated to the NE and discusses more briefly other solution concepts 
that might also be considered. In [29], Nash proposed a simple but 
powerful solution concept, which is now known as an NE (equiva-
lently, Nash point). 

[TABLE 1] A LIST OF GT ACRONYMS USED THROUGHOUT THIS TUTORIAL.

BR BEST RESPONSE OCF OVERLAPPING COALITION FORMATION 
BRD BEST-RESPONSE DYNAMICS PF PARTITION FUNCTION 
CCE COARSE CORRELATED EQUILIBRIUM PO PARETO OPTIMALITY 
CE CORRELATED EQUILIBRIUM POA PRICE OF ANARCHY 
CF CHARACTERISTIC FUNCTION RL REINFORCEMENT LEARNING 
FP FICTITIOUS PLAY RM REGRET MATCHING 
NBS NASH BARGAINING SOLUTION SE STRONG EQUILIBRIUM 
NE NASH EQUILIBRIUM SO SOCIAL OPTIMALITY 
NTU NONTRANSFERABLE UTILITY TU TRANSFERABLE UTILITY 
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Direct GT

Strategic Form Coalition Form 

Approach:

Mathematical
Representation:

NE CE NBS Core
Shapley
Value

Solution
Concept:

Other Forms (Extensive Form,
State-Space Representation, Etc.)

Reverse GT
(Mechanism Design)

Existence, Uniqueness, Characterization, Efficiency, ...Solution
Analysis:

BRD FP RL RM Consensus Merge and SplitAlgorithm
Design:

Not Addressed
in This Article

“Strategic-Form Games”

Refer to Article Sections:

“Learning Equilibria in Strategic-Form Games”

“Coalition-Form Games”

“Algorithms for Coalition-Form Games”

[FIG1] The logical structure of this tutorial.

DEFINITION 1 (NE)
An NE of the game , ( ) ,G K Sk k K= !^ ( )uk k K! h is a strategy pro-
file , , ,s s s s sK k k1

NE NE NE NE NEf= = -` `j j  such that

, , , , .k s u s s u s sK Sk k k k k k k k
NE NE NE6 6! ! $- -^ ^h h (2)

A simple instance of an NE in everyday life would be to say 
that if everyone drives on the right, no single driver has an incen-
tive to drive on the left. As a more technical comment on the 
above definition, it can be seen that sNE  represents a strategy pro-
file in the broad sense. For instance, it may be a vector of actions, 
a vector of probability distributions, or a vector of functions. 
Probability distributions naturally appear when considering an 
important extended version of the strategies of ,G  i.e., mixed 
strategies. When Sk  is finite (the continuous case is obtained by 
using an integral instead of a discrete sum in the definition), they 
are defined next.

DEFINITION 2 (MIXED STRATEGIES)
Let ( )XD  be the set of distribution probabilities over the generic 
set X (that is the unit simplex). Player k ’s mixed strategy 

( )Sk k!r D  is a distribution that assigns a probability ( )sk kr  to 
each strategy ,sk  such that ( ) .s 1k ks Sk k

r =
!

/  For mixed strate-
gies, the (joint) probability distribution over the strategy profile s
is, by definition, the product of the marginals ,kr .k K!

A mixed strategy consists of choosing a lottery over the 
available actions. In the case where a player has two possible 
choices, choosing a mixed strategy amounts to choosing a coin 
with a given probability of having heads (or tails): the player 
flips the coin to determine the action to be played. Using mixed 

strategies, each player can play a certain strategy sk  with proba-
bility ( ) .sk kr  Note that the strategies considered so far, termed 
pure strategies, are simply a particular case of mixed strategies, 
in which probability one is assigned to one strategy, and zero to 
the others. The importance of mixed strategies, aside from 
being more general mathematically than pure strategies, 
comes, in part, from the availability of existence results for 
mixed NE. The latter is defined next.

DEFINITION 3 (MIXED NE)
A mixed strategy NE of the game , ( ) , ( )uG K Sk k k kK K= ! !^ h is a 
mixed strategy profile , , ,K k k1

NE NE NE NE NEfr r r r r= = -` `j j such that

, ( ), , , ,k u uK Sk k k k k k k k
NE NE NE6 6! ! $r r r r rD - -u u` `j j (3)

where

, ( ) ( )u u s u sEk k k k j j
js

k
KS

r r r= =
!!

-u c^ ^mh h%/ (4)

is the expected utility of player k  when selecting the mixed strat-
egy ,kr  and .S S SK1# #f=

By definition, an NE of G  is a point such that, for every index 
,k  the function uk  cannot be (strictly) increased by just changing 

the value of the variable sk  at the equilibrium. For this reason, an 
NE is said to be strategically stable to unilateral deviations. The NE 
has at least two other very attractive features.

■ In its mixed version, its existence is guaranteed for a broad 
class of games.
■ It may result from the repeated interaction among players, 
which are only partially informed about the problem. 
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In particular, some well-known distributed and/or learning 
algorithms may converge to an NE (see the “Learning Equilib-
ria in Strategic-Form Games” section).
Elaborating more on the first feature, it should be stressed that 

existence is a fundamental issue in GT. In fact, one might think of vari-
ous solution concepts for a game. For example, one might consider a 
point which is stable to K  deviations rather than to a single one (with 
K  being the number of players). This solution concept is known as a 
strong equilibrium (SE) (e.g., see [22] and [23]): an SE is a strategy 
profile from which no group of players (of any size) can deviate and 
improve the utility of every member of the group while the players 
outside the deviating group maintain their strategy to that of the equi-
librium point. The SE is therefore stable to multiple deviations, and 
the number of deviations can be up to .K  This is a strong require-
ment, which explains why it is quite rarely satisfied in a static game 
(see [22] for a static-game example where it is met). In fact, the SE is 
particularly relevant in infinitely repeated games. To better understand 
this, refer to the “Coalition-Form Games” section, where the notion of 
core is described; indeed, it turns out that a specific version of the core, 
the b-core, of a game coincides with the SE utilities in an infinite repe-
tition of that game [30]. Considering the SE as a solution concept (in a 
context of purely selfish players of a static game) might be inappropri-
ate since it will typically not exist; instead, the NE offers more positive 
results in terms of existence. Indeed, tackling the existence issue of an 
NE for a strategic-form game G  needs further study on a fixed-point 
problem for which quite positive results can be obtained. To this end, 
the notion of best response (BR) for a player must be first introduced.

DEFINITION 4 (BR)
Player k ’s BR ( )sBRk k-  to the vector of strategies s k-  is the set-
valued function

( ) , .arg maxs u s sBRk k
s

k k k
Sk k

=
!

- -^ h (5)

By introducing the auxiliary notion of composite (or, equiva-
lently, global game’s) BR

:
( ) ( ),s s s

BR
BR BR

SS
K K1 1

"

7 # #f- - (6)

we have the following characterization for an NE.

DEFINITION 5 (NE CHARACTERIZATION)
Let G = , ( ) , ( )uK Sk k k kK K! !^ h be a strategic-form game. A strat-
egy profile sNE is an NE if and only if

( ) .s sBRNE NE! (7)

The characterization of an NE in terms of a fixed-point prob-
lem is due to Nash [29] and explains why common existence theo-
rems are based on topological and geometrical assumptions such 
as compactness for the sets of strategies or continuity for the util-
ity functions. The following two theorems explain why the NE is 
an attractive solution concept from the existence issue standpoint: 
they show that any finite game or compact continuous game pos-
sesses at least one mixed NE. 

THEOREM 1 ([31])
In a strategic-form game G = ,, ( ) , ( )uK Sk k k kK K! !^ h  if K  is 
finite and Sk  is finite for every ,k  then there exists at least one 
NE, possibly involving mixed strategies.

THEOREM 2 ([31])
In a strategic-form game G = ,, ( ) , ( )uK Sk k k kK K! !^ h  if Sk  is 
compact and uk  is continuous in s S!  for every ,k K!  then there 
exists at least one NE, possibly involving mixed strategies.

To better illustrate the meaning of the strategic-form represen-
tation and the notion of NE, let us consider a simple example, 
which is an instance of what is referred to as the prisoner’s 
dilemma in the GT literature [32].

EXAMPLE 1 (THE WIRELESS SENSOR’S DILEMMA)
Consider the wireless sensor network sketched in Figure 2, 
which is populated by a number of wireless sensors sending their 
own measurements (e.g., target detection and temperature), to 
their fusion centers (FCs), labeled as 1FC  and .2FC  For the sake 
of graphical representation, sensors communicating with sen-
sors and the FCs are represented with blue and red colors, 
respectively. Gathering information at each FC from a larger 
population of nodes (in this case, those covered by the other FC) 
helps improve its measurement accuracy. However, sharing data 
among different populations of nodes implies additional trans-
mission of information across the FCs, which is, in general, 
costly due to energy expenditure. In this context, the two FCs 
can independently and simultaneously decide whether to share 
(i.e., relay) the information. Depending on both decisions, each 
FC gets a (dimensionless) utility in the form “accuracy minus 
spent energy,” given according to Figure 3 (known as a payoff 
matrix), in which e0 1# #  represents the cost incurred by an 
FC for relaying the measurements of the other.

The communication problem corresponding to Example 1 
can be modeled as a strategic-form game where the set of 
players is { , }1 2FC FCK =  and the action (strategy) sets are 

{sleep mode, active mode}Sk =  for { , } .k 1 2d  The utility func-
tion for 1FC (the one for 2FC follows by symmetry) is given by

( , )

( , )
( , )
( , )
( , )

( )

( ) .

u s s

e

e

s s
s s
s s
s s

0
1
1

if
if
if
if

,
( ,  )
( ,  )

,

active mode sleep mode
sleep mode sleep mode
active mode active mode
sleep mode active mode

1 1 2

1 2

1 2

1 2

1 2

=

-

-

=

=

=

=

(8)

FC1 FC2

[FIG2] The wireless sensor’s dilemma.
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F
C

1

FC2
Active Mode Sleep Mode

Active Mode

Sleep Mode

u1(s ), u2(s )

1 − e, 1 − e −e, 1

1, −e 0, 0

[FIG3] A wireless sensor’s dilemma game under matrix form. 

This game is said to be a static (equivalently, one-shot) game
since each player takes a single action once and for all. Since this 
game is finite, it has at least one mixed NE (according to Theorem 1). 
To find these equilibria, let us denote by 1t  (respectively, )2t  the 
probability that 1FC  (respectively, )2FC  assigns to the action active 
mode. The mixed NE of the considered game can be found by com-
puting the expected utilities. For player kFC  with { , },k 1 2!  it can 
be written as ( , ) .u ek k k1 2t t t t=- + -u  The BR of player k  is given 
by: [ , ], ( ) .0 1 0BRk k k6 !t t =- -

Q  Since, by definition, Nash equilib-
ria are intersection points of the BRs, the unique mixed NE is 
( , ) ( , ),0 01 2

NE NEt t =  which is a pure NE consisting of the action pro-
file (sleep mode, sleep mode).

EXAMPLE 2 (THE COGNITIVE RADIO’S DILEMMA)
Observe that Example 1 is general enough to encompass many dif-
ferent applications., e.g., it can be used to model a cognitive network 
with two CRs, 1CR  and ,2CR  which have to decide independently 
and simultaneously to transmit either over a narrow or a wide fre-
quency band. In this case, the two corresponding actions are respec-
tively denoted by narrowband and wideband. Depending on the CR’s 
decisions, each CR transmits at a certain data rate (say, in megabits 
per second) accordingly to Figure 4. The first (second) component of 
each pair corresponds to the transmission rate (i.e., utility) of 1CR
( ) .2CR  For instance, if both use a wide band, their transmission rate 
is the same and equals 1 megabit/second.

The action (sleep mode) in Example 1 (or, in Example 2, wide-
band) is called a strictly dominant action for player k  since, for 
any given action chosen by the other player, it provides a strictly 
higher utility than any other choice. At the equilibrium (sleep 
mode, sleep mode), the wireless sensors have a zero utility. We can 
see that there exists an action profile at which both players would 
gain a higher utility. The action profile (active mode, active mode) 
is said to Pareto-dominate the action profile (sleep mode, sleep 
mode). More generally, in any game, when there exists a strategy 
profile, which provides a utility for every player that is greater than 
the equilibrium utility, the equilibrium is said to be Pareto-ineffi-
cient. Inefficiency is generally a drawback of considering the NE as 
a solution concept. From an engineering point of view, it would be 
more desirable to find an equilibrium that is Pareto-efficient, i.e., a 
Pareto-optimal (PO) point.

DEFINITION 6 (PARETO-OPTIMAL PROFILE)
A strategy profile sPO is a PO point if there exists no other strategy 
profile ,s  such that u s u sk k

PO$^ ^h h  for all ,k K!  and 
u s u sk k

PO2^ ^h h for some .k K!
In addition to Pareto optimality, another widely used related 

concept is the weak PO point, defined next.

DEFINITION 7 (WEAK PARETO-OPTIMAL PROFILE)
A strategy profile sPO is a weak PO point if there exists no other 
strategy profile ,s  such that u s u sk k

PO2^ ^h h for all .k K!
In other words, when operating at a PO strategy profile, it is 

not possible to increase the utility of one player without decreas-
ing that of at least one other. In many occasions, beyond the con-
cept of Pareto optimality, the performance (in terms of social 

efficiency) of an NE can be measured by comparing it to a socially 
optimal profile, which is defined as a maximizer of the social wel-
fare (or, more properly, sum-utility) .( )u skk K!

/  Observe that 
other global measures can be used to introduce some fairness 
(e.g., see [33]). For example, through Definition 12, the Nash 
product (defined later on in this section) is considered and can be 
shown to be proportionally fair (see [34]). Formally stated, a 
social-optimal (SO) point is defined next.

DEFINITION 8 (SOCIAL OPTIMUM)
A strategy profile sSO  is an SO point if it satisfies

( ) .arg maxs u s
s

k
k

SO

KS
!

!
!

/ (9)

Both PO and SO points can be seen as possible solution con-
cepts for a game. Often, implementing these solution concepts will 
require some coordination between the players and typically relies 
on the need for significant information and knowledge assump-
tions. In the framework of distributed networks, such coordination 
degree and/or knowledge might not be available or may be costly, 
and, thus, social and Pareto optimality can only be used to measure 
the performance loss induced by decentralization. There is a com-
mon and simple measure of efficiency, which allows us to quantify 
the gap between the performance of centralized (in some sense, 
classical) optimization and distributed optimization. Indeed, the 
efficiency of the Nash equilibria can be measured using the concept 
of price of anarchy (PoA) [35], which is defined next. 

C
R

1

CR2
Narrowband Wideband

Narrowband

Wideband

u1(s ), u2(s )

3, 3 0, 4

4, 0 1, 1

[FIG4] A CR’s dilemma game under matrix form (utilities may be 
expressed in megabits/second).
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DEFINITION 9 (PRICE OF ANARCHY)
The PoA corresponds to

( )

( )
,

min

max

u s

u s
PoA

s k
k

s k
k

S
K

K
S

NE
=

!

!

!

!

/
/

(10)

where SNE denotes the set of all NE in a game.
Otherwise stated, the PoA provides a measure of the perfor-

mance loss (in terms of social welfare) of the “worst” NE com-
pared to a socially optimal strategy. The closer the PoA is to 1, the 
higher the efficiency of the NE. One of the features of the PoA is 
that it can be upper-bounded in some important cases, e.g., in 
congestion games with monomial costs [36]; a congestion game is 
a special form of game in which the utility of a player depends on 
its own action and depends on others’ action only through the way 
they distribute over the available actions (often called edges or 
routes). For instance, if the cost (the opposite of the utility) is lin-
ear, the PoA is upper-bounded by ( / ),4 3  showing that the price of 
decentralization is relatively small in this scenario.

To illustrate the notions of PoA, let us reconsider Example 2, 
where the four possible utility profiles are reported in Figure 4. The 
game has three Pareto optima: (4, 0), (0, 4) and (3, 3). Geometri-
cally, a utility vector is PO if there is no point in the northeast 
orthant whose origin is located at the candidate point. In the con-
sidered game, there is a unique NE. Here, the PoA equals 
( ) / ( ) .3 3 1 1 3+ + =  If there is no means of coordinating the two 
CRs, which may happen when both transmitters have been 
designed independently or are owned by different economic play-
ers, the loss in terms of social efficiency has to be undergone. How-
ever, if there is a common designer as in the framework of 
distributed optimization, it may be possible to decrease the PoA.

Remark 1
One way to improve efficiency is to keep on considering an NE as the 
solution concept but to transform the game. The corresponding gen-
eral framework is referred to as mechanism design [37]. Affine pric-
ing is a very special instance of mechanism design: it consists of 
applying an affine transformation on the utility functions and tuning 
the introduced parameters to obtain an NE, which is more efficient 
than the one considered in the original game [3].

Another possibility to improve efficiency is to keep the game 
unchanged but to modify the solution concept. This may be 

either a correlated equilibrium (CE) or a Nash bargaining solu-
tion (NBS). A CE is a joint distribution over the possible actions 
or pure strategy profiles of the game from which no player has 
interest in deviating unilaterally. More formally, we have the fol-
lowing definition.

DEFINITION 10 (CORRELATED EQUILIBRIUM)
A CE is a joint probability distribution ( )q SCE T! , which verifies

, , ( , ) ( , )

( , ) ( ( ), ),

k q s s u s s

q s s u s s

K k k k k k k

k k k k k k

s

CE

CE
S

S S

6 6! $v

v

!

!

- -

- -

/
/ (11)

where : S Sk k k"v  can be any mapping, and S Sk 1# #f=-

.S S Sk k K1 1# # #f- +

We know that a pure NE is a special case of mixed NE for which 
the individual probability distributions used by the players are on 
the vertices of the unit simplex. We see now that a mixed NE is a 
special case of a CE for which joint probability distributions over the 
action profiles factorizes as the product of its marginals. It is impor-
tant to know how to obtain a CE in practice. Aumann showed that 
the availability of an “exogenous public signal” to players allows the 
game to reach new equilibria, which are in the convex hull of the set 
of mixed NE of the game [22]. The term public signal implies that 
every player can observe it; the adjective exogenous is added to 
explicitly indicate that the signal is not related to the player’s 
actions. A simple example would be the realization of a Bernoulli 
random variable such as the outcome obtained by flipping a coin. 
Additionally, if exogenous private signals are allowed, new equilibria 
outside this hull can be reached and lead to better outcomes; by pri-
vate, it is meant that each player observes the realizations of its own 
lottery. The obtained equilibria are precisely CE. Having a CE there-
fore means that the players have no interest in ignoring (public or 
private) signals, which would recommend them to play according to 
the realizations of a random lottery whose joint distribution corre-
sponds to a CE .qCE  In the case of the wireless sensor’s dilemma, it 
can be checked that the only CE boils down to the unique pure NE 
of the game, showing that sending a broadcast signal to the wireless 
sensors would not allow them to reach another equilibrium, which 
might be more efficient. To better illustrate the meaning of CE, con-
sider the modified version of Example 2 shown in Figure 5 in matrix 
form. Observe that it no longer has the structure of a prisoner’s 
dilemma (no strictly dominant strategy for the players exists). 
Figure 6 shows the set of CE of this game. In particular, it turns out 
that a public signal allows the CR to reach any CE in the convex hull 
of the points (5, 1), (1, 5) (pure NE) and [( / ), ( / )]5 2 5 2  (strict mixed 
NE). Private signals allow one to extend this region. The set of CE 
becomes the convex hull of the points ( , ),1 5 ( , ),5 1 [( / ), ( / )],5 2 5 2
and [( / ), ( / )] .10 3 10 3

Another notion of equilibrium derived from the notion of CE is 
the coarse correlated equilibrium (CCE). It is mathematically more 
general than the CE, and, hence, the set of CE is included in the set 
of CCE. One of the motivations for mentioning it here is that CCE 
can be learned by implementing simple algorithms such as 

C
R

1

CR2
Narrowband Wideband

Narrowband

Wideband

u1(s ), u2(s )

4, 4 1, 5

5, 1 0, 0

[FIG5] A simple CR’s coordination game, which exhibits 
nontrivial CE (utilities may be expressed in megabits/second).
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(5, 1)

(1, 5)

[(5/2), (5/2)]

[(10/3), (10/3)]

[FIG6] The set of CE of the game given in Figure 5 in the 
expected utility plane.

regret-matching (RM)-based learning schemes [18] (see the “Learn-
ing Equilibria in Strategic-Form Games” section for further details).

DEFINITION 11 (COARSE CORRELATED EQUILIBRIUM)
A CCE is a joint probability distribution ( )q SCCE T!  which 
verifies

( ) ( ,s u s s ) ,, , ( ) ( )k s q s u s qK Sk k
s

k k
s

k k k k
CCE CCE

S Sk k

6 6! ! $
! !

- - -

- -

l/ /
(12)

where ( ) ( , ) .q s q s sk k
s

k k
CCE CCE

Sk k

=
!

- - -l
l

/

A possible interpretation of this definition is as follows. Following 
the notion of CCE, players are assumed to decide, before receiving the 
recommendation associated with a public or private signal, whether 
to commit to it. At a CCE, all players are willing to follow the recom-
mendation, given that all the others also choose to commit. That is, if 
a single player decides not to follow the recommendations, it experi-
ences a lower (expected) utility. Based on this interpretation, the dif-
ference between the CCE and the CE is that in the latter, the players 
choose whether or not to follow a given recommendation after it has 
been received. Therefore, there is no a priori commitment.

Another effective approach that can be taken to further improve 
the efficiency of the game solution while also addressing fairness 
issues is to seek alternative solution concepts. One example of such 
alternative solutions is the concept of NBS [38], which has been orig-
inally defined for two-player games. The implementation of the NBS 
typically requires some form of coordination or exchange of informa-
tion among the players. As explained in the “Learning Equilibria in 
Strategic-Form Games” section, the NBS can be related to SP algo-
rithms such as consensus algorithms. The NBS was used in the net-
working literature about 20 years ago to obtain fair solutions to 
flow-control problems in communication networks [33]. More 
recently, it has been exploited in different contexts, such as in [34] to 
solve bandwidth allocation problems, in [39] to achieve weighted 
proportional fairness in resource allocation in wireless networks, or 
in [4] to obtain cooperative beamforming strategies in interference 
networks where transmitters are equipped with multiple antennas. 
Another example can be found in [9], wherein the bargaining meth-
odology is employed to address the problem of rate allocation for col-
laborative video users (see also [40]). Following [38], let us define the 
NBS for two-player games. For this, we denote by U  the set of feasi-
ble utility points of the strategic-form game of interest and assume 
that U  is a closed and convex set. Let us denote by ( , )1 2m m  a given 
point in ,U  which will be referred to as a status quo (or, equivalently, 
a disagreement point). The NBS is then defined next. 

DEFINITION 12 (NBS)
The NBS is the unique PO profile, which is a solution of

( ) ( )max u u
( , )u u

1 1 2 2
U1 2

m m- -
!

, ,u usubject to 1 1 2 2$ $m m (13)

where U  is a convex set.

The graphical interpretation of the NBS is shown in Figure 7. The 
solution of (13) corresponds to the point of tangency between the Pareto 
boundary of U  and the hyperbola ( ) ( ) ,u u1 1 2 2m m l- - =  where l is 
properly chosen to ensure only one intersection between the two 
curves. The original definition of the NBS by Nash only concerns two-
player games but it can be extended by considering K  players. For this, 
the two-factor product above, which is called the Nash product,
becomes .( )uk kk

K

1
m-

=
%  However, when there are more than two 

parties involved in the bargaining, coalition forming is always possible, 
and this definition may need to be replaced by modified versions, such 
as the coalition NBS [41] (please refer to the “Coalition-Form Games” 
section for further details). We will conclude the discussion on the NBS 
by providing an example that is drawn from [42], i.e., a beamforming 
game for communications in the presence of interference.

U
til

ity
u 2

Utility u1

NBS

(u1 − λ1)(u2 − λ2)

(λ1, λ2)

[FIG7] The graphical interpretation of the NBS point (red circle) 
as the intersection between the Pareto boundary of Uand the 
hyperbola( )( ) ,u u1 1 2 2m m l- - =  where the status quo 

( , )1 2m m m=  is represented by the blue diamond.
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EXAMPLE 3 (BEAMFORMING GAME [42])
Consider two N-antenna transmitters. Transmitter { , }i 1 2!  has 
to choose a beamforming vector ,w Ci

N!  such that w w 1i
H

i =

(where the superscript H  stands for Hermitian transpose). The sig-
nal observed by the single-antenna receiver i  is given by 

,y h w x h w x zi ii
H

i i ji
H

j j i= + + ,j i=- h Cji
N!  are fixed for all 

( , ),i j ,x Ci !  and ~ ( , )z 0 1CNi  is complex white Gaussian 
noise. By choosing the utility function as ( )logu 1 SINRi i= +

with (| | ) / ( | | | | ),| |h w x h w x1SINR EEi ii
H

i i ji
H

j j
2 2 22= +  it can 

be shown that any point of the Pareto frontier can be reached by 
beamforming vectors, which linearly combine the zero-forcing (ZF) 
beamforming solution )(wi

ZF  and maximum ratio transmission 
(MRT) beamforming solution wi

MRT` j [42]. Therefore, finding the 
NBS amounts to finding the appropriate linear combination 
coefficient ,ia  which is defined as .( )w w w1i i i i i

ZF MRTa a= + -

The unique NE of the considered game corresponds to 
( , ) ( , ),0 01 2

NE NEa a =  i.e., each transmitter uses ZF beamforming. By 
choosing the unique NE of the game under investigation to be the 
status quo point, i.e., ( , ),ui i i j

NE NEm a a=  the NBS is then given by

( , ) [ ( , ) ( , )]

[ ( , ) ( , )] .

arg max u u

u u

0 0

0 0
( , ) [ , ]

1 2
0 1

1 1 2 1

2 1 2 2

NBS NBS

1 2
2

#

a a a a

a a

= -

-
!a a

(14)

By construction, the obtained solution is necessarily more Pareto-
efficient than the NE. However, computing the NBS typically 
requires more channel state information than what is required by 
the NE [42].

SPECIAL CLASSES OF STRATEGIC-FORM GAMES
In this section, we review some special classes of strategic-form 
games, which show a relevant share of the game-theoretic 
approaches available in the SP literature. For the sake of brevity, 
we list here only the distinguishing features of each class but also 
provide a (nonexhaustive) list of relevant references that can be 
used to gather more specific details on problem modeling and 
solution tools. For other interesting classes of games (not reported 
here due to space constraints), interested readers are referred to 
specific literature on the topic (e.g., [22], [23], and [31]).

ZERO-SUM GAMES
One of the most common types of strategic-form games is the two-
player zero-sum game. A two-player zero-sum game is a game in 
which the sum of the utilities is zero or can be made zero by appro-
priate positive scaling and translation, which do not depend on the 
players’ actions or strategies. In other words, it is a game such that 

{ , },1 2K = ( , ) ( , ) .u s s u s s 01 1 2 2 1 2+ =  In such a game, one 
player is a maximizer, i.e., aims to maximize its gain, while the 
other player is a minimizer, i.e., aims to minimize its losses (which 
are the gains of the other player). In SP, zero-sum games are espe-
cially popular when modeling security games involving an attacker 
and a defender. In such games, the attacker’s gains are most often 
equal to the defender’s losses, yielding a zero-sum situation. An 
example in this context can be found in [16], in which the interac-
tion between a target and a MIMO radar—both smart—is modeled 
as a two-player zero-sum game since the target and the radar are 

completely hostile. The mutual information criterion is used in for-
mulating the utility functions. In [43], the problem of polarimetric 
waveform design for distributed MIMO radar from a game-theoretic 
perspective is also formulated as a two-player zero-sum game 
played between an opponent and the radar design engineer. In [2], 
the authors use a two-player zero-sum game to model a water-
marking problem where a source sequence (the cover text) needs 
to be copyright-protected before it is distributed to the public. 
Another example is given by a two-user communication channel 
(such as the Gaussian multiple access channel) with a constraint 
on the total sum-rate [44].

Despite being one of the most well-studied and analyzed 
classes of strategic-form games in GT (in part because many 
results can be derived), zero-sum games can be restrictive. In fact, 
the majority of the studied problems in SP are better modeled as 
nonzero-sum games.

CONTINUOUS QUASI-CONCAVE GAMES
A game is said to be continuous if, for all ,k K!  the utility func-
tion uk  is continuous in the strategy profile .s  It is said to be 
quasi-concave if uk  is quasi-concave with respect to sk  for any 
fixed s k-  and Sk  is a compact and convex set. For such games, 
we can take advantage of Theorem 2, which ensures the existence 
of at least one pure-strategy NE. A flurry of research activity on 
energy-efficient resource allocation in wireless communications 
or sensor networks makes use of quasi-concave utility functions, 
which aim at trading off the performance of network agents while 
saving as much energy as possible. Since the performance usually 
increases with the amount of resources employed, a useful mod-
eling provides

( )u s s

f
s

s
1

k
k

k
jj k

k

=
+

!

c m/
(15)

under the hypothesis of a one-dimensional strategy set Sk =

[ , ],P0 max  with Pmax  being the maximum transmit power. As long 
as fk  shows some desirable properties (such as sigmoidness), 
which are often verified in many SP and communications scenar-
ios, the ratio uk  proves to be quasi-concave with respect to .sk

This is the case, for instance, when ( ) ( ) ,f x e1 x M= - - M 1>  or 
( ) ,f x e ( / )a x= - .a 02

CONTINUOUS CONCAVE GAMES
The same assumptions as for the previous special class of games are 
made, except that uk  is now a concave function of .sk  The exis-
tence of a pure NE is guaranteed in such games since individual 
concavity implies individual quasi-concavity. Interestingly, if we 
make one more assumption, called the diagonally strict condition
(DSC), the uniqueness of the NE can also be guaranteed. This is 
since sufficient conditions for ensuring uniqueness are quite rare 
in the GT literature. The DSC is met if there exists a vector of 
(strictly) positive components ( , , ),r r rK1 f=  such that

( , ) , : ( ) ( ) ( ) ,s s s s s s s s 0S r r
T26 2!! c c- -l l l l^ h (16)
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where ( ) ( ( ) / ), , ( ( ) / ) .s r u s s r u s sr K K K1 1 12 2 f 2 2c = 6 @  An example 
of this game can be found in [45]. Therein, the scenario investigated 
is a set of multiantenna transmitters, which have to choose a precod-
ing matrix to optimize their expected individual transmission rate 
between each of them and a common multiantenna receiver.

SUPERMODULAR GAMES
Supermodular games are thoroughly investigated in [46]. A strate-
gic-form game is supermodular if, for all ,k K! Sk  is a compact 
subset of ;R uk  is upper semicontinuous in ;s  and ,u s sk k k --^ h

,u s sk k k-l^ h is nondecreasing in sk  for all ,k K! Sk  and for all 
,s sk k$- -l  where the inequality is intended to be component-wise. 

In the example of power control, this definition is very easy to 
understand. If all the transmitters, except ,k  increase their power 
level, then transmitter k  has interest in increasing its own power 
as well. Two properties make supermodular games appealing in the 
SP community: 1) the set of pure-strategy NE is not empty; and 2) 
iterative distributed algorithms such as the best-response dynamics 
(BRD; see the “Learning Equilibria in Strategic-Form Games” sec-
tion for more details) can be used to let the players converge to one 
NE of the game. As an example, we can perform an affine transfor-
mation of the utility functions in (15) such that they become

( ) ,U s s

f
s

s

c s
1

k
k

k
jj k

k

k k=
+

-
!

c m/
(17)

with c 0k $  being a parameter to be tuned. The latter parameter 
induces a penalty in terms of utility, which increases with the 
transmit power. The corresponding transformation is called affine
or linear pricing and aims at improving (social) efficiency at the 
equilibrium. The corresponding game can be shown to be super-
modular provided that the action space is reduced as detailed in 
[3]. Other examples of supermodular games can be found in the 
SP literature. For instance, in [17], the problem of time-of-arrival-
based positioning is formulated as a supermodular game.

POTENTIAL GAMES
A strategic-form game is said to be potential if, for all ,k K! ,sk

s Sk k!l  and all ,\s S Sk k!-  the difference ,u s sk k k --^ h
,u s sk k k-l^ h can be related to a global potential function ( )sU that 

does not depend on the specific player .k  There exist at least four 
types of potential games: weighted, exact, ordinal, and generalized, 
according to the relationship between the differences in utilities 
and potential functions [22]. For example, a game is an exact 
potential game if there exists a function ,U  such that 

, , , , .u s s u s s s s s sk k k k k k k k k kU U- = -- - - -l l^ ^ ^ ^h h h h  Similarly to 
supermodular games, the interest in potential games stems from the 
guarantee of the existence of pure-strategy NE, and from the study 
of a single function, which allows the application of theoretical tools 
borrowed from other disciplines, such as convex optimization [47]. 
For instance, a maximum point for U  is an NE for .G  Similarly to 
supermodular games, convergence of iterative distributed algo-
rithms such as the BRD algorithm is guaranteed in potential games. 
Examples of potential games can be found in [48] for a problem of 
power allocation, in [49] for radar networks, or in [50] for a problem 

of multiportfolio optimization. In [51], the authors make use of a 
potential game to study cooperative consensus problems for sensor 
deployment. Other simple examples of potential games are games 
with a common utility function or games for which each utility only 
depends on the individual action or strategy.

REPEATED GAMES
It is important to note that the definition of the strategic form does 
not require any particular assumption on the sets of strategies 

., ,S SK1 f  In particular, as seen throughout this section, an exam-
ple of Sk  can be a discrete alphabet (as in the wireless sensor’s 
dilemma), or an interval of R  (as in the example of energy-efficient 
power control game). In the mentioned examples, the game is said 
to be static because each player takes a single action. It should be 
stressed, however, that the strategic form can also be used to model 
some dynamic games in which players have to take an action in a 
repeated manner and even in a continuous-time manner (e.g., in 
some differential games). In dynamic games, the sets of strategies 
become more complex. They can be sets of sequences of functions 
or sets of sequences of probability distributions. Due to space limita-
tions in this article, we will only mention the case of repeated 
games, which will allow us to identify some differences in terms of 
modeling and analysis between static and repeated games.

A repeated game belongs to a subclass of dynamic games, in 
which the players face the same single-stage game, say, 

( , ( ) , ( ) ),K Ak k k kK KoC = ! !  where Ak  is the set of possible 
actions for player ,k  and ko  is its instantaneous utility function. 
The game is played over several stages. The number of stages can 
be either finite or infinite. The single-stage game is called, equiva-
lently, the constituent, component, or stage game. When introduc-
ing the notion of time, the strategies sk  become complete plans of 
actions, which depend on the unfolding of the game through time. 
More precisely, a strategy in a repeated game typically corresponds 
to a sequence of maps or functions, which assign an action to a 
sequence of observations. Similarly, the utility functions of the 
repeated game are modified and correspond now to average or 
long-term utilities. Often, average utilities are of the form

( ) ( ( )),u s a tk t k
t 1
i o=

3

=

+

/ (18)

where ( )t t 1i $  represents a sequence of weights, which can model 
different aspects depending on the scenario under consideration 
(e.g., see [22]). Typical choices for ( )t t 1i $  are as follows:

■ { , , }, / ,Tt T1 1t6 f! i = ^ h  and , ;t T 1 0t6 $ i+ =  this 
type of game is referred to as a finitely repeated game.
■ , ( ) ,t 1 1t

t6 $ i d d= -  with ;0 11# d  this type of game 
is referred to as a repeated game with discount.
■ When the limit exists, , / ;Tt 1 1t6 $ i = ^ h  this type of 
game is called an infinitely repeated game.
The definition of the strategies , ,s sK1 f  strongly depends on 

the observation assumptions made. For instance, in a repeated 
game with perfect monitoring and perfect recall, i.e., a game 
where every player observes all the past actions and is able to store 
them, the strategy of player k Kd  is given by the following 
sequence of causal functions:
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, :
( ( ), , ( )) ( ),

t s
a a t a t

1
1 1
A A,k t

t
k

k

1 "

7

6

f

$

-

-

(19)

where ( ) ( ( ), , ( ))a t a t a tK1 f=  is the profile of actions played at 
stage t  and 0A0 =Y by convention. This strategy is called a 
pure strategy.

Even in the special case of repeated games just described, 
we can identify some important differences between static and 
repeated games in terms of equilibrium analysis. The existence 
issue is fundamental for the NE to be relevant as a solution con-
cept for the problem of interest. Note that, while uniqueness is 
an important issue for static games, e.g., to be able to predict 
the convergence point of a distributed algorithm, it is generally 
much less relevant for a repeated game, since the number of 
equilibria can be large and even infinite. This is the reason why 
equilibria are not characterized in terms of equilibrium strate-
gies, but rather in terms of equilibrium utilities. This character-
ization corresponds to a theorem called the Folk theorem [31]. 
We have seen that efficiency is an important issue for a static 
game. For a repeated game, due to the fact that players can 
observe the history of the actions played and therefore 
exchange information, there may exist efficient equilibria and 
those equilibria can be attained. For example, in the case of the 
wireless sensor’s dilemma, the following strategies can be 
checked to be equilibrium strategies of an infinite repeated 
game with perfect observation:

,
( )  , { , , }

,

t

s
a t j K

2
1 1if narrowband

otherwise
narrowband
wideband,k t

j

6

f

$

!
=

- =*

(20)

with ( ) ( , , ) .a 1 narrowband narrowbandf=  By implementing 
these strategies, each player gets a utility that equals three, 
whereas it was one in the static game version. Therefore, repeating 
the game and considering long-term utilities allows one to reach 
more efficient points at every stage of the game. This can be inter-
preted as a form of cooperation among the players. Thus far, we 
have mentioned two forms of cooperation, i.e., through bargain-
ing and cooperative plans in repeated games. In the “Coalition-
Form Games” section, we will see that the coalition form offers 
another way of implementing cooperative solutions in games. 
From the above discussion, it follows that referring to strategic-
form games as noncooperative games and to coalition games as 
cooperative games is questionable. Indeed, cooperation may exist 
in the former while players may still be selfish in the latter.

Remark 2
In general, extensive-form games group all situations in which the 
players are allowed to have a sequential interaction, meaning that 
the move of each player is conditioned by the previous moves of all 
players in the game. This class of games is termed dynamic 
games. Repeated games are a subclass of dynamic games, in which 
the players face the same single-stage (static) game every period. 
While extensive-form games are not treated because of the lack of 

space needed to address their general aspect, repeated games, 
which represent a notable example, are included in this tutorial, 
thanks to their broad field of application in the SP scenario.

BAYESIAN GAMES
When one wants to perform the direct maximization of a func-
tion while some of its parameters are unknown, a possible solu-
tion is to consider an expected version of the function of interest 
(e.g., think of the famous expectation-maximization algorithm). 
When solving a game, a similar approach can be adopted. In the 
presence of multiple decision-makers, the problem is however 
more difficult. To understand this, assume that each player 
chooses a prior distribution over the parameters it does not 
know (e.g., the overall channel state): this is its belief. However, a 
player also has to assume what it knows about the belief of the 
other players. Going further, a player needs to have a belief about 
the belief on the other players on its own belief. This leads to the 
quite complex notion of hierarchy of beliefs. This approach 
seems to be inapplicable in practice. Why should an automaton 
or a computer implement such an elaborate level of reasoning? 
An important result of practical interest is that a simpler model 
might capture the whole hierarchy of beliefs. This model is 
known as Harsanyi’s model [52], and it is very close in spirit to 
what is done in estimation problems in the presence of uncertain 
parameters. Once the game is formulated as a strategic-form 
(Bayesian) game, standard tools can be exploited. Although it is 
exactly an NE in the presence of expected utilities, in this context, 
an NE is called a Bayesian equilibrium. Application examples of 
Bayesian games in the literature of SP for communications can 
be found in [53]. Therein, the unknown parameter is typically 
the communication channel state. In [54], the authors illustrate 
how Bayesian games are natural settings to analyze multiagent 
adaptive sensing systems.

LEARNING EQUILIBRIA IN STRATEGIC-FORM GAMES
To better understand the relationship between the solution concepts 
described in the “Strategic-Form Games” section and algorithmic 
aspects, we will first consider some experiments, which were con-
ducted by the biologist David Harper [55]. These experiments are of 
interest to better understand how equilibria can be achieved 
(learned) by repeated interactions driven by simple decision-making 
rules. In winter 1979, Harper conducted experiments on a flock of 33 
ducks on a lake in a botanical garden at Cambridge University in the 
United Kingdom. Two observers who were acting as bread tossers 
were located at two fixed points on the lake surface 20 m apart. 
Pieces of bread were thrown at regular intervals. For instance, one of 
the experiments assumes that the frequency of supply for one 
observer (called the least-profitable site) is 12 items/minute, whereas 
it was equal to 24 items/minute for the other observer. Figure 8 rep-
resents the number of ducks at the least-profitable site against time; 
the dots indicate the mean points, while the vertical segments repre-
sent the dispersion of the measures. After about a minute, the num-
ber of ducks at the least-profitable site stabilizes around 11, which 
means that 22 ducks are at the most-profitable site. The correspond-
ing point is an NE: every duck that would switch to the other site in a 
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unilateral manner would get less food. Figure 8 shows that, at the 
beginning of the trial, each duck behaves like a conventional opti-
mizer: most of the ducks go to the most-profitable site. This choice 
does not take into account that the site-selection problem a duck 
faces is not a conventional optimization problem but a game: what a 
duck gets does not only depend on its choice but also on others’ 
choices. During the transient period, the ducks that switch to the 
other site realize they get more food at the least-profitable site. Other 
ducks do so as long as an equilibrium is reached. Quite likely, the 
ducks do not know their utility functions and, more generally, the 
parameters of the game they play. They may hardly be qualified as 
rational players as well. Nonetheless, some sort of iterative “auction” 
process (known as tâtonnement) has led them to an NE, showing 
that an NE can emerge as the result of repeated interactions between 
entities that have only partial information on the problem and only 
implement primitive decision-making or learning rules. The purpose 
of this section is to provide learning rules (or SP algorithms) among 
many others from the vast literature of multiagent learning, learning 
in games, or distributed optimization, which may lead to equilibria.

Although the remainder of this article only focuses on distrib-
uted optimization and multiagent learning algorithms as solution 
concepts for a certain static game, it may also be possible to inter-
pret a multiagent-learning rule as a strategy for a certain dynamic 
game [22], showing also the existence of a relationship between 
learning and dynamic games.

BEST-RESPONSE DYNAMICS
BRD is a popular and simple learning rule that may lead to equi-
libria. The BRD has been used in various disciplines, but, as its use 
is specialized, the different instances of it are not always recog-
nized as the same algorithm. Two instances of it are the Gauss–
Seidel method [56] and the Lloyd–Max algorithm [57]. The 
Gauss–Seidel method is an iterative algorithm that allows to 
numerically solve a linear system of equations. Let us review this 
method in the special case of two unknowns ,x x1 2  and two obser-
vations , .y y1 2  The goal is to solve the system

,
a
a

a
a

x
x

y
y

11

21

12

22

1

2

1

2
=e e eo o o (21)

where the entries akj  are assumed to be known and meet some 
classical conditions, which can be found in [56]. By denoting 
( ( ), ( ))x t x t1 2 , the value for the pair ( , )x x1 2  at iteration ,t x1   
is updated as ( ),x t 11 +  which is obtained by solving 

( ) ( ) .a x t a x t y1 011 1 12 2 1+ + - =  Then, ( )x t 12 +  is obtained by 
solving ( ) ( ) .a x t a x t y1 1 021 1 22 2 2+ + + - =  This can be inter-
preted as a game with two players in which xk  is the action of player 
k  and setting (or making close) to zero a x a x y,kk k k k k k+ -- -  is its 
objective or cost function. The Gauss–Seidel method precisely 
implements the sequential BRD of the latter game.

As observed in [58], another special instance of the BRD is the 
Lloyd–Max algorithm, which was originally used for scalar quantiza-
tion and is now extensively used in data-compression techniques in 
information theory and SP. Designing a signal quantizer means 
choosing how to partition the source signal space into cells or 
regions and choosing a representative for each of them. It turns out 

that finding in a joint manner the set of regions and the set of repre-
sentatives which minimize the distortion (i.e., the quantization 
noise level) is a difficult problem in general. The Lloyd–Max algo-
rithm is an iterative algorithm, in which each iteration comprises 
two steps. First, one fixes a set of regions and computes the best rep-
resentatives in the sense of the distortion. Second, for these repre-
sentatives, one updates the regions so that distortion is minimized. 
This procedure is repeated until convergence and corresponds to a 
special instance of the sequential BRD of a game with two players 
which have a common cost function. As shown in the “Special 
Classes of Strategic-Form Games” section, since the cost function is 
common, the game is potential. As explained later, convergence of 
the sequential BRD is guaranteed in such games.

EXAMPLE 4 (COURNOT TÂTONNEMENT)
Another well-known instance of the BRD is the Cournot 
tâtonnement. It was originally introduced by Cournot in 1838 to 
study an economic competition between two firms where each one 
has to decide the quantity of goods to produce. In particular, Cournot 
showed that the following dynamical procedure converges: firm 1 
chooses a certain quantity of goods ( ),q 11  firm 2 observes the quan-
tity produced by firm 1 and plays its BR ( ),q 22  i.e., the quantity max-
imizing its profit, firm 1 readjusts its quantity to this reaction to 

( )q 31  for its benefit to be maximal and so forth. Cournot proved that 
after “a while” this process converges to the so-called Cournot equi-
librium, which can be shown to be the NE of the associated strategic-
form game. This is what Figure 9 illustrates. A possible application of 
the dynamical procedure above can be found in [59] in which the 
authors consider a competitive spectrum sharing scheme based on 
GT for a CR network consisting of a primary user and multiple sec-
ondary users (SUs) sharing the same frequency spectrum. The spec-
trum-sharing problem is modeled as an oligopoly market and a static 
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David Harper’s Experiment

[FIG8] The ducks are given the choice between two bread 
tossers for which the frequency of supply of the most-profitable 
site is twice that of the least profitable. After switching a few 
times between the two sites, the ducks stick to a given choice. 
The corresponding point is an NE.
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game has been used to obtain the NE for the optimal allocated spec-
trum size for the SUs.

The BRD can be formulated for a game with an arbitrary num-
ber of players. In its most used form, the BRD operates in a 
sequential manner (sequential BRD) such that players update 
their actions in a round-robin manner. Within round t 1+  (with 

)t 1$  the action chosen by player k K!  is computed as:

( ) ( ), , ( ), ( ), , ( ) .a t a t a t a t a t1 1 1BRk k k k K1 1 1f f!+ + +- +6 @
(22)

If there is more than one best action, then one of them is chosen 
at random from the uniform probability distribution.

An alternative version of the BRD operates in a simultaneous 
way, meaning that all players update their actions simultaneously:

( ) ( ) .a t a t1 BRk k k!+ -6 @ (23)

The pseudocode of BRD for both instances is sketched in 
Algorithm 1. Observe that both can be applied to games in which 
the action sets are either continuous or discrete. If continuous, con-
vergence means that the distance between two successive action 
profiles remains below a certain threshold .02f  If discrete, con-
vergence means that the action profile does not change at all 
(i.e., ) .0f =  When it converges, the convergence points are typi-
cally pure NE (e.g., see [22]). There are no convergence results for 
general games using BRD. Most of the existing results rely on appli-
cation-specific proofs. For example, [5] considers an application 
example of the BRD in SP for which an ad hoc proof for conver-
gence is provided. However, if some special classes of games are con-
sidered, then there exist sufficient conditions under which the 
convergence of the sequential BRD to a pure NE is always guaran-
teed. For example, it is ensured when exact potential games and 
supermodular games are considered (see “Special Classes of Strate-
gic-Form Games” section and [22] for more details). In addition to 
this, the convergence of the sequential BRD is ensured when the 
BRs are standard functions [60]. These results are summarized next.

THEOREM 3 ([22])
In potential and supermodular games, the sequential BRD con-
verges to a pure NE with probability one.

THEOREM 4 ([60])
If the BRs of a strategic-form game are standard functions, then 
the BRD converges to the unique pure NE with probability one.

Unlike the sequential BRD, there does not seem to exist general 
results that guarantee the convergence of the simultaneous BRD. 
As shown in [61], a possible way out to ensure convergence is to let 
player k  update its action as ( ) ( )a t a t1 BRk k k!+ -6 @ where 

( )a tBRk k-6 @ is defined as

Algorithm 1: The BRD.

set t 0=
initialize ( )a 0 Sk k!  for all players k K!  (e.g., using a random 
initialization) 
repeat
for k 1= to K do
update ( )a t 1k +  using (22) or (23) 

end for
update t t 1= +

until ( ) ( )a t a t 1k k # f- -  for all k K!

[FIG9] An illustration of the Cournot tâtonnement. (a) This process, which is a special case of the sequential BRD algorithm, converges 
to the unique intersection point between the players’ BRs (i.e., the unique pure NE of the game). (b) Also illustrated by the Cournot 
duopoly, convergence of sequential BRD is typically fast.
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( ) ( , ( )) ( )arg maxa t u a a t a a tBRk k
a

k k k k k
2

Ak
l= + -

!
- -

l

6 @ (24)

with .0$l  The term ( )a a tk k
2-  acts as a stabilizing term, 

which has a conservative effect. If l  is large, this term is mini-
mized by keeping the same action. By choosing l  in an appro-
priate manner, [61] shows that the simultaneous BRD 
associated with the modified utility converges.

Now we consider an application example that will be devel-
oped throughout this section to illustrate the different algo-
rithms and notions under consideration. In particular, it allows 
us to extract sufficient conditions under which the sequential 
BRD converges.

EXAMPLE 5 (POWER-ALLOCATION GAMES IN
MULTIBAND INTERFERENCE CHANNELS)
Consider a wireless communication system, which comprises K
transmitter–receiver pairs. Each transmitter wants to communi-
cate with its own receiver. More precisely, transmitter 

{ , , }k K1 f! (player )k  has to allocate its available power 
(denoted by )P  among N  orthogonal channels or frequency bands 
to maximize its own transmission rate ,logu 1 ,k n

N
k n21
c= +

=
^ h/

where ,k nc  is the signal-to-interference-plus-noise ratio (SINR) at 
receiver k  over band ,n  which is defined as

,
h p

h p
,

, ,

, ,
k n

k n nk

kk n k n
2c
v

=
+

, , ,!
/ (25)

where p ,k n  is the power transmitter k  allocates to band ,n
h 0,k n $,  is the channel gain associated with the link from trans-
mitter ,  to receiver k  over band ,n  and 2v  accounts for the ther-
mal noise. Denote by ( , , )p p p, ,k k k N1 f=  the power-allocation 
vector of transmitter .k  Two scenarios in terms of action space 
are considered:

: , , ,p p P and Pe PeRA A,k k
N

k nn

N
k N1 1

PA BS f! #= =+ =
$ ". ,/

(26)

where PA stands for power allocation and BS for band selection,
and , ,e eN1 f  represents the canonical basis of RN  [i.e., 

( , , , ), ( , , , , )e e1 0 0 0 1 0 01 2f f= =  and so on]. The two corre-
sponding strategic-form game will be denoted by GPA and .GBS

A sufficient condition for the sequential BRD to converge for 
the game GPA  has been provided in [62]. The condition is that 
the spectral radius t  of certain matrices ( )H n  are strictly less 
than one

( ( )) ( ) ., H H
h
h

k

kn n n1
0

with
if

if
,

,k

k k n

k n6
,

,1 !t =
=

, , (27)

Condition (27) is useful for the general case of the multiband inter-
ference channel and roughly means that the interference level on 
every band should not be too high. However, as shown in [48], the 
sufficient condition holds with probability zero (randomness stems 
from the fact that the channel gains h ,k n,  are assumed to be 

realizations of a continuous random variable) in the special case of 
the multiband multiple access channel, which corresponds to have 
only one receiver of interest for all the transmitters. In the latter 
case, the SINR takes a more particular form, which is

,
h p

h p
,

, ,

, ,
k n

n nk

k n k n
2c
v

=
+ , ,,!
/ (28)

where h ,k n  is the channel gain of the link between transmitter k
and the receiver for band .n  Remarkably, in this particular set-
ting, GPA  and GBS  can be shown to be exact potential games [48] 
with a potential function

.log h p, ,
n

N

k n
k

K

k n2
1

2

1
vU = +

= =

e o/ / (29)

Exact potentiality of games guarantees the convergence of the 
sequential BRD to a pure NE. In game ,GPA  the sequential BRD con-
sists in updating the power level according to a water-filling formula

( ) ( )
( )

,p t t
p t

1 1
,

,

,
k n

k k n

k n

~ c
+ = -

+; E (30)

where [ ] ( , ),maxx x0=+ k~  is the Lagrangian multiplier associ-
ated with the inequality constraint ,p P,k nn

N

1
#

=
/  and ( )t,k nc

is the SINR at receiver k  over band n  at time .t  The solution is 
known as the iterative water-filling algorithm (IWFA) and was 
introduced for the multiband interference channel in [63]. In its 
most general form, the sequential BRD algorithm in (22) is quite 
demanding in terms of observation since each player has to 
observe the actions played by the others. In the case of the IWFA, 
it is seen that that only knowledge of the SINR ( )t,k nc  is required 
to implement the BRD, which is basically an aggregate version of 
the played actions: this information can easily be estimated at the 
receiver and fed back to player k  for updating its transmit power. 
When converging, the IWFA, and more generally the sequential 
BRD, does it quite fast: convergence is typically observed after a 
few iterations [48]. Intuitively, the feature of fast convergence 
stems from the fact that the BRD relies on a detailed knowledge 
of the problem at hand. Typically, the utility functions are 
assumed to be known. When this knowledge is not available, 
instead of considering highly structured distributed optimization 
algorithms such as the BRD, one may consider multiagent learn-
ing algorithms, which are typically much less demanding in 
terms of modeling the problem, as discussed in the next sections. 
However, before moving to such techniques, an alternative ver-
sion of the BRD is considered, which operates on probability dis-
tributions over actions (instead of pure actions) and is referred to 
as the fictitious play (FP) algorithm. Considering the FP algo-
rithm allows us to better understand the iterative structure of 
many learning algorithms, particularly the one considered in the 
“Reinforcement Learning” section.

The original version of the FP algorithm assumes discrete action 
sets, which is what is also assumed next. It should be stressed that 
the BRD is generally not well suited to the discrete case. 
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For example, when applied to ,GBS  it converges in the scenario of 
multiband multiple access channels while it does not converge in the 
multiband interference channel case as cycles appear [64]. This is 
quite frequent in games with discrete actions. Therefore, learning 
algorithms such as the one described in the “Reinforcement Learn-
ing” section are not only useful to assume less structure on the prob-
lem but also to deal with the discrete case. From now on, we thus 
assume that

{ , , },a aA , ,k k k N1 kf= (31)

where | | .Ak 31+  The FP algorithm, introduced by Brown in 
1951 [65], is a BRD algorithm in which empirical frequencies are 
used. Working with probability distributions is very convenient 
mathematically. Although mixed strategies are exploited, this 
does not mean that mixed NE are sought. In fact, pure NE can be 
shown to be attracting points for all the dynamics, which are con-
sidered in this tutorial. This means that, under appropriate condi-
tions, mixed strategies tend to pure strategies as the number of 
iterations grows large. The empirical frequency of use of action 
a Ak k!  for player k K!  at time t 1+  is defined by

( ) ,1t t1 1
1

, { }k a a a
t

t

1

1

,k k t kr + =
+ =

=

+

l
l/ (32)

where 1  is the indicator function. If player k  knows ( )t,k a kr- -

(i.e., the empirical frequency of use of the action profile a k-  at time 
),t  then it can compute its own expected utility and eventually 

choose the action maximizing it. Observe that the computation of 
( )t,k a kr- -  requires to observe the actions played by the others. As 

for BRD, this knowledge can be acquired only through an exchange 
of information among the players. For example, in the two-player 
CR’s dilemma (Example 2), if 1CR  has knowledge of the number of 
times that 2CR  has picked narrowband or widebandup to time 
,t  then 1CR  can easily compute ( )t, a2 2r  through (32).

In its simultaneous form, the FP algorithm operates as follows: 

( ) ( ) ( , ) .arg maxa t t u a a1 ,k
a

k a
k

K

k k k
1Ak k

k! r+
!

-

=

--/ (33)

The important point we want to make about the FP algorithm 
concerns the structure of the empirical frequencies. They can be 
computed in a recursive fashion as

( ) 1

1 1

t t t

t

1 1
1

1
1

1
1

, { }

{ }

k a a a
t

t

a a
t

t
1

1

1

,

, { }

k k t k

k t k a a,k t k1

r + =
+

=
+

+
+

=

=

+

=

=

=+

l

l
l

/

/
( ) ( ) ( ) ,1t t t, { } ,k a k a a k a

FP
,k k t k k1r m r= + -=+6 @ (34)

with ( ) / ( )t t1 1k
FPm = + . The last line translates the fact that the 

empirical frequency at time t 1+  can be computed from its 
value at time t  and the knowledge of the current action. More 
interestingly, it emphasizes a quite general structure, which is 
encountered with many iterative and reinforcement learning 
(RL) algorithms.

REINFORCEMENT LEARNING
Originally, RL was studied in the context of single-player (or 
single-automation) environments with a finite set of actions. A 
player receives a numerical utility signal and updates its strat-
egy. The environment provides this signal as a feedback for the 
sequence of actions that has be taken by the player. Typically, 
the latter relates the utility signal to actions previously taken to 
learn a mixed strategy that performs well in terms of average 
utility. In a multiplayer setting, RL is inherently more complex 
since the learning process itself changes the thing to be learned. 
The main objective of this section is to show that feeding back 
to the players only the realizations of their utilities is enough to 
drive seemingly complex interactions to a steady state or, at 
least, to a predictable evolution of the state. In RL algorithms, 
players use their experience to choose or avoid certain actions 
based on their consequences. Actions that led to satisfactory 
outcomes will tend to be repeated in the future, whereas actions 
that led to unsatisfactory experiences will be avoided. One of the 
first RL algorithms was proposed by Bush and Mosteller in [66], 
wherein each player’s strategy is defined by the probability of 
undertaking each of the available actions. After every player has 
selected an action according to its probability, every player 
receives the corresponding utility and revises the probability of 
undertaking that action according to a reinforcement policy. 
More formally, let ( )u tk  be the value of the utility function of 
player k  at time ,t  and denote by ( )t,k a ,k nr  the probability 
player k  assigns to action a ,k n  at time .t  Then, the Bush and 
Mosteller RL algorithm operates as follows: 

( ) ( ) ( ) ( ) ( ) ,1t t t u t t1, , { ( ) } ,k a k a k k a t a k a
RL

, , , ,k n k n k k n k nr r m r+ = + -=6 @ (35)

where ( )t0 1k
RL1 1m  is a known function that regulates the 

learning rate of player k  (it plays the same role as the step-size in 
the gradient method). The updating rule given by (35) has the 
same form of (34), but one of the strengths of the algorithm cor-
responding to (35) is that each player only needs to observe the 
realization of its utility function and nothing else. It can, there-
fore, be applied to any finite game. Convergence is ensured for 
classes of games such as potential games and supermodular 
games, introduced in the “Special Classes of Strategic-Form 
Games” section. The convergence of RL algorithms is also 
ensured for dominance solvable games [22], which are not 
treated in this tutorial due to space limitations. As for the BRD, 
convergence points are either pure NE or boundary points. The 
price to be paid for the high flexibility regarding the environment 
and the absence of strong assumptions on its structure is that the 
RL algorithm in (35) usually requires a large number of iterations 
to converge compared to the BRD algorithm.

All the aforementioned distributed algorithms (i.e., the BRD 
algorithm, the FP algorithm, and the considered RL algorithm) 
are attractive since they only rely on partial knowledge of the 
problem. On the other hand, convergence points are typically 
pure NE, which, in most cases, are inefficient. Often, points that 
Pareto-dominate the NE points can be shown to exist. A nontriv-
ial problem is how to reach one of them in a distributed manner. 
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Algorithm 2: The regret-matching-learning algorithm.

set t 0=
initialize ( )0kr  s.t. ( )0 1,k nn

N

1
k
r =

=
/  for all players k K!

(e.g., using a random initialization) 
repeat
for k 1=  to K do
for n 1=  to Nk do
update ( )r t 1,k n +  using (36) 

end for
for n 1=  to Nk do
update ( )t 1,k nr +  using (37) 

end for
choose ( )a t 1k +  according to the distribution ( )t 1kr +

end for
update t t 1= +

until | ( ) ( ) |a t a t 1k k # f- -  for all k K!

We will not address this challenging task in this tutorial, rather, 
we will provide one learning algorithm that allows players to 
reach a CCE. This may be more efficient than a pure or mixed 
NE, since the latter is a special instance of it.

RM-LEARNING ALGORITHM
The key auxiliary notion that is exploited for RM-learning algo-
rithms is the notion of regret [67], which is eventually exploited to 
assign a certain probability to a given action. The regret player k
associates with action a ,k n  is the difference between the average 
utility the player would have obtained by always playing the same 
action ,a ,k n  and the average utility actually achieved with the cur-
rent strategy. Mathematically, the regret at time t  for player k  is 
computed as

{ , , }, ( )

( , ( )) ( ( ), ( )) .

n N r t

t u a a t u a t a t

1 1

1
,

,

k k a

k
t

t

k n k k k k
1

,k n6 f! +

= -
=

- -l l l
l

/ (36)

RM relies on the assumptions that, at every iteration t , player k  is 
able to evaluate its own utility—i.e., to calculate ( ( ), ( ))u a t a tk k k- —
and to compute the utility it would have obtained if it had played 
another action akl  (i.e., ( , ( )) .u a a tk k k-l  In [67], the rule for updat-
ing the probability player k  assigns to action a ,k n  is as follows: 

( )
( )

( )
.t

r t
r t

1
1

1
,

,

,
k a

k an
N

k a

1

,

,

,
k n

k n
k

k n
r + =

+

+
+

=

+

l l

6
6

@
@/ (37)

If, at time ,t 1+  player k  has a positive regret for every action, 
it implies that it would have obtained a higher utility by playing 
the same action during the whole game up to iteration ,t 1+
instead of playing according to the distribution ( )tkr =

( , , ) ., ,k a k a, ,k k N1 kfr r  The pseudocode for the RM algorithm is 
sketched in Algorithm 2. The updating rule (37) has a very attrac-
tive property: it is with no regret [67]. The consequence of this 
property is expressed through the following result.

THEOREM 5 (CONVERGENCE OF THE RM ALGORITHM)
In any finite game, when updated as (37), the empirical frequen-
cies of the action profile always converge almost surely to the set 
of CCE.

Observe that in those games wherein CCE, CE, mixed NE, and 
pure NE coincide (e.g., in the simple CR’s dilemma introduced in 
Example 2), then a unique CCE exists, which is a pure NE. In this 
particular setting, RM does not provide any performance gain over 
the BRD. However, in most cases, the RM algorithm has the poten-
tial to perform better than distributed algorithms such as the BRD. 
This is what is illustrated in the following section. In the CR con-
text, an application example supporting this statement can be 
found in [68].

ILLUSTRATION AND COMPARISON ANALYSIS
Table 2 summarizes the different features of the three classes of 
distributed algorithms that have been discussed throughout this 
section. Here, we consider a special instance of game GBS  in 
which only two transmitters and two receivers are operating and 
two bands are assumed, and each transmitter has to select one sin-
gle band [69].

Figure 10 depicts the performance in terms of sum-utility 
(i.e., the transmission sum-rate) as a function of the SINR for 
both BRD and RM algorithms. As shown in Figure 10, the RM-
learning algorithm is more efficient in terms of sum-rate than 
the BRD algorithm. In fact, here, the performance of the CCE, 
which is obtained by implementing the RM-learning algorithm, 
is very close to the performance of the best pure NE of the 

[TABLE 2] MAIN FEATURES FOR THE BRD, RL, AND RM ALGORITHMS.

BRD RL RM
ACTION SETS CONTINUOUS OR DISCRETE DISCRETE DISCRETE
CONVERGENCE SUFFICIENT CONDITIONS SUFFICIENT CONDITIONS ALWAYS GUARANTEED 
CONVERGENCE POINTS PURE NE OR BOUNDARY POINTS PURE NE OR BOUNDARY POINTS CCE
CONVERGENCE SPEED FAST SLOW MEDIUM
EFFICIENCY OF CONVERGENCE POINTS TYPICALLY LOW TYPICALLY LOW TYPICALLY MEDIUM 
OBSERVATION TYPICALLY REQUIRED ACTIONS OF THE OTHERS VALUE OF THE UTILITY FUNCTION ACTIONS OF THE OTHERS 
KNOWLEDGE TYPICALLY REQUIRED UTILITY FUNCTIONS AND

ACTION SETS 
ACTION SETS UTILITY FUNCTIONS AND ACTION SETS 
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game. On the other hand, the BRD is observed to converge to a 
pure NE, which does not coincide with the best NE. Although 
this is not what is observed generically, there may exist some 
initial points for which the BRD performs better than the RM 
algorithm. This raises a problem, i.e., to characterize the rela-
tion between the initial and convergence points, which is a chal-
lenging and open issue. Note that if the RL algorithm is 
considered, the same issue would appear. The performance of 
the RL algorithm for the special case of interest would also 
strongly depend on the initial point. The main drawback of 
using the RL algorithm would be the number of iterations 
needed for convergence (when the algorithm effectively con-
verges), as shown in Figure 11.

CONSENSUS ALGORITHMS
One last type of algorithm described in this section is the consensus 
algorithm. These algorithms rely on a strong coordination among 
the players. This is achieved at the price of a quite strong observation 
assumption: the corresponding updating rule requires explicit 
knowledge of the actions chosen by the other agents or players. As a 
result of this assumption, an efficient solution can be attained at con-
vergence. For instance, assume that the players’ actions are real 
numbers, , ,k a RK k6 ! !  and assume that the network should be 
designed to operate at a given point ( , , )a a a RK

K
1 f != * **  referred 

to as consensus. This point must be attained by each player through 
a certain iterative and distributed procedure involving exchanges 
among the agents; of course reaching a point that is globally efficient 
may not be possible. A simple instance of a consensus algorithm (see, 
e.g., [70]) is as follows:

( ) ( ) ( ) ( ) ,a t a t a t a t1 ,k k k j
j

j k
Ak

b+ = + -
!

^ h/ (38)

where t  is the iteration index, Ak  represents the neighbors of 
agent ,k  and ,k jb  is some weight that player k  places on the 
action or state of player .j  Simple sufficient conditions can be 
stated under which such an algorithm converges [70]. Indeed, the 
convergence analysis amounts to studying the dynamical system 

( ) ( ),a t a t1 C+ =  where the matrix C  follows from (38). The con-
vergence properties of consensus algorithms have been studied 
under several interaction models (delays in information exchange, 
connectivity issues, varying topologies, and noisy measurements) 
and can be usually ensured by construction of the algorithm itself. 
However, this requires a well-determined topology for the network 
and also a relatively large amount of information to be exchanged, 
especially in comparison with the other learning algorithms 
already described. Surprisingly, there has been relatively little 
research that explicitly links consensus problems or, more gener-
ally cooperative control problems, to the very relevant branches of 
learning in game literature or multiagent system literature that 
address coordination problems. Most of the attempts in this con-
text aim at establishing a connection between coordination prob-
lems and potential games [51], [71]. A simple application of 
consensus is given next. 

EXAMPLE 6 (DETECTION WITH SENSOR NETWORKS)
Consider a wireless sensor network in which each sensor can only 
communicate with the sensors within its transmitted signal range. 
Each sensor has to decide whether a tectonic plate is active (e.g., to 
detect earthquakes). The action to be taken by each sensor is 
assumed to be binary active or not active. To decide whether a plate is 
active or not by using all the measurements and associated decisions, 
a consensus algorithm such as (38) can be implemented [70].

COALITION-FORM GAMES
As already discussed, strategic-form games mainly focus on the 
strategic choices of individual players and on what strategies 
each player would choose to reach its goal. More importantly, 
strategic-form representations often deal with noncooperative 
cases in which players are assumed to act selfishly, individually, 
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[FIG10] RM always has the potential to perform better than BRD
since a pure NE is a special case of a CCE. The figure shows that this 
is effectively the case for the sum-rate of the considered distributed 
power-allocation problem under the given simulation setup [64].

10 20 30 40 50 60 70 80 90 100
2

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

A
ve

ra
ge

 S
ys

te
m

S
pe

ct
ra

l E
ffi

ci
en

cy
 (

B
its

/S
ec

on
d/

H
z)

Number of Iterations

BRD
RL
RM
Best NE

[FIG11] The average system spectral efficiency as a function of 
the number of iterations at a fixed SINR of10 dB [64].
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and without any side payment, cooperation, or exchange of 
communication. In contrast, many SP applications require 
some sort of cooperation among the players. For example, it is 
increasingly common to form virtual arrays of antennas, sen-
sors, or telescopes to improve estimation or detection accuracy; 
this type of operations requires 
communication and partial-to-full 
cooperation between the players. 
Cooperative networking, in which 
devices can, e.g., cooperatively 
route their packets at the network 
layer, is also a typical application 
where cooperation is needed. In 
such cases, given the cooperative 
nature of the system, players may 
form groups among one another, 
in an effort to improve their state 
and position in the game. Thus, we 
now deal with groups of players or coalitions that act in a 
coordinated manner. Inside each such coalition, the players 
may still be choosing strategies, similar to a strategic-form 
game, but, overall, the goal here is to analyze the formation of 
the coalitions given the possibility of communication between 
the players.

Coalition-form games provide an appropriate representation 
for situations in which groups or coalitions (subsets) of players 
can work together in a game. In such games, we are typically 
concerned about the options available to coalitions, the possible 
coalitions that will form, and how the utility received by the 
coalition as a whole can be divided among its members in a way 
to sustain cooperation. This amounts to assuming the existence 
of a mechanism which imposes a particular action or, more in 
general, series of actions on each player. This mechanism can, 
e.g., result from a binding agreement among the players or from 
a rule imposed by a designer.

The coalition form is suitable to model a number of problems. 
On the one hand, it is the only game-theoretic tool available to 
predict and characterize how groups of players can weight and 
evaluate the mutual benefits and cost from cooperation and then 
decide on whether to work together and form binding agree-
ments. On the other hand, when the coalition form is found to be 
suitable to model the problem at hand, one of its strengths is that 
it may lead to a solution that is more efficient than in the case in 
which no coordination occurs. Moreover, the coalition form pro-
vides a suite of tools that allow us to evaluate fairness, stability, 
and efficiency when players in a game are able to coordinate and 
communicate with each other prior to making decisions. 

COALITION-FORM GAMES AND BARGAINING THEORY
One important distinction to make is that between NBS (more gen-
erally, the bargaining theory) and coalition-form games. In the game-
theoretic literature [23], both Nash bargaining and coalition-form 
games are often grouped under the umbrella of cooperative games. 
This classification mainly stems from the fact that, in both cases, the 
players may coordinate their strategies and are, in general, 

cooperative. However, the NBS is restricted to the scenario in which 
two or more players want to share a resource, and they are, a priori, 
willing to cooperate in this resource sharing, provided that the 
“terms” of cooperation are fair. Then, the question becomes the fol-
lowing: given the players’ initial positions (which is generally the 

max–min or NE solution using their 
individual utility functions), which 
have to be feasible, how should they 
split the rest of the resource being 
shared? Subsequently, as detailed in 
the “Solution Concepts” section, the 
NBS follows an axiomatic approach. In 
this regard, the NBS provides a unique 
allocation that answers this question.

Although the original solution 
proposed by Nash was restricted to 
two players, the idea of Nash bar-
gaining has since been extended to 

the general multiplayer game. This extension has been particu-
larly popular in the SP community, where the analogies between 
Nash bargaining and the famous proportional fair resource alloca-
tion mechanisms have been drawn and exploited. Important 
examples include consensus algorithms, resource allocation, and 
optimal beamforming [4], [9], [39]. Nonetheless, even with this 
extension, the overall Nash bargaining problem remains the 
same—how to share a resource among all players to 1) satisfy the 
Nash bargaining axiom and 2) improve the players’ overall utility.

In contrast, coalition-form games address a different problem: 
how cooperative coalitions among different players can be formed 
given the mutual benefits and costs for cooperation. Therefore, 
coalition-form games are not restricted to a fair resource-sharing 
problem such as in the NBS. In contrast, they investigate a much 
more generic problem. Coalition-form games study how to stabi-
lize and maintain cooperative coalitions between groups of play-
ers, in any situation, not just resource allocation. In contrast, for 
a bargaining problem, it is assumed that 1) all players are willing 
to cooperate, 2) there is no cost for cooperation, and 3) the coop-
eration is reduced to share a resource.

Therefore, in terms of objectives, the two approaches are dif-
ferent. However, the NBS can be used as an axiomatic solution 
for distributing the utility inside a formed coalition, in a fair 
manner (in the Nash bargaining sense). However, even though 
the bargaining solution will satisfy the NBS fairness axioms, it 
will not necessarily stabilize the coalition, in the sense that 
some players may still want to leave this coalition and form 
other coalitions, if the NBS is used to distribute the utilities. 
Thus, to study large-scale cooperation and coalition-formation 
processes, one must use solution concepts and algorithms that 
are much more general than the NBS. This motivates the need 
for coalition-form games.

COALITION-FORM GAME MODELS
In this section, we use the notation C  to refer to a given subset of 
the set of players { , ..., } .K1K =  The notation 2K  is used to denote 
the power set associated with .K  For example, if { , },1 2K =  then 

THE COALITION FORM
PROVIDES A SUITE OF TOOLS

THAT ALLOW US TO EVALUATE
FAIRNESS, STABILITY, AND 

EFFICIENCY WHEN PLAYERS IN A
GAME ARE ABLE TO COORDINATE

AND COMMUNICATE WITH 
EACH OTHER PRIOR TO 

MAKING DECISIONS.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [112] JANUARY 2016

{ , { }, { }, { , }} .2 1 2 1 20K = Y  A coalition game is defined by the pair 
( ,, )vK  where ,v  is the value of a coalition that is a function or map-
ping that provides a characterization of the utility (or utilities) 
achieved by the players that belong to a certain coalition.

In essence, for classical models of coalition games, depending 
on the definition of ,v  we can distinguish between nontransfer-
able-utility (NTU) games and transferable utility (TU) games:

■ NTU games: coalition actions result in utilities to individ-
ual coalition members.
■ TU games: utilities are given to the coalition and then 
divided among its members.
In an NTU game, the formation of a coalition C K3  leads to 

changes of the individual utilities of the players within ;C  however, 
there is no single value that can be used to describe the overall 
coalition utility. In contrast, in a TU setting, a single-valued func-
tion can be used to determine the overall utility of a coalition. Sub-
sequently, the individual utilities can be viewed as a sharing of this 
single-valued gain.

NTU and TU games can be further categorized into characteris-
tic-function (CF) games or partition-function (PF) games:

■ PF games: the utility of a coalition C K3  depends on the 
actions chosen by the other coalitions in \ .K C
■ CF games: the utility of a coalition C  only depends on the 
action chosen by the members of .C
Both CF and PF games admit many applications in SP. The lat-

ter is particularly useful for cases in which externalities, such as 
interference or delay in communication networks, are present and 
depend on the coalition actions of the players. For simplicity, our 
focus will be on CF games. This classification of coalition-form 
games is shown in Figure 12, emphasizing the fact the TU and CF 
game are special classes of NTU and PF games, respectively.

NTU GAMES
The formal definition of a coalition-form NTU game with CF often 
follows the form introduced by Aumann and Peleg in [72], which 
states the following.

DEFINITION 13 (NTU COALITIONAL GAMES
WITH CHARACTERISTIC FUNCTION)
An NTU game with CF is given by a pair ( , ):vK { , ..., }K1K =   
is called the set of players, and v  is the CF The latter is a set-
valued function

:
( )

v
v

2 R
C C

KK "

7 (39)

such that, for every coalition ,C K3 ( )v C is a closed convex 
subset of RK  that contains the utility vectors that players in C
can achieve.

In other words, in an NTU game, the value is a set of payoff vec-
tors that can be achieved by the players in the game. A coalition 
game is therefore said to be NTU if the value or utility of a coalition 
cannot be arbitrarily apportioned among the coalition’s members. 
For an NTU model, the players do not value a given coalition in the 
same way. Instead, for every coalition, one or more vectors of indi-
vidual payoffs will be achieved. For example, when investigating a 
bargaining situation in which players cannot share their utilities, 
we can view the NBS vector as an example of an NTU allocation. In 
SP problems, casting a problem as an NTU coalition game strongly 
depends on the metrics being optimized. Some metrics such as 
energy are individual and thus NTU by design, while others (such 
as the sum-rate) are not necessarily NTU.

TU GAMES
A special case of NTU games is given by TU games. In TU games, 

( )v C  is a real value that represents the total utility obtained by 
the coalition .C  This is what the following model translates.

DEFINITION 14 (TU COALITIONAL GAMES WITH CF)
A TU game with CF is given by a pair ( , ):vK { , ..., }K1K =  is 
called the set of players, and v  is the CF. The latter is given by

:
( ) .

v
v

2 R
C C

K "

7 (40)

The TU property means that this worth can be divided in any 
manner among the coalition members. The values in TU games 
are thought of as monetary values that the members in a coali-
tion can distribute among themselves using an appropriate rule 
(one such rule being an equal distribution of the utility). In SP 
problems, one typical example in which the TU property is appli-
cable is the case in which groups of devices aim to optimize a 
certain sum-rate. Given that a sum-rate can virtually be divided 
among the devices via a proper choice of transmit signal (or, 
more specifically, a power allocation), we can view the sum-rate 
as a TU metric.

Remark 3
In practice, we can convert an NTU game to a TU game for the 
purpose of analysis. One way to do so is to define the TU value 
function as being the sum of the individual payoffs of the players. 
Even though the actual division of this sum cannot be done in this 
case in an arbitrary manner, we can still use the TU model to 
understand how the system would behave under cooperation. In 
this case, we can consider this single-valued TU utility as being a 
total revenue achieved by the entire utility, with the individual 
divisions being the virtual monetary gain that is provided to each 
player, if those players are to act within a coalition.

Not Addressed in This Article

Distribution of Utility:
Can the value of any
coalition be divided arbitrarily
among its members?

Coalition Value Type:
Does the value function of a
coalition depend on only
its own members?

TU: Yes

CF: Yes

NTU: No

PF: No

[FIG12] Classification of coalition-form games.
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CANONICAL GAME
For any type of coalition-form game, the primary goal is to develop 
strategic algorithms and mechanisms that allow to characterize 
and predict which coalitions will form, when, and how. Given this 
goal, we often refer to coalition games as coalition-formation 
games. However, one special case occurs when the value of a coali-
tion is nondecreasing with respect to the size of the coalition. Here, 
cooperation is always beneficial and the costs of cooperation are 
negligible. In this specific case, the game is said to be superadditive,
which is formally defined as follows for the TU case:

( ) ( ) ( ) .v v vC C CC1 2 1 2, $ + (41)

In this setting, it is trivial to see that the grand coalition of all 
players will yield the maximum utility. However, this does not 
mean that this grand coalition will always form. In fact, unless the 
total gains are properly distributed to the grand coalition’s mem-
bers, some of those members may deviate and form their own 
coalitions. In such scenarios, the coalition-formation game is sim-
ply reduced to the so-called canonical game model, in which the 
goal is no longer to form coalitions, but rather to study ways in 
which the grand coalition of all players can be sustained. This will 
lead to many solutions that look at fairness and stability, as 
detailed in the next section.

Remark 4
This basic definition of the various coalition-form game types can 
be used as a basis to develop more advanced model. For example, if 
a player may belong simultaneously to multiple coalitions, we can 
define the framework overlapping coalition-formation (OCF) 
games. In SP, this could be used to model applications such as 
sharing of sensor data between multiple cooperating groups. In 
OCF scenarios, one must redefine the way a coalition-form game 
is presented. One approach is to represent a coalition by a K1 #
vector r  whose element ri  represents the amount of resources 
that player i  has shared with this coalition. For such OCF scenar-
ios, notions of stability or fairness must now be extended to the 
new representation and definition of a coalition.

Given this overview on how to represent a coalition-form game, 
our next step is to discuss the solution concepts and main results.

SOLUTION CONCEPTS
For coalition-form games, we can distinguish two features for the 
solution: stability and fairness. On the one hand, the solution of 
coalition-formation game must ensure that the formed coalitions 
are not susceptible to deviations by individual members or even 
subgroups of members. On the other hand, given that coalition for-
mation entails a division of utility, a suitable coalition-form solu-
tion must ensure fairness when dividing or allocating the various 
utilities. Balancing the two goals of fairness and stability is chal-
lenging and strongly dependent on factors such as the structure of 
the value function, the goals of the players, and the application 
being studied.

The solution of a coalition-form game can further be classi-
fied into two additional types: set-valued solutions and 

single-valued solutions. Set-valued solutions refer to solutions 
that can guarantee stability or fairness via more than one coop-
erative strategy. How to choose the most appropriate point 
within a set-valued solution becomes an important problem. 
This is reminiscent of the multiplicity of NE in strategic-form 
games. In contrast, single-valued solutions provide a unique 
strategy which achieves a given fairness or stability criteria. 
Practically, although both set-valued and single-valued solutions 
can be used for both fairness and stability, most existing set-val-
ued solutions are focused on stability, while single-valued solu-
tions are tailored toward fairness.

While both solutions can apply to any type of coalition-form 
game, for ease of exposition, in this section, we restrict our attention 
to CF games that are superadditive and TU. By doing so, the overall 
solution can be viewed as a distribution of utilities that can maintain 
the stability and fairness within the grand coalition. Nonetheless, 
throughout our discussions, we will point out the key aspects 
needed to extend the solutions to the more general coalition-forma-
tion cases. Moreover, in the “Algorithms for Coalition-Form Games” 
section, we will discuss algorithmic implementations that can pro-
vide more insights on solving coalition-formation games.

THE CORE
The most popular set-valued solution of a coalition-form game is 
the core [73]. The core is the set of payoff allocations which guar-
antees that no group of players has an incentive to leave the grand 
coalition K  to form any other coalition .C K1  For a TU game, 
we let x  be the K1 #  vector of individual user utilities. Here, we 
must have group rationality, i.e., ( ) .x v Kii K

=
!
/  In other 

words, the total allocation must sum to the entire value of the 
grand coalition. In addition, we define a payoff vector x  to be indi-
vidually rational if every ({ }),x v i ii 6$ . This implies that an indi-
vidually rational payoff vector ensures that no player will obtain a 
lower payoff by joining the grand coalition. Consequently, the core 
of a coalition game is defined as the set S  of individually rational 
and group rational payoff vectors as follows:

: ( )  ( ) .x x v x vandS CK C Ki
i

i
iK C

6$ 3= =
! !

' 1/ / (42)

In simple terms, the core of a coalition game is the set of 
payoff allocations that ensure that no group of players would 
have an incentive to leave the grand coalition and form their 
own individual coalition. The core guarantees stability with 
respect to any deviation by any group of players. However, even 
though the core guarantees stability, and, for the superadditive 
case, we can easily see that the grand coalition is the most effi-
cient, the core in this game may not be fair to the players. 
Examples of unfair allocations that lie in the core abound both 
in the GT and SP literature [74], [75]. Moreover, drawing yet 
another analogy with the NE, there is no guarantee that a coali-
tion game will have a core solution. Indeed, the core, as a set-
valued solution, may be empty.

Nonetheless, the core is one of the most popular set-valued 
solution concepts in a coalition-form game, which has led to many 
extensions. For instance, when dealing with a nonsuperadditive 

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [114] JANUARY 2016

coalition-formation game with TU, we can redefine the core, based 
on the partition of K that maximizes the total utility, as follows:

: ( )  ( ) ,maxx x v x vandO C C C Ki
i

i
iK P C C

6$ 3= =
!

!
! !

r
r

' 1/ / /

(43)

where P is the set of all possible partitions of K and r is one such 
partition or coalition structure. Recall that the partition of the set 
K  is a collection of disjoint subsets whose union would span the 
entire set .K  Thus, the partition constitutes the coalitions that 
are expected to form in the system. Essentially, the difference 
between (42) and (43) is that, in (42), the first core condition 
assumes that the sum of the individual payoffs is equal to the 
value of the grand coalition, which is guaranteed to form due to 
superadditivity. In contrast, in (43), because of the nonsuperaddi-
tive nature of the game, the grand coalition is not guaranteed to 
form. Consequently, the first condition of the core must now 
ensure that the sum of the individual payoffs must be equal to the 
sum of the values of all coalitions in the partition r  that maxi-
mizes the total system value. Thus, this coalition-formation core 
notion implies that, instead of investigating a stable grand coali-
tion, one would seek an allocation that will stabilize the partition 
rthat maximizes the total social welfare of the system. This is 
particularly useful when coalition formation entails a cost, and, 
thus, the game is nonsuperadditive.

THE f-CORE
One extension to the core is the f-core. This notion bears an anal-
ogy with the notion of approximate or f-equilibria in strategic-form 
games [64]. The basic idea is that the stability is not achieved exactly, 
but rather within an f-approximation neighborhood as follows:

: ( )  ( ) , .x x v x v 0andS CK C Ki
i

i
i

ı
K C

6$ 3 $ff= = -
! !

' 1/ /
(44)

Interestingly enough, the value of f  can be viewed as a quantifica-
tion of the “overhead” for deviating from the core. This overhead is 
incurred on the deviation of every possible coalition. This bears a 
very interesting analogy to SP—what is the overhead required by a 
group of devices to deviate from the stability concept, and will they 
be willing to incur this overhead? The above concept is also known 
as the weak f-core, which is used to then define the so-called 
strong f-core, where f  is divided between the members of a coali-
tion, i.e., f  is substituted by | | · .C f  In this case, the overhead f  is 
implicitly assumed to be equally divided between coalition mem-
bers. The advantage of the f-core is that it may be easier to estab-
lish its existence as well as to develop algorithms that can reach it. 
This simply mimics the advantages of any approximate solution 
concept in GT. In SP, there have been some recent works (e.g., [76]) 
that explored the f-core as a suitable concept for investigating 
problems related to beamforming where the overhead of deviating 
from a certain beamforming strategy might be high enough to 
reach an f-core, avoiding the need to reach the more stringent 
core definition.

THE SHAPLEY VALUE
The core and its variants constitute set-valued stability notions. 
In contrast, we can solve a coalition-form game using single-val-
ued fairness notions. Single-valued solution concepts mainly 
associate with every coalition game ( , )vK  a unique payoff vector 
known as the solution or value of the game (which is different 
from the value of a coalition). One example of this notion is the 
NBS. In fact, most single-valued notions follow an axiomatic 
approach: a set of preset properties that are imposed on the 
sought after payoff allocation to find a desirable solution. One 
popular such solution is the Shapley value [23]. For a TU coali-
tion-formation game, the Shapley value assigns to every player 
the payoff ,xi  given by

| | !
|

[ ( { }) ( )] .
| ! (| | | | ) !

x v i v
1

K
C

C C
K C

{ }\
i

iC K

,= -
- -

3

/ (45)

This allocation is interpreted as follows. In the event where the 
players join the grand coalition in an arbitrary order, the payoff 
allocated by the Shapley value to a player i K!  is the expected 
marginal contribution of player i  when it joins the grand coali-
tion. In other words, the contribution of a player is given by an 
expected value, assuming a random order of joining of the players 
to the grand coalition which, in a superadditive game, is known to 
be the most efficient solution. Shapley showed that this solution is 
unique and it satisfies the following four axioms:

1) Efficiency axiom: .( )x v Kii K
=

!
/

2) Symmetry axiom: if player i  and player j  are such that 
( { }) ( { })v i v jC C, ,=  for every coalition C  not containing 

player i  and player ,j  then .x xi j=

3) Dummy axiom: if player i  is such that ( ) ( { })v v iC C ,=

for every coalition C  not containing ,i  then .x 0i =

4) Additivity axiom: If u  and v  are CFs, then the Shapley 
value allotted to the game over ( )u v+  is the sum of the val-
ues allotted to u  and ,v  separately.
The Shapley value provides some form of fairness to allocate 

the payoffs of a grand coalition. Similarly to the core, the Shap-
ley value has led to many extended notions such as the envy-
free fairness [75], the Banzhaf index [23], and the Harsanyi 
index [23]. All of these notions follow the steps of the Shapley 
value in that they utilize certain axioms and attempt to find a 
coalition-form solution that satisfies these axioms. However, 
none of these solutions is guaranteed to be stable. For example, 
often, the Shapley value will not lie in the core, if that core 
exists. Therefore, one important challenge for coalition-form 
games is to balance fairness and stability by combining notions 
of core and Shapley value.

Remark 5
In summary, for solving coalition-form games, a great num-
ber of solution concepts exists. These are split into two cate-
gories: single-valued and set-valued. The focus is mainly on 
stability and fairness. The exact notion of stability or fairness 
depends largely on the type of the game and the scenario 
being considered.
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Next, we will discuss some principle results from coalition-
form games, and, then, we will delve more into algorithmic imple-
mentation and practical applications in the SP domain.

MAIN THEOREMS
Unlike strategic-form games, in which existence, efficiency, and 
uniqueness theorems are abundant, for coalition-form games, 
such results are sparse and often model dependent. However, 
when dealing with the core, we can discuss two seminal results 
that relate to the existence of the core and its fairness.

The first main result in this regard is given through the 
Bondareva–Shapley theorem [23]. This theorem is concerned 
with coalition-form games that are balanced.

DEFINITION 15 (BALANCED GAME)
A coalition TU game is said to be balanced if and only if we have

( ) ( ) ( ),v vC C K
C K

#n
3

/ (46)

for all nonnegative weight collections ( ( .))C C Kn n= 3

Here, n  is simply a group of weights in [ , ]0 1  that are assigned 
to each coalition C K3  such that ( ) , .i1C K

iC
6 !n =

e
/

The main idea behind a balanced game can be explained as fol-
lows. Assuming that every player i  has a unit of time that can be 
divided between all possible coalitions that i  can form. Every 
coalition C  is active for a time period ( )Cn  if all players in C  are 
active during that time. The payoff of this active coalition would 
then be ( ) ( ) .vC Cn  Here, ( ) , ,i1C K

iC
6 !n =

e
/  would then 

be a feasibility constraint on the players’ time allocation. Conse-
quently, a coalition-form game is balanced if there is no feasible 
allocation of time, which can yield an overall utility that exceeds 
the value ( )v K  of the grand coalition. Thus, for a TU balanced 
game, the following result holds.

THEOREM 6 (BONDAREVA–SHAPLEY [73])
The core of a game is nonempty if and only if the game is balanced.

Although the Bondareva–Shapley theorem is a popular result 
for showing the nonexistence of the core, its applicability in SP 
may be very limited, as the required balancedness is quite restric-
tive on the coalition value. In this respect, yet another interesting 
result is given for convex coalition-form games. A coalition game 
with TU is said to be convex if its value function satisfies

( .) ( ) ( ) ( ) ,v v v vC C C C C C C C K1 2 1 2 1 2 1 2, + 6# 3+ + (47)

By observing (47), we can view directly its similarity with 
supermodular games, introduced in the “Special Classes of Strate-
gic-Form Games” section. Now, supermodularity is defined with 
respect to subsets, rather than vectors in the Euclidean space. We 
note that the convexity conditions can also be written as follows:

( { }) ( ) ( { }) ( ),v i v v i vC C C C1 1 2 2, ,#- - (48)

whenever { } .\ iC C K1 23 3  This can be explained as follows. A 
game is convex if and only if the marginal contribution of each 
player to a coalition is nondecreasing with respect to set inclusion. 
For a convex game, we can state the following.

THEOREM 7 ([73])
For a convex coalition-form game, the core is nonempty and the 
Shapley value lies in the core.

This theorem provides a strong result that combines both sta-
bility and fairness. Indeed, for a convex game, the Shapley value is 
in the core and thus provides both stability and fairness. Although 
we stated the theorem here for TU games, it can also be extended to 
NTU games.

ALGORITHMS FOR COALITION-FORM GAMES
One key design challenge in coalition-form games is that of develop-
ing algorithms for characterizing and finding a suitable stable or fair 
solution. This is in general analogous with the algorithmic aspects of 
noncooperative games where learning is needed to reach a certain 
NE (see the “Learning Equilibria in Strategic-Form Games” section).  
In this respect, here, we discuss two algorithmic aspects: 1) finding a 
stable or a fair distribution for canonical games, and 2) characteriz-
ing stable partitions for coalition-formation games.

CANONICAL GAMES
For canonical games, the most important solution concept is the 
core and its variants. Despite being a strongly stable solution con-
cept, computing the core can be relatively complex. In particular, 
to compute the core directly from the definition, we must solve 
the following linear program:

( ), .x x vminimize s.t. C C Kx i
i

i
iK C

6$ 3
! !

/ / (49)

Solving (49) allows us to find all the solutions that lie in the core, 
as ensured by the constraint. Clearly, solving the linear program in 
(49) will require handling 2K  constraints, which will grow exponen-
tially as the number of players increase. While no generic rule exists 
for overcoming this complexity, we can exploit some properties of 
the game or application being sought. On one hand, we can use the-
orems such as the Bondareva–Shapley theorem or the convexity of 
the game to establishing the existence and nonemptiness of the core 
(see the “Main Theorems” section). On the other hand, for a given 
coalition-form game structure, we can evaluate the membership of 
known payoff division rules, such as the bargaining solution or a pro-
portional fair division, in the core. Here, checking whether a certain 
allocation belongs in the core essentially becomes simpler than 
deriving all the solutions that are in the core.

Regarding the Shapley value, we can also observe a similar com-
plexity limitation: computing the Shapley value via (45) calls for 
going again through all the possible coalitions. However, we note 
that, recently, some approximations for the Shapley value have been 
developed that allows us to compute it with reduced complexity. A 
popular approach in this context relies on the use of the multilinear 
extension method proposed by Owen [77] for a special class of games 
known as voting games. The basic idea is to observe that, in (45), the 
term inside the summation is the beta function, which can then be 
used to convert the Shapley value computation into a probability 
computation which is then approximated by exploiting some proper-
ties of voting games. Other approaches to approximate or to reduce 
the computational time of the Shapley value are surveyed in [78]. 
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COALITION-FORMATION GAMES
Deriving suitable solutions for coalition-formation games is more 
challenging than the canonical case as it requires to jointly com-
pute the payoff and the coalitional structure or network partition 
that will form. For example, computing coalitional structure that 
lies in the core, as per the definition in (43), can be highly com-
plex, as it requires to look over all partitions of a set—which grow 
exponentially. However, some approaches using Markov chains or 
other related ideas have been proposed in [79] and [80], which 
were proven to work well for reasonably large games.

However, in practical SP applications, we must trade the strength 
of the core stability for the complexity of finding this solution. One 
baseline approach for a generic coalition-formation algorithm would 
consist of two key steps: 1) define a rule with which a player may 
decide to join or leave a coalition and 2) for the TU case, adopt a 
proper payoff allocation rule (e.g., the Shapley value, proportional 
fair, etc.) that is to be applied at the level of any formed coalition.

Regarding the coalition-formation rule, a number of 
approaches have been proposed within the SP community (e.g., 
[12], [74], [76], and [81]). Among them, the most popular ones are 
the merge and split rules, defined as follows (the symbol 2  is a 
preference relation, discussed below):

■ Merge rule: A group of coalitions { , , }C C p1 f  would 
merge into a single coalition Ck

p
k1, =  if and only if 

{ , , } .C C Ck
p

k p1 1, 2 f=

■ Split rule: A coalition Ck
p

k1, =  will split into a smaller 
group of  coal i t ions { , , }C C p1 f  i f  and only  i f 
{ ., , }C C Cp k

p
k1 12,f =

Here, the preference relation 2  can be defined based on the 
application being studied. A popular preference relation is the so-
called Pareto order, whereby the merge or split rule would apply if 
at least one player improves its payoff via merge or split, without 
hurting the payoff of any other player. In other words, given the 
current payoff vector y  of all players involved in a merge or split 
rule, the merge or split occurs when the vector x  of the payoffs of 
all involved players is such that x y$  with at least one element xi

of x  such that .x yi i2  Essentially, this is reminiscent of the 

Pareto dominance rule used in noncooperative games (see the 
“Solution Concepts” section).

The advantages of using merge- and split-based algorithms 
include: 1) guaranteed convergence to a stable, merge- and split-
proof coalition structure after a finite number of iterations, 
2) convergence is ensured irrespective of the starting point of the 
network, and 3) the order of merge or split will not impact con-
vergence. Another major advantage of using merge- and-split 
based algorithms includes the fact that, irrespective of implemen-
tation, such algorithms will reach the so-called Dc-stable parti-
tion, when such a partition exists. The Dc-stable partition is a 
partition that: 1) is strongly stable in the sense that no group of 
coalitions can do better by breaking away from this partition and 
2) when using the Pareto order as a preference relation, is PO. 
Therefore, the merge and split can reach such an optimal and 
strongly stable partition if it exists. The existence of a Dc-stable 
partition is highly application dependent and the condition for 
existence will depend on the domain being studied.

A CASE STUDY: COALITION FORMATION 
FOR COLLABORATIVE TARGET DETECTION
One SP application in which the coalition-form can be applied is 
that of collaborative target detection (CTD). For example, in radar 
systems, a number of monitoring stations (MSs) can collaborate to 
detect a certain target of interest at a given location. Such stations 
can be located at different points in the network, and, thus, their 
view on the target will be different. Here, we assume that the tar-
get is a wireless device that is transmitting a certain signal that 
must be detected. One major challenge in this scenario is the hid-
den terminal problem—because of fading and path loss, some MSs 
may receive a weaker signal from the target, hindering their detec-
tion performance.

To avoid this problem, CTD can be used. The basic idea is that 
MSs can share their individual detection results and, then, make a 
collective decision on the absence or presence of a target at a given 
location. By collaborating, the MSs can exploit the diversity of their 
observations to improve detection decisions. However, although CTD 
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[FIG13] Distributed CTD as a coalition game.
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can improve the probability of detecting the target as the number of 
collaborating MSs increases, collaboration can lead to an increasing 
probability of false alarms—the probability that a target is detected 
while it is not there. The tradeoff between probability of detection 
and probability of false alarms, as a function of the number of collab-
orating MSs, motivates the development of a coalition-form games in 
which the MSs can dynamically decide on how to collaborate while 
improving probability of detection and maintaining a tolerable 
false-alarm level.

As shown in Figure 13, we consider a coalition game between 
a set K  of MSs that are seeking to cooperate to improve CTD per-
formance. Since cooperation here entails a cost (in terms of 
increased false alarms), the game, in general, cannot be superadd-
itive and, thus, it is classified as a coalition-formation game. In 
this game, each coalition C  of SUs will be optimizing the follow-
ing value function:

( ) ( , ),v Q C QC , ,d fC C Ca= - (50)

where Q ,d C  is the collaborative probability of detection and ( )C $ is 
a cost function of the collaborative false-alarm level Q ,f C  and the 
target false-alarm constraint .Ca  In this model, each coalition C
will have a coalition head that will collect the detection results and 
fuse them to make a collective coalition decision. The fusion rule 
used will affect the way in which Q ,d C  and Q ,f C  are computed. 
However, it will not affect the way the game is formulated. Here, 
we notice that (50) is a probabilistic utility and, thus, it cannot be 
transferred between the members of .C  As a result, the CTD coali-
tion-formation game is an NTU game with a special property: the 
payoff xi  of each member i  of C  is simply equal to ( ),v C  since 
this value is a collective result, i.e., we assume that all players in a 
coalition abide by the entire coalition decision. 

Given the utility and involved tradeoffs, a merge-and-split 
algorithm based on the Pareto order can be proposed, as shown 
in [81] to find and characterize stable partitions. In Figure 14, 
we show a snapshot of the network structure resulting from a 
merge-and-split collaborative spectrum sensing (CSS) algo-
rithm (dashed line) as well as from a centralized approach (solid 
line) for seven randomly deployed MSs. We notice that the parti-
tions resulting from both approaches are comparable, with 
neighboring MSs cooperating for improving spectrum sensing. 
However, this example allows us to highlight the difference 
between a distributed, coalition-formation game approach, in 

which each MS makes its own CTD decision, and a centralized 
optimization approach, in which the MSs have no say in the 
coalition-formation process. In particular, from Figure 14, we 
can see that, for the game solution, 4MS  is part of coalition 
{ , , , },1 2 4 6  while for the centralized approach, 4MS  is member 
of .{ , , }3 4 5  This difference stems from the fact that, in the dis-
tributed case, 4MS  acts selfishly while aiming at improving its 
own utility. In fact, by merging with { , },3 5 4MS  achieves a util-
ity of .0 9859 with a probability of detection of .0 9976 whereas 
by merging with { , , }1 2 6  its utility will be .0 9957 with a proba-
bility of detection of . .0 99901  Thus, in a coalition-based solu-
tion, 4MS  prefers to merge with { , , }1 2 6 rather than with { , }3 5
regardless of the socially optimal partition.

In summary, the use of a coalition-formation game for CTD 
can also yield significant gains in terms of the probability of detec-
tion, while maintaining a required false-alarm level and without 
the need for a centralized optimization solution. Building on these 
results, we can develop a broad range of applications that adopt 
the coalition-form games for SP problems. For example, the afore-
mentioned model for CSS is extended in [82] to the case in which 
an MS can belong simultaneously to multiple coalitions. In this 
regard, [82] shows that the merge-and-split algorithm can be 
extended to handle the cases of OCF games.

CONCLUSIONS
In this tutorial, we have provided a holistic view on the use of 
game-theoretic techniques in SP for networks. Particular 
emphasis has been given to games in strategic and coalitional 
forms. The key components of such games have been intro-
duced and discussed while providing an SP-oriented view on 
the various types of games. Some of the primary differences 
and properties of strategy-form and coalition-form games were 
summarized in Table 3. Then, we have developed the main 
solution concepts and discussed the various advantages and 
drawbacks within SP domains. More importantly, this tutorial 
provides an in-depth discussion on the connections between 
GT and algorithmic aspects of SP techniques. The applications 
discussed range from traditional communication problems to 
modern-day SP problems such as cognitive radio and wireless 
sensor networks. Overall, this tutorial is expected to provide a 
comprehensive, self-contained reference on the challenges and 
opportunities for adopting GT in SP as well as to locate specific 
references either in applications or theory.

[TABLE 3] THE STRATEGIC FORM VERSUS COALITION FORM.

STRATEGIC FORM COALITION FORM
COMPONENTS PLAYERS, ACTIONS, PER-PLAYER UTILITY PLAYERS, COALITION VALUE, PER-PLAYER UTILITY 
PRIMARY PLAYER STRATEGY CHOOSE A PARAMETER TO OPTIMIZE CHOOSE A COALITION MEMBERSHIP 
PRIMARY PLAYER OBJECTIVE OPTIMIZE INDIVIDUAL UTILITY OPTIMIZE INDIVIDUAL UTILITY (WHILE PART OF A COALITION) 
GAME OBJECTIVES FIND AN EQUILIBRIUM FIND STABLE COALITIONS AND FAIR ALLOCATIONS 
MAIN TYPES STATIC, DYNAMIC TU, NTU, CANONICAL, COALITION FORMATION, CF, PF 
COMMUNICATION NO COMMUNICATION BETWEEN PLAYERS PLAYERS CAN FORM AGREEMENTS AND COMMUNICATE 
MAIN SOLUTION CONCEPT NE—NO PLAYER CAN UNILATERALLY DEVIATE STABLE PARTITION—NO COALITION CAN DEVIATE 
BASELINE ALGORITHMS LEARNING BASED MERGE-AND-SPLIT BASED 
PRIMARY APPLICATION DISTRIBUTED OPTIMIZATION OPTIMIZED COOPERATION, RESOURCE DISTRIBUTION 

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [118] JANUARY 2016

ACKNOWLEDGMENTS
Luca Sanguinetti is funded by the People Program (Marie Curie 
Actions) Seventh Framework Program PIEF-GA-2012-330731 
Dense4Green and is also supported by the European Research Coun-
cil starting grant 305123 Advanced Mathematical Tools for Complex 
Network Engineering. Walid Saad is supported by the U.S. National 
Science Foundation under grants CNS-1460316, CNS-1460333, 
CNS-1513697, and AST-1506297.

AUTHORS
Giacomo Bacci (gbacci@mbigroup.it) is a product manager for 
satellite and terrestrial communications at MBI srl, Pisa, Italy. 
After receiving his Ph.D. degree in information engineering 
from the University of Pisa in 2008, he was a postdoctoral 
research fellow there in 2008–2014 as well as a visiting postdoc-
toral research associate at Princeton University, New Jersey, in 
2012–2014. He is the recipient of the Seventh Framework Pro-
gram Marie Curie International Outgoing Fellowship 2011, the 
IEEE Wireless Communications and Networking Conference 
2013 Best Paper Award, and the 2014 International Union of 
Radio Science Young Scientist Award.

Samson Lasaulce (samson.lasaulce@lss.supelec.fr) received 
his B.S. degree and agrégation degree in physics from École 
Normale Supérieure, Cachan, France, and his M.S. and Ph.D. 
degrees in signal processing from Telecom Paris, France. He has 
held positions with Motorola Labs (1999–2001) and Orange Labs 
(2002–2003). In 2004, he joined the French Centre National de la 
Recherche Scientifique and Supélec as a senior researcher. In 
2004, he was a professor with École Polytechnique. He is the 
recipient of several paper awards. He is a coauthor of Game 
Theory and Learning for Wireless Networks: Fundamentals and 
Applications (Academic Press, 2011).

Walid Saad (walids@vt.edu) received his Ph.D. degree from the 
University of Oslo, Norway, in 2010. Currently, he is an assistant 
professor in the Bradley Department of Electrical and Computer 
Engineering at Virginia Tech, Blacksburg. He is also International 
Scholar at the Department of Computer Engineering, Kyung Hee 
University, South Korea. His research interests include wireless 
networks, game theory, cybersecurity, and cyberphysical systems. 
He was the recipient of the U.S. National Science Foundation 
CAREER Award in 2013, the Air Force Office of Scientific Research 
summer faculty fellowship in 2014, and the Young Investigator 
Award from the Office of Naval Research in 2015. He was the 
recipient of several conference best paper awards as well as the 
2015 Fred W. Ellersick Prize.

Luca Sanguinetti (luca.sanguinetti@unipi.it) is an assistant pro-
fessor at the University of Pisa, Italy. In 2007–2008, he was a postdoc-
toral associate at Princeton University, New Jersey. From 2013 to 
2015, he was also with Centrale Supélec, France. His research topics 
are in the broad area of wireless communications and signal process-
ing. He is currently serving as an associate editor of IEEE 
Transactions on Wireless Communications. He is the recipient of the 
Seventh Framework Program Marie Curie Intra-European 
Fellowship 2013 and the IEEE Wireless Communications and 
Networking Conference 2013 and 2014 Best Paper Awards.

REFERENCES
[1] S. Kassam and H. Poor, “Robust signal processing for communication systems,” 
IEEE Commun. Mag., vol. 21, no. 1, pp. 20–28, Jan. 1983.

[2] A. Cohen and A. Lapidoth, “The Gaussian watermarking game,” IEEE Trans. 
Information Theory, vol. 48, no. 6, pp. 1639–1667, June 2002.

[3] C. Saraydar, N. B. Mandayam, and D. Goodman, “Efficient power control via 
pricing in wireless data networks,” IEEE Trans. Commun., vol. 50, no. 2, pp. 291–
303, Feb. 2002.

[4] E. Larsson and E. Jorswieck, “Competition versus cooperation on the MISO in-
terference channel,” IEEE J. Sel. Areas Commun., vol. 26, no. 7, pp. 1059–1069,
Sept. 2008.

[5] G. Scutari, D. Palomar, and S. Barbarossa, “The MIMO iterative waterfill-
ing algorithm,” IEEE Trans. Signal Processing, vol. 57, no. 5, pp. 1917–1935,
May 2009.

[6] Y. Wu and K. Liu, “An information secrecy game in cognitive radio networks,” 
IEEE Trans. Information Forensics Security, vol. 6, no. 3, pp. 831–842, Sept. 2011.

[7] B. Wang, K. Liu, and T. Clancy, “Evolutionary cooperative spectrum sensing game: 
how to collaborate?” IEEE Trans. Commun., vol. 58, no. 3, pp. 890–900, Mar. 2010.

[8] F. Wang, M. Krunz, and S. Cui, “Price-based spectrum management in cogni-
tive radio networks,” IEEE J. Sel. Topics Signal Process., vol. 2, no. 1, pp. 74–87,
Feb. 2008.

[9] H. Park and M. van der Schaar, “Bargaining strategies for networked multi-
media resource management,” IEEE Trans. Signal Processing, vol. 55, no. 7, pp. 
3496–3511, July 2007.

[10] A. Chakraborty and J. Duncan, “Game-theoretic integration for image seg-
mentation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 21, no. 1, pp. 12–30,
Jan. 1999.

[11] B. Ibragimov, B. Likar, F. Pernus, and T. Vrtovec, “A game-theoretic frame-
work for landmark-based image segmentation,” IEEE Trans. Med. Imaging, vol. 
31, no. 9, pp. 1761–1776, Sept. 2012.

[12] H. He, A. Subramanian, X. Shen, and P. Varshney, “A coalitional game for dis-
tributed estimation in wireless sensor networks,” in Proc. IEEE Int. Conf. Acous-
tics, Speech and Signal Processing (ICASSP), Vancouver, Canada, May 2013, 
pp. 4574–4578.

[13] C. Jiang, Y. Chen, and K. Liu, “Distributed adaptive networks: A graphical 
evolutionary game-theoretic view,” IEEE Trans. Signal Processing, vol. 61, no. 22,
pp. 5675–5688, Nov. 2013.

[14] K. Han and A. Nehorai, “Joint frequency-hopping waveform design for MIMO 
radar estimation using game theory,” in Proc. IEEE Radar Conf., Ottawa, Canada,
Apr. 2013, pp. 1–4.

[15] A. Mukherjee and A. Swindlehurst, “Jamming games in the MIMO wiretap 
channel with an active eavesdropper,” IEEE Trans. Signal Processing, vol. 61, no. 
1, pp. 82–91, Jan. 2013.

[16] X. Song, P. Willett, S. Zhou, and P. Luh, “The MIMO radar and jammer games,” 
IEEE Trans. Signal Processing, vol. 60, no. 2, pp. 687–699, Feb. 2012.

[17] A. Moragrega, P. Closas, and C. Ibars, “Supermodular game for power con-
trol in TOA-based positioning,” IEEE Trans. Signal Processing, vol. 61, no. 12, pp. 
3246–3259, Dec. 2013.

[18] K. S. Narendra and M. A. L. Thathachar, Learning Automata: An Introduc-
tion. Harlow, UK: Prentice Hall, 1989.

[19] G. Scutari, D. Palomar, F. Facchinei, and J.-S. Pang, “Convex optimization, 
game theory, and variational inequality theory,” IEEE Signal Process. Mag., vol. 27,
no. 3, pp. 35–49, May 2010.

[20] J. C. Harsanyi and R. Selten, A General Theory of Equilibrium Selection in 
Games. Cambridge, MA: MIT Press, Mar. 2003.

[21] J. Y. Halpern, “A computer scientist looks at game theory,” Games Economic 
Behav., vol. 45, no. 1, pp. 114–131, Oct. 2003.

[22] S. Lasaulce and H. Tembine, Game Theory and Learning for Wireless 
Networks: Fundamentals and Applications. Waltham, MA: Academic Press,
2011.

[23] Z. Han, D. Niyato, W. Saad, T. Basar, and A. Hjørungnes, Game Theory in 
Wireless and Communication Networks: Theory, Models and Applications. Cam-
bridge, UK: Cambridge Univ. Press, 2011.

[24] E. Jorswieck, E. Larsson, M. Luise, and H. Poor, “Game theory in signal pro-
cessing and communications,” IEEE Signal Process. Mag., vol. 26, no. 5, pp. 17,
132, Sept. 2009.

[25] E. Altman, T. Boulogne, R. El-Azouzi, T. Jiménez, and L. Wynter, “A survey 
on networking games in telecommunications,” Comput. Oper. Res., vol. 33, no. 2,
pp. 286–311, Feb. 2006.

[26] N. Mandayam, S. Wicker, J. Walrand, T. Basar, J. Huang, and D. Palomar,
“Game theory in communication systems,” IEEE J. Sel. Areas Commun., vol. 26,
no. 7, pp. 1042–1046, Sept. 2008.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

______________

________

___________________

____________

mailto:gbacci@mbigroup.it
mailto:samson.lasaulce@lss.supelec.fr
mailto:walids@vt.edu
mailto:luca.sanguinetti@unipi.it
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [119] JANUARY 2016

[27] G. Bacci, L. Sanguinetti, and M. Luise, “Understanding game theory via wireless 
power control,” IEEE Signal Process. Mag., vol. 32, no. 4, pp. 132–137, July 2015.

[28] E. Björnson, E. Jorswieck, M. Debbah, and B. Ottersten, “Multiobjective sig-
nal processing optimization: The way to balance conflicting metrics in 5G systems,” 
IEEE Signal Process. Mag., vol. 31, no. 6, pp. 14–23, Nov. 2014.

[29] J. F. Nash, “Non-cooperative games,” Ann. Math., vol. 54, no. 2, pp. 286–295, 1951.

[30] R. J. Aumann, “Acceptable points in general cooperative n-person games,” in 
Contributions to the Theory of Games, ser. Annals of Mathematics Studies 40, R. 
D. Luce and A. W. Tucker, Eds. Princeton, NJ: Princeton Univ. Press, 1959, vol. 
IV, pp. 287–324.

[31] D. Fudenberg and J. Tirole, Game Theory. Cambridge, MA: MIT Press, 1991.

[32] M. J. Osborne and A. Rubinstein, A Course in Game Theory. Cambridge, MA:
MIT Press, 1994.

[33] R. Mazumdar, L. Mason, and C. Douligeris, “Fairness in network optimal flow 
control: Optimality of product forms,” IEEE Trans. Commun., vol. 39, no. 5, pp. 
775–782, May 1991.

[34] C. Touati, E. Altman, and J. Galtier, “Generalized Nash bargaining solu-
tion for bandwidth allocation,” Comput. Netw., vol. 50, no. 17, pp. 3242–3263,
Dec. 2006.

[35] C. H. Papadimitriou, “Algorithms, games, and the Internet,” in Proc. 
ACM Annual Symp. Theory of Computing, Heraklion, Greece, July 2001, 
pp. 749–753.

[36] J. R. Correa, A. S. Schulz, and N. E. Stier-Moses, “Selfish routing in capaci-
tated networks,” Math. Operations Res., vol. 29, no. 4, pp. 961–976, Nov. 2004.

[37] R. B. Myerson, “Mechanism design,” in The New Palgrave Dictionary 
of Economics, 2nd ed., S. N. Durlauf and L. E. Blume, Eds. London, U.K.: 
Palgrave Macmillan, 2008.

[38] J. F. Nash, “The bargaining problem,” Econometrica, vol. 18, no. 2, pp. 155–
162, Apr. 1950.

[39] H. Boche and M. Schubert, “Nash bargaining and proportional fairness for 
wireless systems,” IEEE/ACM Trans. Networking, vol. 17, no. 5, pp. 1453–1466, Oct.
2009.

[40] Z. Liu, Z. Wu, P. Liu, H. Liu, and Y. Wang, “Layer bargaining: multicast layered 
video over wireless networks,” IEEE J. Sel. Areas Commun., vol. 28, no. 3, pp. 
445–455, Apr. 2010.

[41] O. Compte and P. Jehiel, “The coalitional Nash bargaining solution,” Econo-
metrica, vol. 78, no. 5, pp. 1593–1623, Sept. 2010.

[42] E. Larsson and E. Jorswieck, “Competition versus cooperation on the MISO interfer-
ence channel,” IEEE J. Sel. Areas Commun., vol. 26, no. 7, pp. 1059–1069, Sept. 2008.

[43] S. Gogineni and A. Nehorai, “Game-theoretic design for polarimetric MIMO 
radar target detection,” Signal Process., vol. 92, no. 5, pp. 1281–1289, May 2012.

[44] T. M. Cover and J. A. Thomas, Elements of Information Theory, 2nd ed. 
Hoboken, NJ: Wiley, 2006.

[45] E. V. Belmega, S. Lasaulce, and M. Debbah, “Power allocation games for 
MIMO multiple access channels with coordination,” IEEE Trans. Wireless Com-
mun., vol. 8, no. 6, pp. 3182–3192, June 2009.

[46] D. M. Topkis, Supermodularity and Complementarity. Princeton, NJ: Princ-
eton Univ. Press, 1998.

[47] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, UK: Cam-
bridge Univ. Press, 2002.

[48] P. Mertikopoulos, E. V. Belmega, A. Moustakas, and S. Lasaulce, “Distributed 
learning policies for power allocation in multiple access channels,” IEEE J. Sel. 
Areas Commun., vol. 30, no. 1, pp. 96–106, Jan. 2012.

[49] M. Piezzo, A. Aubry, S. Buzzi, A. D. Maio, and A. Farina, “Non-cooperative 
code design in radar networks: A game-theoretic approach,” EURASIP J. Adv. Sig-
nal Process., vol. 2013, p. 63, 2013.

[50] Y. Yang, F. D. Rubio, G. Scutari, and D. P. Palomar, “Multi-portfolio optimiza-
tion: A potential game approach,” IEEE Trans. Signal Processing, vol. 61, no. 22,
pp. 5590–5602, Nov. 2013.

[51] J. Marden, G. Arslan, and J. Shamma, “Cooperative control and potential 
games,” IEEE Trans. Syst., Man, Cybernetics, Part B, vol. 39, no. 6, pp. 1393–
1407, Dec. 2009.

[52] J. C. Harsanyi, “Games with incomplete information played by Bayesian play-
ers,” Manage. Sci., vol. 14, pp. 320–334.

[53] G. Bacci and M. Luise, “A game-theoretic perspective on code synchroniza-
tion for CDMA wireless systems,” IEEE J. Sel. Areas Commun., vol. 30, no. 1,
pp. 107–118, Jan. 2012.

[54] V. Krishnamurthy and H. Poor, “Social learning and Bayesian games in mul-
tiagent signal processing: How do local and global decision makers interact?” IEEE 
Signal Process. Mag., vol. 30, no. 3, pp. 43–57, May 2013.

[55] D. G. Harper, “Competitive foraging in mallards: ‘Ideal free’ ducks,” Anim. 
Behav., vol. 30, no. 2, pp. 575–584, May 1982.

[56] G. H. Golub and C. F. Van Loan, Matrix Computations, 3rd ed. Baltimore,
MD: Johns Hopkins Univ. Press, 1996.

[57] S. Lloyd, “Least squares quantization in PCM,” IEEE Trans. Inf. Theory, vol. 
28, no. 2, pp. 129–137, Mar. 1982.

[58] B. Larrousse, O. Beaude, and S. Lasaulce, “Crawford-sobel meet Lloyd–Max 
on the grid,” in Proc. IEEE Int. Conf. Acoustics, Speech and Signal Processing 
(ICASSP), Florence, Italy, May 2014, pp. 6127–6131.

[59] D. Niyato and E. Hossain, “Competitive spectrum sharing in cognitive radio 
networks: A dynamic game approach,” IEEE Trans. Wireless Commun., vol. 7,
no. 7, pp. 2651–2660, July 2008.

[60] R. D. Yates, “A framework for uplink power control in cellular radio systems,” 
IEEE J. Select. Areas Commun., vol. 13, no. 9, pp. 1341–1347, Sept. 1995.

[61] L. Gan, U. Topcu, and S. H. Low, “Optimal decentralized protocol for electric 
vehicle charging,” IEEE Trans. Power Syst., vol. 28, no. 2, pp. 940–951, May 2013.

[62] G. Scutari, D. Palomar, and S. Barbarossa, “Optimal linear precoding strategies 
for wideband noncooperative systems based on game theory part I: Nash equilibria,” 
IEEE Trans. Signal Processing, vol. 56, no. 3, pp. 1230–1249, Mar. 2008.

[63] W. Yu, G. Ginis, and J. Cioffi, “Distributed multiuser power control for digital sub-
scriber lines,” IEEE J. Sel. Areas Commun., vol. 20, no. 5, pp. 1105–1115, June 2002.

[64] L. Rose, S. Lasaulce, S. Perlaza, and M. Debbah, “Learning equilibria with 
partial information in decentralized wireless networks,” IEEE Commun. Mag., vol. 
49, no. 8, pp. 136–142, Aug. 2011.

[65] G. W. Brown, “Iterative solutions of games by fictitious play,” in Activity Anal-
ysis of Production and Allocation, T. C. Koopmans, Ed. New York: Wiley, 1951,
pp. 374–376.

[66] R. R. Bush and F. Mosteller, Stochastic Models of Learning, 1st ed. New York:
Wiley, 1955.

[67] S. Hart and A. Mas-Colell, “A simple adaptive procedure leading to correlated 
equilibrium,” Econometrica, vol. 68, no. 5, pp. 1127–1150, Sept. 2000.

[68] M. Bennis, S. M. Perlaza, and M. Debbah, “Learning coarse correlated equi-
librium in two-tier wireless networks,” in Proc. IEEE Int. Conf. Communications 
(ICC), Ottawa, Canada, June 2012, pp. 1592–1596.

[69] L. Rose, S. Perlaza, and M. Debbah, “On the Nash equilibria in decentralized 
parallel interference channels,” in Proc. IEEE Int. Conf. Commun. (ICC), Kyoto,
Japan, June 2011, pp. 1–6.

[70] R. Olfati-Saber, J. Fax, and R. Murray, “Consensus and cooperation in net-
worked multi-agent systems,” Proc. IEEE, vol. 95, no. 1, pp. 215–233, Jan. 2007.

[71] E. Semsar-Kazerooni and K. Khorasani, “Multi-agent team cooperation: A 
game theory approach,” Automatica, vol. 45, no. 10, pp. 2205–2213, Oct. 2009.

[72] R. J. Aumann and B. Peleg, “Von Neumann-Morgenstern solutions to coop-
erative games without side payments,” Bull. Amer. Math. Soc., vol. 66, no. 3, pp. 
173–179, 1960.

[73] G. Owen, Game Theory, 3rd ed. London, UK: Academic Press, 1995.

[74] S. Mathur, L. Sankaranarayanan, and N. Mandayam, “Coalitions in cooperative wire-
less networks,” IEEE J. Sel. Areas Commun., vol. 26, no. 7, pp. 1104–1115, Sept. 2008.

[75] R. La and V. Anantharam, “A game-theoretic look at the Gaussian multiaccess 
channel,” in Proc. DIMACS Workshop on Network Information Theory, Piscat-
away, NJ, Mar. 2003.

[76] R. Mochaourab and E. Jorswieck, “Coalitional games in MISO interference 
channels: Epsilon-core and coalition structure stable set,” IEEE Trans. Signal Pro-
cessing, vol. 62, no. 24, pp. 6507–6520, Dec. 2014.

[77] G. Owen, “Multilinear extensions of games,” Manage. Sci., vol. 18, no. 5, pp. 
64–79, Jan. 1972.

[78] S. S. Fatima, M. Woodridge, and N. R. Jennings, “A linear approximation 
method for the Shapley value,” Artificial Intell., vol. 172, no. 14, pp. 1673–1699,
Sept. 2008.

[79] T. Arnold and U. Schwalbe, “Dynamic coalition formation and the core,” J. 
Economic Behav. Organization, vol. 49, no. 3, pp. 363–380, Nov. 2002.

[80] D. Niyato, P. Wang, W. Saad, and A. Hjørungnes, “Controlled coalitional 
games for cooperative mobile social networks,” IEEE Trans. Veh. Technol., vol. 60,
no. 4, pp. 1812–1824, May 2011.

[81] W. Saad, Z. Han, T. Basar, M. Debbah, and A. Hjørungnes, “Coalition forma-
tion games for collaborative spectrum sensing,” IEEE Trans. Veh. Technol., vol. 60,
no. 1, pp. 276–297, Jan. 2011.

[82] T. Wang, L. Song, Z. Han, and W. Saad, “Distributed cooperative sensing in 
cognitive radio networks: An overlapping coalition formation approach,” IEEE 
Trans. Commun., vol. 62, no. 9, pp. 3144–3160, Sept. 2014.

[SP]

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [120] JANUARY 2016

daptive filters are at the core of many signal processing applications, ranging 
from acoustic noise supression to echo cancelation [1], array beamforming 
[2], channel equalization [3], to more recent sensor network applications in 

surveillance, target localization, and tracking. A trending approach in this 
direction is to recur to in-network distributed processing in which individ-

ual nodes implement adaptation rules and diffuse their estimation to the network [4], [5]. 
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Ranging from the simple least mean squares (LMS) to sophisti-
cated state-space algorithms, significant research has been carried 
out over the last 50 years to develop effective adaptive algorithms, 
in an attempt to improve their general properties in terms of con-
vergence, tracking ability, steady-state misadjustment, robustness, 
or computational cost [6]. Many design procedures and theoretical 
models have been developed, and many novel adaptive structures 
are continually proposed with the objective of improving filter 
behavior with respect to well-known performance tradeoffs (such 
as convergence rate versus steady-state performance), or incorpo-
rating available a priori knowledge into the learning mechanisms 
of the filters (e.g., to enforce sparsity). 

When the a priori knowledge about the filtering scenario is 
limited or imprecise, selecting the most adequate filter struc-
ture and adjusting its parameters becomes a challenging task, 
and erroneous choices can lead to inadequate performance. To 
address this difficulty, one useful approach is to rely on combi-
nations of adaptive structures. Combinations of adaptive 
schemes have been studied in several works [7]–[21] and have 
been exploited in a variety of applications such as the character-
ization of signal modality [22], acoustic echo cancelation [23]–[26], 
adaptive line enhancement [27], array beamforming [28], [29], 
and active noise control [30], [31]. 

The combination of adaptive filters exploits to some extent the 
same divide and conquer principle that has also been successfully 
exploited by the machine-learning community (e.g., in bagging 
or boosting [32]). In particular, the problem of combining the 
outputs of several learning algorithms (mixture of experts) has 
been studied in the computational learning field under a different 
perspective: rather than studying the expected performance of the 
mixture, deterministic bounds are derived that apply to individual 
sequences and, therefore, reflect worst-case scenarios [33]–[35]. 
These bounds require assumptions different from the ones typi-
cally used in adaptive filtering, which is the emphasis of this over-
view article. We review the key ideas and principles behind these 
combination schemes, with emphasis on design rules. We also 
illustrate their performance with a variety of examples. 

PROBLEM FORMULATION AND NOTATION
We generally assume the availability of a reference signal and an 
input regressor vector, ( )d n  and ( ),u n  respectively, which satisfy 
a linear regression model of the form 

( ) ( ) ( ) ( ),u wd n n n v no= +< (1)

where ( )w no  represents the (possibly) time-varying optimal solu-
tion, and ( )v n  is a noise sequence, which is considered independ-
ent and identically distributed, and independent of ( ),u m  for all 

, .n m  In this article, we will mostly restrict ourselves to the case 
in which all involved variables are real, although the extension to 
the complex case is straightforward, and has been analyzed in 
other works [6]. To estimate the optimal solution at time ,n  adap-
tive filters typically implement a recursion of the form 

( ) ( ), ( ), ( ), ( ) ,w f w u sn n d n n n1+ = 6 @
where different adaptive schemes are characterized by their update 
functions [·],f  and ( )s n  represents any other state information 
that is needed for the update of the filter. 

We define the following error variables that are commonly 
used to characterize the performance of adaptive filters [6]: 

■ Weight error: ( ) ( ) ( )w w wn n no= -u

■ A priori filter error: ( ) ( ) ( )u we n n na = < u

■ Filter error: ( ) ( ) ( ) ( ) ( ) ( )u we n d n n n e n v na= - = +<

■ Mean square error (MSE): ( ) { ( )}n e nMSE E 2=

■ Excess MSE (EMSE): ( ) { ( )} ( )n e n nMSEE a
2g = = -

{ ( )}v nE 2

■ Mean square deviation: ( ) { ( ) } .wn nMSD E 2= u

During their operation, adaptive filters normally go from a conver-
gence phase, where the MSE decreases, to a steady-state regime in 
which the MSE tends toward some asymptotic value. Thus, for 
steady-state performance, we also define the steady-state MSE, 
EMSE, and MSD as their limiting values as n  increases. For 
instance, the steady-state EMSE is defined as 

( ) { ( )} .lim e nE
n a

23g =
"3

A BASIC COMBINATION OF TWO ADAPTIVE FILTERS
The most simple combination scheme incorporates two adaptive 
filters. Figure 1 illustrates the configuration, which shows that 
combination schemes have two concurrent adaptive layers: adapta-
tion of individual filters and adaptation of the combination layer. As 
illustrated in the figure, both adaptive filters have access to the 
same input and reference signals and produce their individual esti-
mates of the optimum weight vector, ( ) .w no  The goal of the com-
bination layer is to learn which filter component is performing 
better dynamically at any particular time, assigning them weights 
to optimize the overall performance. 

In this article, we focus on affine and convex combinations, 
where the overall filter output is given by 

( ) ( ) ( ) [ ( )] ( ),y n n y n n y n11 2m m= + - (2)

where ( ) ( ) ( ), , ,u wy n n n i 1 2i i= =<  are the outputs of the two 
adaptive filters characterized by weights ( ),w ni  and ( )nm  is a mix-
ing parameter. Similarly, the estimated weight vector, the error, 
and the a priori error of the combination scheme are given by 

( ) ( ) ( ) [ ( )] ( ),w w wn n n n n11 2m m= + - (3)
( ) ( ) ( ) [ ( )] ( ),e n n e n n e n11 2m m= + - (4)
( ) ( ) ( ) [ ( )] ( ),e n n e n n e n1, ,a a a1 2m m= + - (5)

where ( ) ( ) ( ), , ,e n d n y n i 1 2i i= - =  are the errors of the two 
adaptive filter components, and ( )e n,a i  their a priori errors. The 
combination parameter ( )nm  is constrained to lie in the interval  
[0, 1] for convex combinations, while it can take any real value for 
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affine combinations. There are also combinations where the sum 
of weights assigned to the component filters is not equal to one [10]. 
These unconstrained combinations will not be addressed in this 
article. To obtain an enhanced behavior from the combination, it 
is crucial to design mechanisms to learn the mixing parameter 

( )nm  and to adapt it to track drifts in the model. Different algo-
rithms for the adaptation of the combination have been proposed 
in the literature; some of them will be reviewed in the section 
“Estimating the Combination Parameter.” 

In (3), we are implicitly assuming component filters with the 
same length. When this is not the case, we can still use (3) by 
extending the shortest filter and filling with zeros the nonexistent 
coefficients. Using this observation, most of the algorithms dis-
cussed in this article continue to be valid if the component filters 
have different lengths. Moreover, in practice, construction (3) 
does not need to be evaluated since only the output combination 
(2) is necessary. Furthermore, although not required by the ana-
lysis, in the experiments we will assume that the component filter 
weight vectors match the length of the optimum solution, 

( ) .w no  Nevertheless, there have been useful studies in the litera-
ture where the length of the filters is treated as a design variable 
and the adaptation rules are used to learn the length of the opti-
mum solution as well to avoid degradation due to under- or over-
modeling [9], [13], [19]. 

The selection of the individual filters is often influenced by the 
application itself. For example, combination structures can be 
used to: 

■ Facilitate the selection of filter parameters (such as the 
step size or forgetting factor, regularization constants, filter 
length, projection order, etc). Existing schemes fix the values 
of these parameters or recur to complex schemes that learn 
them over time. Alternatively, we can consider a combination 
structure where the two filters belong to the same family of 
algorithms but differ in the values of the filter parameters. 
The combination layer would then select and give more 
weight to the best filter at every time instant, making param-
eter selection less critical. 

■ Increase robustness against unknown environmental con-
ditions. A common objective in the design of adaptive filters 
consists in the incorporation of a priori knowledge about the 
filtering scenario to improve the performance of the filter. 
For instance, sparse-aware adaptive filters try to benefit from 
the knowledge that many coefficients of the optimal solution 
are (close to) zero, and Volterra filters (VFs) try to model non-
linearities with polynomial kernels. However, when the filter-
ing conditions are not known accurately, or change over 
time, these schemes can show very suboptimal performance. 
Combination schemes can be exploited to increase the 
robustness of these techniques against lack of or imprecise 
knowledge of the adaptive filtering scenario. 
■ Provide diversity that can be exploited to enhance per-
formance beyond the capabilities of an individual adaptive fil-
ter. An example will be given of the tracking abilities of a 
combination of one LMS and one recursive least-squares 
(RLS) filter in the section “Improving the Tracking Perform-
ance of LMS and RLS Filters.” 
The main disadvantage of this approach is the increased com-

putational cost required for the adaptation of the two adaptive fil-
ters. However, it should be noted that the filters can be adapted in 
parallel and some strategies allow for the joint adaptation of the 
two filters with just a slight increment with respect to that of a 
single adaptive filter. Regarding the adaptation of the mixing par-
ameter, the computational requirement of most available schemes 
is not significant. 

In the next section, we review the theoretical limits of the 
combination scheme consisting of just two filters. We then review 
different combination rules that have already appeared in the lit-
erature, and compare them in a variety of simulated conditions. 

OPTIMUM MIXING PARAMETER AND 
COMBINATION PERFORMANCE
Here we derive the expression for the optimal mixing parameter 
in the affine and convex cases, in the sense of minimizing the 
MSE of the combination. Since for ( )n 0m =  and ( )n 1m =

[FIG1] The basic scheme for the combination of two adaptive filters.
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convex and affine combinations are equivalent to each of the 
component filters, we know that an optimal selection of the mix-
ing parameter would guarantee that these combinations perform 
at least as the best component filter. Here we examine the behav-
ior of the combination scheme for other nontrivial choices of the 
mixing parameter. 

The EMSE of the combination (2) is given by 

( ) { ( )} ( ) ( ) [ ( )] ( )

( ) [ ( )] ( ),

n e n n n n n

n n n

1

2 1

E a
2 2

1
2

2

12

g m g m g

m m g

= = + -

+ - (6)

where ( ), , ,n i 1 2ig =  are the EMSEs of the two individual filters, 
and ( )n12g  denotes the cross-EMSE defined as [12] 

( ) { ( ) ( )} .n e n e nE , ,a a12 1 2g =

This cross-EMSE variable is an important measure and is closely 
related to the ability of the combination to improve the perfor-
mance of both filter components, as we will see shortly. 

An important property of the cross-EMSE that will be useful 
when discussing the properties of the optimal combination is 
derived from the Cauchy-Schwartz inequality 

| ( ) | ( ) ( ),n n n12
2

1 2#g g g (7)

which implies that the cross-EMSE can never be simultaneously 
larger (in absolute terms) than both individual EMSEs. 

Equation (6) reveals a quadratic dependence on the mixing fac-
tor, ( ) .nm  It follows that, in the affine case, the optimal choice for 

( )nm  is given by 

( ) ( ) ( ) ( )
( ) ( )

( ) ( )
( )

,n n n n
n n

n n
n

2
o

1 2 12

2 12

1 2

2
affm g g g

g g

g g

g

D D
D

=
+ -
-

=
+

(8)

where we have defined ( ) ( ) ( ), , .n n n i 1 2i i 12g g gD = - =  In the 
case of a convex combination, the minimization of (6) needs to be 
carried out by constraining ( )nm  to lie in the interval [0, 1]. Given 
that (6) is nonnegative and quadratic in ( ),nm  the optimum mix-
ing parameter is either given by (8) or lies in the limits of the con-
sidered interval, i.e., 

( ) ( ) ( )
( )

,n n n
no

1 2

2

0

1

cvxm
g g

g

D D
D

=
+

(9)

where the vertical line denotes truncation to the indicated values. 
Substituting either (8) or (9) into (6), we find that the opti-

mum EMSE of the filter is given by 

( ) ( ) ( ) ( )n n n n1o o
1 1g g m gD= - -6 @ (10a)
( ) ( ) ( ),n n no

2 2g m gD= - (10b)

where ( )nom  stands for either ( )no
affm  or ( ) .no

cvxm  Note that these 
expressions are valid for any time instant ,n  and also for the 
steady-state performance of the filter (i.e., for ) .n " 3

The analysis of the expressions for the optimum mixing param-
eter and for the combination EMSE allows us to conclude that, 

depending on the cross-EMSE value, the combination can be per-
forming in one of four possible conditions at every time instant. 
Taking into account that the denominator of (8) is nonnegative, 

( ) ( ) {[ ( ) ( )] },n n e n e nE , ,a a1 2 1 2
2g gD D+ = -  Table 1 summarizes 

the main properties of these four possible cases (the time index 
is omitted in the first column for the sake of compactness). 

From the information included in the table we can deduce 
the following properties: 

■ In cases 1 and 2, the convexity constraints are active. As a 
consequence, the optimum mixing parameter of the convex 
combination is either one or zero, respectively, making this 
scheme behave just like the best filter component. However, 
an affine combination can outperform both components in 
this case. To see this, consider (10a) and (10b) for cases 1 
and 2, respectively, and note that a positive value is sub-
tracted from the smallest filter EMSE ( 1g  and )2g  to obtain 
the EMSE of the combination. 
■ In case 3, affine and convex combinations share the same 
optimum mixing parameter. As in the previous case, using 
(10a) and (10b) we can easily conclude that, in this case, 
combinations outperform both component filters simultan-
eously. This performance can be explained from the small 
cross-EMSE in this case: since the correlation between the a
priori errors of both component filters is small, their 
weighted combination provides an estimation error of 
reduced variance. 
■ For completeness, we have included a fourth case where 

.1 2 12g g g= =  Simplifying all terms that involve ( )nm  in 
(6), we can conclude that, in this case, we have 

( ) ( ) ( ),n n no
1 2g g g= =  irrespectively of the value of the 

mixing parameter. It is important to remark that for case 4 
to hold, condition 1 2 12g g g= =  should be satisfied exactly, 
so that this case will be rarely encountered in practice.
We should emphasize that the results in this section refer to 

the theoretical performance of optimally adjusted affine and con-
vex combinations. Practical algorithms to adjust the mixing par-
ameter will be presented in the section “Estimating the 
Combination Parameter” and will imply the addition of a certain 
amount of noise that, in many cases, justify the adoption of con-
vexity constraints. 

CROSS-EMSE OF LMS AND RLS FILTERS
The cross-EMSE plays an important role in clarifying the perfor-
mance regime of a combination of two adaptive filters. Several 

[TABLE 1] POSSIBLE OPERATION REGIMES FOR THE AFFINE 
AND CONVEX COMBINATION OF TWO ADAPTIVE FILTERS.

( )n12g ( )n1gD ( )n2gD ( )naff
om ( )ncvx

om

CASE 1: ( )1 12 1 2 21 1#g g g g g 0# 02 1$ 1=

CASE 2: ( )2 12 1 2 11 1#g g g g g 02 0# 0# 0=

CASE 3: ( )  { , }min1 2 12 1 21 1g g g g g- 02 02 ( , )0 1! ( , )0 1!

CASE 4: 1 2 12g g g= = 0= 0= — —
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works have extended the available theoretical models for the 
EMSE of adaptive filters to the derivation of expressions for the 
cross-EMSE [6], [12], [15], [16]. In this section, we review some of 
the main results for LMS and RLS filters. 

Assume that the optimal solution satisfies the following ran-
dom-walk model 

( ) ( ) ( ),w w qn n n1o o= - + (11)

where ( )q n  is the change of the solution at every step that is 
assumed to have zero-mean and covariance { ( ) ( )} .Q q qn nE= <

Although this simple model implies divergence of the optimum 
solution, it gives qualitatively the same results as more accurate 
models; see [6] for further explanations on this issue. It is known 
[6] that in this case there is a tradeoff between filter performance 
and tracking ability. Table 2 shows an approximation of the steady-
state EMSE of LMS and RLS adaptive filters derived using the 
energy conservation approach described in [6]. From these expres-
sions, it is straightforward to obtain the optimum step size for the 
LMS adaptation rule ( )on  and the optimal forgetting factor for the 
RLS adaptive filter with exponentially decaying memory ( ) .1 ob-

These expressions are also indicated in the table, together with the 
associated optimum EMSE for each filter family, ( ) .o 3g

To study the behavior of combinations of this kind of filters, [14] 
and [15] derived expressions for the steady-state cross-EMSE, for 
cases in which the two component filters belong to the same family 
(LMS or RLS) and also for the combination of one LMS and one RLS 
filter. These results are summarized in Table 2, and constitute the 
basis for the study that we carry out in the next two sections. 

COMBINATION OF TWO LMS FILTERS WITH 
DIFFERENT STEP SIZES
A first example to illustrate the possibilities of combination 
schemes consists in putting together two filters with different 
adaptation speeds to obtain a new filter with improved tracking 
capabilities. Here, we illustrate the idea with a combination of two 
LMS filters with different step sizes, as was done in [12], but the 
idea can be straightforwardly generalized to other adaptive filter 
families (see, among others, [15], [19], [21], [23], [25], and [30]). 

Using the tracking model given by (11), in this section we ana-
lyze the theoretical steady-state EMSE for varying { } .QTr  In the 
studied scenario, the product { }RTrv

2v  remains fixed and is equal 
to .10 2-  To facilitate the comparison among filters, we will recur 
to the normalized squared deviation (NSD), which we define as the 

EMSE excess with respect to the optimum LMS filter for a particu-
lar { },QTr  i.e., 

( ) ( )
( )

, , ,i 1 2NSDi
i

o
3

3
3

g

g
= =

and

( ) ( )
( )

,NSD
O

3
3
3

g

g
=

for the component LMS filters and their combination, respectively. 
Figure 2 illustrates the theoretical NSD of individual LMS fil-

ters and combined schemes in two cases. Figure 2(a) considers 
LMS components with step sizes .0 11n =  and / .202 1n n=  We 
can see that both individual filters become optimal (NSD = 0 dB) 
for a certain value of { },QTr  and very rapidly increase their NSD 
level both for larger and smaller { },QTr  i.e., for solutions that 
change relatively faster or slower than the speed of changes for 
which the filter is optimum. We can see that the NSD of each indi-
vidual filter remains smaller than 2 dB for a range of about two 
orders of magnitude of { }QTr . In contrast to this, we can check 
that the NSD of the combination of the two filters remains smaller 
than 2 dB when QTr { } changes by more than four orders of mag-
nitude. It should be mentioned that, in this case, both the affine 
and convex combinations provide almost identical behavior. 

A second possibility is illustrated in Figure 2(b), for which the 
step sizes of the two LMS filters are set at almost identical values 
( .0 011n =  and . ) .0 0100012n =  In this case, both LMS compo-
nents obtain approximately the same NSD for all values of { } .QTr
According to the theoretical results, it can be shown that, in this 
example, cases 1 and 2 enumerated in Table 1 are observed when 

( )QTr  is, respectively, smaller or larger than approximately .10 6-

The limitation in the range of ( )nm  makes the convex combination 
perform exactly as any of the components, whereas the affine combi-
nation achieves an almost systematic gain of 3 dB with respect to the 
single filters [18], with the NSD remaining at values of less than 2 dB 
when { }QTr  is changed by three orders of magnitude. 

The examples in this section illustrate the following points: 
■ By employing a combination structure, we can improve the 
tracking ability of the adaptive implementation. This is import-
ant because the actual speed of change of the solution is rarely 
known a priori, and can even change over time. We compare 
the combination framework with variable step-size (VSS) 
schemes in the section “Combination Schemes Versus VSS 
LMS,” and show that combinations are more robust than VSS. 
■ When combining two LMS filters with different step sizes, 
the resulting combination cannot outperform the optimum 
filter for a given { }QTr  [15]. Therefore, in this situation, if 
enough statistical information is a priori available, it would be 
preferable to use a single LMS filter with optimum step size. A 
different situation will be described next.

IMPROVING THE TRACKING PERFORMANCE
OF LMS AND RLS FILTERS
When studying a combination of LMS and RLS filters following the 
same approach, an interesting result is obtained. Assume the 

[TABLE 2] STEADY-STATE CROSS-EMSE FOR THE LMS
AND RLS ADAPTIVE FILTER FAMILIES.

COMBINATION TYPE STEADY-STATE CROSS-EMSE, ( )12 3g

1n -LMS AND 2n -LMS
{ } { }R QTr Trv

1 2

1 2
2

n n
n n v

+
+

1b -RLS AND 2b -RLS
{ }QRM Trv

1 2

1 2
2

b b
b b v

+
+

n -LMS AND b -RLS {( ) } { ( ) }R R R RI Q ITr Trv
2 1 1nbv n b n b+ + +- -
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(a) (b)

Fast LMS Component
Slow LMS Component

Convex Combination
Affine Combination

LMS Component 1
LMS Component 2

Convex Combination
Affine Combination

10−8 10−7 10−6 10−5 10−4 10−3
0

2

4

6

8

10

12

14

Tr (Q)

N
S

D
(∞

),
 N

S
D

i(
∞

) 
(d

B
)

10−8 10−7 10−6 10−5 10−4 10−3
0

2

4

6

8

10

12

14

Tr (Q)

N
S

D
(∞

),
 N

S
D

i(
∞

) 
(d

B
)

[FIG2] The steady-state NSD of a combination of two adaptive filters with different step sizes as a function of the speed of changes of 
the optimum solution. The figure illustrates the NSD incurred by the individual LMS filters and by their optimum combination. LMS
step sizes are: (a) .0 11 =n  and . ;0 0052 =n  (b) .0 011 =n  and . .0 0100012n =

tracking model (11) and consider the optimum LMS and RLS filters 
with adaptation parameters given by the expressions in Table 3. As 
explained in [6], LMS will outperform RLS if Q  is proportional to the 
autocorrelation matrix of the input signal, R,  and the opposite will 
occur when .Q R 1? -  To illustrate this behavior, let us consider a 
synthetic example where Q  is a mixture of R  and :R 1-

( ) ,Q
R R

RR10 1
Tr Tr

5
1

1
a a= + --

-

-; E" ", , (12)

with ( , ) .0 1!a

Figure 3 plots the steady-state optimum EMSE that can be 
achieved by both types of filters with optimum settings ( on -LMS 
and ob -RLS), when Q  smoothly changes between R 1-  (for 

)0a =  and R  (for ) .1a =  Other settings for this scenario are: 
optimal solution and filters length ,M 7=  noise variance 

,10v
2 2v = -  and R  is a Toeplitz matrix whose first row is given by 

.( / ) [ , . , . , , . ]1 7 1 0 8 0 8 0 82 6g  According to (12), the value of the 
trace of Q  remains constant when changing the value of ,a
meaning that the EMSE of the optimum LMS is approximately 
equal to 35-  dB for any value of .a  If a nonoptimum step size is 
selected, the LMS filter will incur a larger EMSE. Thus, the region 
of feasible EMSE values for this family of filters is given by the area 
above the 35-  dB level in Figure 3. Similarly, the region above 
the curve for the optimum RLS performance represents all feas-
ible EMSE values for the family of RLS filters. We can see that, 
depending on the value of ,a  the optimal EMSE for RLS filters 
can be larger or smaller than the optimal EMSE for LMS filters. 
Finally, the dark green area in Figure 3 is a feasible region for both 
LMS and RLS filters. 

The performance that can be achieved using a combination of 
one LMS and one RLS filters is also illustrated. The red curve rep-
resents the steady-state tracking EMSE of the combination when 
using on  and ob  for the LMS and RLS filters in the combination. 

As expected, the optimal EMSE for the combination is never larger 
than the smallest of the filter component EMSEs. More import-
antly, in this case we can check the existence of an area of EMSE 
values which is exclusive to the combination scheme. In other 
words, the red area in Figure 3 is a feasible region for the oper-
ation of the combined scheme, but not for single LMS or RLS fil-
ters. It can be shown that, in this case, the optimum mixing 
parameter of the combination lies in interval (0, 1), so this conclu-
sion is valid for convex combination schemes [36]. This is a useful 
conclusion that can be used to improve the tracking performance 
beyond the limits of individual filters. 

ESTIMATING THE COMBINATION PARAMETER
Since the optimum linear combiner (8) is unrealizable, many 
practical algorithms have been proposed in the literature to adjust 
the mixing parameter in convex [12], [37], [38] and affine combi-
nations [16]–[18], [39], [40]. Rewriting (2) as 

( ) ( ) ( ) [ ( ) ( )],y n y n n y n y n2 1 2m= + - (13)

[TABLE 3] TRACKING THE STEADY-STATE PERFORMANCE
OF LMS AND RLS ADAPTIVE FILTERS. THE TABLE SHOWS 
STEADY-STATE EMSE AS A FUNCTION OF THE LMS
STEP SIZE ( )n  AND RLS FORGETTING FACTOR (1 ),b-  THE 
OPTIMAL VALUES OF THESE PARAMETERS, AND THE 
MINIMUM EMSE THAT CAN BE ACHIEVED BY BOTH 
ADAPTIVE FILTERS [ ( )] .o 3g

ALGORITHM ( )3g on  OR ob ( )o 3g

LMS { } { }R Q2
1 Tr Trv

2 1nv n+ -6 @
{ }

{ }
R

Q
Tr

Tr
v
2v

{ } { }R QTr Trv
2v

RLS { }QRM2
1 Trv

2 1bv b+ -6 @ { }QR
M

Tr
v
2v

{ }QRMTrv
2v

{ ( )};v nEv
2 2v = { ( ) ( )};Q q qn nE= < { ( ) ( )};u uR n nE= < M  IS THE FILTER LENGTH 
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we can reinterpret the adaptation of ( )nm  as a “second layer” 
adaptive filter of length one, so that in principle any adaptive rule 
can be used for adjusting the mixing parameter. However, this fil-
tering problem has some particularities, specifically, the strong 
and time-varying correlation between ( )y n1  and .( )y n2  This 
implies that the power of the difference signal, [ ( ) ( )],y n y n1 2-  is 
also time-varying depending, e.g., on the signal-to-noise condi-
tions and on whether the individual filters are operating in conver-
gence phase or steady state, etc. 

Using a stochastic gradient search to minimize the quadratic 
error ( )e n2  of the overall filter, defined in (4), [16] proposed the 
following adaptation for the mixing parameter in an affine com-
bination (i.e., without imposing restrictions on ( )),nm

( ) ( ) ( )
( )

( ) ( ) [ ( ) ( )] .

n n n
e n

n e n y n y n

1 2

2

1 2

2
2

m m
n

m

m n

+ = -

= + -

m

m (14)

We will refer to this case as aff-LMS adaptation, with nm  being a 
step-size parameter. As discussed in [16], a large step size should 
be used in this rule to ensure an adequate behavior of the affine 
combination. However, this can cause instability during the initial 
convergence of the algorithm, which was circumvented in [16] by 

constraining ( )nm  to be less than or equal to one. Even with this 
constraint, the combination scheme may stay away from the opti-
mum EMSE (see, e.g., [18]). This is a direct consequence of the 
time-varying power of [ ( ) ( )],y n y n1 2-  which makes the selection 
of nm  a difficult task. 

To obtain a more robust scheme, it is possible to recur to nor-
malized adaptation schemes. Using a rough (low-pass filtered) esti-
mation of the power of [ ( ) ( )],y n y n1 2-  a power normalized 
version of aff-LMS was proposed in [18], and is summarized in 
Table 4. This aff-PN-LMS algorithm does not impose any con-
straints on ( ),nm  is less sensitive to the filtering scenario, and 
converges in the mean-square sense if the step size is selected in 
the interval .0 21 1nm

Rather than directly adjust ( )nm  as in the affine case, convex 
combination schemes recur to activation functions to keep the 
mixing parameter in the range of interest. For example, [12] pro-
posed an adaptation scheme for an auxiliary parameter ( )a n  that 
is related to ( )nm  via the sigmoid function 

( ) [ ( )] .
e

n a n
1

1sgm ( )a nm = =
+ - (15)

Recurring to this activation function (or similar ones), ( )a n  can 
be adapted without constraints, and ( )nm  will be automatically 
kept inside the interval ( , )0 1  at all times. Using a gradient descent 
method to minimize the quadratic error of the overall filter, 

( ),e n2  two algorithms were proposed to update ( ):a n  the cvx-
LMS algorithm [12] and its power normalized version, cvx-PN-
LMS [37], whose update equations are given by 

( ) ( ) ( )

[ ( )] ( ) [ ( ) ( )], ( )

a n a n n

n e n y n y n

1

1 cvx-LMS
a

1 2

n m

m

+ = +

- - (16)

( ) ( ) ( ) ( )

[ ( )] ( ) [ ( ) ( )] . ( )

a n a n p n n

n e n y n y n

1

1 cvx-PN-LMS

a

1 2

n
m

m

+ = +

- - (17)

Here, ( )p n  is a low-pass filtered estimation of the power of 
[ ( ) ( )] .y n y n1 2-  These algorithms are also shown in Table 4 for 
further reference. Compared to the cvx-LMS scheme, cvx-PN-
LMS is more robust to signal-to-noise ratio (SNR) changes, and 
simplifies the selection of step size an  [37]. [According to the 
linear regression model (1), the SNR is defined as SNR =

.[ ( ) ( )] / ]w Rwn no o v
2v<

The factor ( ) [ ( )],n n1m m-  that appears in (17), reduces the gra-
dient noise when ( )nm  gets too close to the values of zero or one. In 
this situation, adaptation would virtually stop if ( )a n  were allowed to 
grow unchecked. To avoid this problem, the auxiliary parameter 

( )a n  is restricted by saturation to a symmetric interval [ , ],a a- + +

which ensures a minimum level of adaptation [12], [39]. A common 
choice in the literature is .a 4=+ This truncation procedure con-
strains ( )nm  to the interval [ ]asgm - + ( ) [ ] .n asgm# #m +  To 
allow ( )nm  to take a value equal to zero or one, a scaled and shifted 
version of the sigmoid was proposed in [38], 

( ) [ ( )]
[ ] [ ]

[ ( )] [ ]
,n a n

a a
a n a

sgm sgm
sgm sgm

m {= =
- -

- -
+ +

+

(18)

[TABLE 4] THE POWER NORMALIZED ADAPTATION OF ( )nm
IN AFFINE COMBINATIONS AND OF AUXILIARY PARAMETER

( )a n  IN CONVEX COMBINATIONS. UNNORMALIZED RULES 
aff-LMS AND cvx-LMS ARE OBTAINED SETTING ( ) 1.p n =

ALGORITHM UPDATE EQUATIONS 

aff-PN-LMS [18] ( ) ( ) ( ) [ ( ) ( )]( )n n p n e n y n y n1 1 2m m
n

f
+ = + -

+
m

( ) ( ) ( ) [ ( ) ( )]p n p n y n y n1 1 1 2
2h h= - + - -

;0 11% h 02f  IS A SMALL CONSTANT 

cvx-PN-LMS [37] ( ) ( ) ( ) ( ) [ ( )] ( ) [ ( ) ( )]a n a n p n n n e n y n y n1 1a
1 2

n
m m+ = + - -

( ) ( ) ( ) [ ( ) ( )]p n p n y n y n1 1 1 2
2h h= - + - -

;0 11% h  CONSTRAINT: ( )a a n a1# #- ++ +

–32

–34

–36

–38
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[FIG3] The tracking performance of a combination of LMS and 
RLS filters when Q smoothly changes between R 1-  (for )0a =
and R (for ) .1a = The performance of optimally adjusted filters 
is depicted with curves. The blue and light green regions 
represent EMSEs that can be obtained with LMS and RLS filters, 
respectively, whereas the dark green area comprises feasible 
EMSE values for both LMS and RLS filters. Finally, the red region 
contains EMSE values that can be obtained with combinations of 
LMS and RLS (but not with these filters individually).
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which ensures that ( )nm  attains values 1 and 0 for ( )a n a= +  and 
( ) ,a n a=- +  respectively. Using (18), the cvx-PN-LMS rule 

becomes 

( ) ( ) ( ) ( ) [ ( ) ( )]

[ ( )] [ ( )] | .

a n a n p n e n y n y n

a n a n

1

1sgm sgm

a

a
a

1 2
n

+ = + -

- - +

+" , (19)

As we can see, ( )a n  is truncated at every iteration to keep it inside 
the interval [ , ] .a a- + +

When deciding between affine or convex combinations with 
the above gradient-based rules, one should be aware of the follow-
ing facts: 

■ Optimally adjusted affine combinations attain smaller EMSE 
than convex ones in some situations (cases 1 and 2 of Table 1). 
■ Due to the constraints on the value of ( ),nm  cvx-LMS and 
cvx-PN-LMS do not diverge, and large values of the step size 

an  can be used. 
■ Gradient adaptation of the combination parameter implies 
that combinations introduce some additional gradient noise, 
which should be minimized with an adequate selection of an

or .nm  In this sense, the factor ( ) [ ( )]n n1m m-  that appears 
in the adaptation of ( )a n  with cvx-PN-LMS reduces the gradi-
ent noise when the mixing parameter becomes close to 0 or 1.

In our experience, the last two issues have an important impact 
on the performance of the combination, to the extent that con-
vex combinations may actually be preferred over affine ones, 
unless in situations where significant EMSE gains can be antici-
pated for the affine combination from the theoretical analysis. 
The next section will compare the performance of these rules 
through simulations. 

We should point out that other rules can be found in the litera-
ture for the adaptation of the mixing parameter, such as the least 
squares rule from [39], the sign algorithm proposed in [41], or a 
method relying on the ratio between the estimated errors of the 
filter components [16]. Nevertheless, in the following we will 
restrict our discussion to the methods that have been presented in 
this section, which are the most frequently used in the literature. 

CONVERGENCE PROPERTIES OF COMBINATION FILTERS
To examine the convergence properties of aff-PN-LMS and cvx-PN-
LMS, we consider the combination of two normalized LMS (NLMS) 
filters with step sizes .0 51n =  and . .0 012n =  The optimum solu-
tion is a stationary vector of length seven, the covariance matrix of 
the input signal is ( / ) ,R I1 7=  and the variance of the observation 
noise is adjusted to get an SNR of 20 dB. Different step sizes have 
been explored for the combination: [ . , . , ]0 25 0 5 1an =  for cvx-PN-
LMS, while /800an n=m  is used for aff-PN-LMS to get comparable 
steady-state error. Regarding these step-size values, we can see that 
the range of practical values for an  is within the usual range of steps 
sizes used with normalized schemes, whereas for the affine combin-
ation much smaller values are required for comparable performance. 
This fact simplifies the selection of the step size in the convex case. 

Figure 4 illustrates the performance of affine and convex com-
binations averaged over 1,000 experiments. Figure 4(b)–(d) 

compares the convergence of both schemes with respect to the 
optimum selection of the mixing parameter given by (8). In all 
cases, the combination schemes converge first to the EMSE level 
of the fast filter ( 30-  dB), and after a while follow the slow com-
ponent to get a final EMSE of around 50-  dB. It is interesting to 
see that cvx-PN-LMS shows near optimum selection of the mixing 
parameter for all three values of ,an  while the affine combination 
may incur a significant delay, especially for the smallest .nm
Figure 4(a) plots the excess steady-state error of both schemes 
with respect to ( )2 3g  as a function of the step size, and shows 
that this faster convergence of cvx-PN-LMS with respect to aff-PN-
LMS is not in exchange of larger residual error. 

The fact that cvx-PN-LMS has the ability to switch rapidly 
between the fast and slow filter components while at the same 
time minimizing the residual error in steady state is due to the 
incorporation of the activation function, whose derivative propa-
gates to the update rule. In other words, we can view the effective 
step size of cvx-PN-LMS as being ( ) [ ( )]n n1an m m-  (see Table 4), 
and the evolution of the multiplicative factor, represented in 
Figure 4(e), shows that this effective step size becomes large when 
the combination needs to switch between filter components, while 
becoming small in steady state, thus minimizing the residual 
error after convergence is complete. 

BENEFITS OF POWER NORMALIZED UPDATING RULES
To illustrate the benefits of power normalized updating rules, we 
compare the behavior of a convex combination of two NLMS fil-
ters with step sizes .0 51n =  and . ,0 012n =  employing both the 
cvx-LMS rule and its power normalized version (cvx-PN-LMS) for 
the combination layer. The optimum solution is a length-30 non-
stationary vector, which varies according to the random-walk 
model given by (11). The covariance matrices of the change of the 
optimum solution and of the input signal are given respectively by 
Q Iq

2v=  and ( / )R I.1 30=  The variance of the observation noise 
is adjusted to get different SNR levels. The step size for the cvx-
LMS rule has been set to ,1 000an =  and for its power normal-
ized version (cvx-PN-LMS), we have set .1an =

Figure 5 shows the steady-state NSD of the individual filters 
and of their convex combinations obtained with the cvx-LMS rule 
and with the cvx-PN-LMS scheme, as a function of the speed of 
changes of the optimum solution [ ( ) ] .Q 30Tr q

2v=  The left panel 
considers an SNR of 5 dB and the right panel, an SNR of 30 dB. 
We can observe that the combination scheme with the cvx-LMS 
rule results in a suboptimal performance when the optimum solu-
tion changes very fast [for large ( )] .QTr  This is due to the fact 
that both component filters are incurring a very significant error, 
resulting in a nonnegligible gradient noise when updating the 
auxiliary parameter ( )a n  with cvx-LMS [37]. The performance of 
cvx-LMS also degrades, whatever the value of ( ),QTr  as the SNR 
decreases. On the other hand, when the cvx-PN-LMS rule is 
employed, the combination shows a very stable operation, and 
behaves as well as the best component filter not only for any SNR, 
but also for all values of ( ) .QTr  A similar behavior is also observed 
when we compare the aff-LMS rule to its power normalized ver-
sion (aff-PN-LMS) to update ( )nm  in affine combinations [18]. 
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COMBINATION SCHEMES VERSUS VSS LMS
So far we have illustrated how combination schemes can be 
exploited to provide filters with improved performance, relying on 
adaptive rules to learn the most adequate value for the mixing 
parameter. A reasonable question is whether the same improve-
ment could be achieved by an individual but more complex filter 
structure. Although the answer to this question is generally posi-
tive, these more complex solutions usually require further statis-
tical knowledge about the filtering scenario that is normally 
unavailable, while combination approaches offer a more versatile 
and robust approach. To illustrate this point, we will examine 
again the identification of a time-varying solution. 

Adaptive filters usually have two conflicting goals: on one 
hand, to track variations of the parameter vector they are trying 
to estimate and, on the other hand, to suppress measurement 
noise and errors due to undermodeling. The first goal requires a 
fast filter, one that quickly corrects any mismatch between the 
input and the estimates, while the second goal would benefit from 

a slower filter that averages out measurement noise. We can 
emphasize one goal over the other by the choice of a design vari-
able such as the step size in LMS or the forgetting factor in RLS. 
However, in a nonstationary environment, the optimum choice of 
the step size or the forgetting factor will continuously change, 
which has motivated the proposal of different methods to update 
the step size (or forgetting factor); see, e.g., [42]–[46]. Most exist-
ing VSS algorithms implement procedures that rely on the avail-
able input and error signals. However, in the absence of additional 
information (e.g., background noise level, whether the filter is 
still converging or has reached steady state), these algorithms 
can fail to identify the most convenient step size, especially if 
the filtering conditions change over time. 

As an alternative to the VSS algorithms, combinations of adap-
tive filters with different step sizes (or forgetting factors) can be 
particularly useful. One advantage of this approach is that it per-
forms reasonably well for large variations in input SNR and speed 
of change of the true parameter vector. Figure 6 compares the 
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[FIG4] The performance of aff-PN-LMS and cvx-PN-LMS when combining two NLMS adaptive filters with step sizes .0 51n =  and 
. .0 012n =  (a) The steady-state excess error with respect to the slow filter component for three different values of the step sizes. 

(b)–(d) compare the convergence of the affine and convex rules (for three values of an  and / )800an n=m  with the combination scheme 
using the optimum mixing parameter. (e) Evolution of factor ( )[ ( )]n n1m m-  for cvx-PN-LMS.
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performance, in an identification problem, of the robust VSS 
methods proposed in [45] and [46] against the performance of 
convex combination of two LMS adaptive filters with different 
step sizes. The fast filter uses .0 011n =  and the slow filter, 

. .0 0012n =  The figure shows the mean-square deviation (MSD) 
of a ten-tap filter in a tracking situation like the one described by 
(11), with Q I,q

2v=  for different values of q
2v  (and, correspond-

ingly, of ) .on  To provide a fair comparison, the parameters for the 
VSS methods were optimized for step sizes in the range [ , ],2 1n n

and Figure 6 shows the performance of the three methods for five 
different values of the optimum step size on  for a single 

LMS filter: from less than 2n  to more than .1n  It is seen that the 
convex combination scheme is able to deliver the best possible 
performance in all conditions. In other words, it shows a more 
robust performance given the lack of knowledge about the true 
value of ,q

2v  and attains an overall performance that could not be 
achieved by a standard LMS filter or by the VSS schemes. 

COMMUNICATION BETWEEN COMPONENT FILTERS
One simple way to improve the performance of combination 
schemes is to allow some communication between the compo-
nent filters. Since the component filters are usually designed to 
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perform better in different environmental conditions, informa-
tion from the best filter in a given set of conditions can be used 
to boost the performance of the other filters. In some situations, 
the gain for the overall output can be significant. 

Here we describe two approaches for interfilter communica-
tion: the weight transfer scheme of [47] and [48], and the 
weight feedback of [49]. Both are applicable when the compo-
nent filters have the same length. The difference between these 
methods is that the first allows only communication from one 
of the filters to the other, whereas the second approach feeds 
back the overall combined weights to all component filters, as 
depicted in Figure 7. 

Consider for example the combination of two component fil-
ters, one designed for a fast-changing environment (fast filter), 
and the other for a slow-changing environment (slow filter). In 
this situation, during the initial convergence, or after an abrupt 
change in the optimum weight vector ( ),w no  the slow filter may 
lag behind the fast filter (see Figure 8). After the fast filter reaches 
the steady state, the combination would need to wait until the 
slow filter catches up. This can be avoided by either leaking [47] or 

copying [48] the fast filter coefficients to the slow filter at the 
appropriate times. 

The good news is that the mixing parameter is already available 
to help decide when to transfer the coefficients—we only need to 
check if ( )nm  is close to one (so that the overall output is essen-
tially the fast filter). Therefore, the idea is to choose a threshold 

,0m  and modify the slow filter update whenever ( ) ,n 0$m m  as 
shown in Table 5. The two methods are similar: in the gradual 
transfer scheme of [47], whenever ( )nm  is larger than the thresh-
old, we allow the fast filter coefficients to gradually “leak” into the 
slow filter. The other method simply copies the fast filter coeffi-
cients to the slow filter, and thus has a smaller computational cost; 
however, the condition for transfer has to be modified. If we 
allowed the fast filter coefficients to be copied to the slow filter 
whenever ( ) ,n 0$m m  the combination would be stuck forever at 
the fast filter (the slow filter adaptation would be irrelevant). For 
this reason the transfer is only allowed at periodic intervals of 
length .N 20 $

The weight feedback scheme, on the other hand, copies the 
combined weight vector ( ) ( ) ( ) ( ) ( )n n n n1w w w1 2m m= + -  peri-
odically to ( )nw1  and ( ),nw2  as shown in Figure 7 and Table 5. 
This method is simpler to set up, since only one parameter needs 
to be tuned, but requires the explicit computation of ( )nw  at 
intervals of N0  samples. Since N0  can be chosen reasonably large, 
the additional cost per sample is modest. Even though these 
methods introduce additional parameters that need to be fixed, 
their selection is not very problematic and the transfer methods 
show a behavior rather robust with respect to them (a detailed dis-
cussion is not included here; see [47]–[49]). 

Figure 8 provides an example of the operation of the simple-
copy method for length M 7=  filters (the other methods have 
similar performance). The value of ( )nwo  changes abruptly at the 
middle of the simulation ) .(n 5 104#=

COMBINATION OF SEVERAL ADAPTIVE FILTERS
Until now, we have considered combinations of just two adaptive 
filters. However, combining K  adaptive filters (with )K 22
makes it possible to further increase the robustness and versatility 
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of combination schemes. The combin-
ation of an arbitrary number of filters 
can be mainly used to: 

■ Simplify the selection of a param-
eter. For instance, paying attention 
to the tracking scenario depicted in 
Figure 2(a), the robustness of the 
scheme would be increased for 

{ } 10Tr Q 32 -  if a third filter with step size equal to one were 
incorporated to the combination [50]. 
■ Alleviate several compromises simultaneously. For 
instance, regarding the selection of the step size, ,n  and the 
length of an adaptive filter, ,M  we can combine four adaptive 
filters with settings { , },M1 1n { , },M2 1n { , },M1 2n  and 
{ , } .M2 2n  Another example was proposed in [25] and it is 
included in the section “Acoustic Echo Cancelation,” where a 
combination of several filters (linear and nonlinear) is 
designed to alleviate simultaneously the compromise related 
with the step size selection, and with the presence or absence 
of nonlinearities in the filtering scenario.
In the literature, two different approaches for the combination 

of several adaptive filters have been proposed, both for affine and 
convex approaches. These schemes differ in the topology 
employed to perform the combination as described next. 

THE HIERARCHICAL SCHEME
This approach combines K  adaptive filters employing different 
layers, where only combinations of two elements are considered at 
a time. For instance, the output of a hierarchical combination of 
four filters depicted in Figure 9(a) reads: 

( ) ( ) { ( ) ( ) [ ( )] ( )}

[ ( )] { ( ) ( ) [ ( )] ( )},

y n n n y n n y n

n n y n n y n

1

1 1
21 11 1 11 2

21 12 3 12 4

m m m

m m m

= + -

+ - + - (20)

where ( )nijm  refers to the mixing parameter of the jth combin-
ation in the ith layer. All mixing parameters are adapted to minim-
ize the power of the local combined error. For their update, we can 
follow the same adaptive rules (convex or affine) reviewed previ-
ously for the case of a combination of two filters. 

THE ONE-LAYER SCHEME
We can combine an arbitrary number of filters employing an alter-
native approach based on one-layer combination as depicted in 
Figure 9(b). Focusing on affine combinations of M  adaptive filters 
with outputs ( ),y nk  with , ..., ,k K1=  [19] and [50] proposed two 
one-layer combination schemes whose output is given by 

( ) ( ) ( ) ( ) ( ) .y n n y n n y n1k k
k

K

k
k

K

K
1

1

1

1

m m= + -
=

-

=

-= G/ / (21)

Different adaptive rules were proposed in the literature to 
update ( ),nkm  with , ..., ,k K1 1= -  following, for instance, LMS 
or RLS approaches [19], or estimating the K 1-  affine mixing 
parameters as the solution of a least-squares problem [50]. The 
incorporation of convex combination constraints forces the 

inclusion of an additional mechanism (similar to the sigmoidal 
activation) to make all mixing parameters remain positive and add 
up to one. This scheme was proposed by [51] and [19] as an exten-
sion to the standard convex combination of two adaptive filters, 
and obtains the combined output as 

( ) ( ) ( ) .y n n y nk
k

K

k
1
m=

=

/ (22)

As in the case of combining two filters, instead of adapting 
directly the K  mixing parameters, K  auxiliary parameters 

( )a nk  are updated following a gradient descent algorithm. The 
relation between ( )nkm  and ( )a nk  is based on the softmax acti-
vation function 

( )
[ ( )]

[ ( )] , , ..., .
exp

exp
n

a n

a n
k K1fork

j

K

j

k

1

m = =

=

/
(23)

This activation function is a natural extension of the sigmoid used 
in the binary case to map several real parameters to a probability 
distribution [52], as required by a convex combination, where all 
parameters must remain positive and sum up to one. 

Although both multifilter structures can improve the perform-
ance beyond the combination of just two filters, one useful charac-
teristic of hierarchical schemes is its ability to extract more 
information about the filtering scenario from the evolution of the 
mixing parameters, since each combination usually combines two 
adaptive filters that only differ in the value of a setting (step size, 
length, etc.), and the combination parameter selects the best of 
both competing models. 

REDUCED-COST COMBINATIONS
Combination schemes require running two or more filters in par-
allel, which may be a concern in applications in which computa-
tional cost is at a premium. In many situations, however, the 
additional computational cost of adding one or more filters can be 
made just slightly higher than the cost of running a single filter. 
In the following sections, we describe a few methods to reduce the 
cost of combination schemes. 

USE A LOW-COST FILTER AS COMPANION TO A 
HIGH-COST ONE
Although straightforward, several useful results fall in this class. 
For example, consider the previously mentioned case of a combin-
ation of an RLS and an LMS filter. This structure enhances the 
tracking performance of a single RLS filter, and only requires a 
modest increase in computational complexity. A lattice implemen-
tation of RLS has a computational cost of about M16

[TABLE 5] INTERFILTER COMMUNICATION SCHEMES  
(EXEMPLIFIED FOR COMBINATIONS OF TWO FILTERS).

GRADUAL TRANSFER [47] SIMPLE COPY [48] FEEDBACK [49] 
FILTER COMMUNICATION ( ) ( ) ( ) ( )n n n1w w w2 2 1! , ,+ - ( ) w ( )n nw2 1! ( ), ( ) ( )n n nw w w1 2 !
CONDITION ( )n 0$m m ( )n 0$m m  AND n kN0= n kN0=
PARAMETERS ;0 1 0 10,1 1 1% m ;N 2 0 10 0 1$ % m N 20 $
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multiplications, M8  additions, and M8  divisions [6]. Compared 
with the approximately M2  additions and M2  multiplications 
required by LMS, the combination scheme will increase the cost 
by only about 10% over that of a single RLS. For other stable 
implementations of RLS, such as QR methods, the computational 
cost is even higher, so the burden of adding an LMS component 
would be almost negligible. Note that, for their operation, combi-
nation schemes require just the outputs of component filters 
(see the section “Estimating the Combination Parameter”), so 
lattice or QR implementations of RLS can readily be incorpo-
rated into combination schemes without modifications. 

Other situations in which it is useful to combine a low-cost and 
a higher-cost filter are: the combination of a simple linear filter 
with a Volterra nonlinear filter, as described in the section “Acous-
tic Echo Cancelation”; and the use of a short filter combined with a 
longer filter, as described, for example, in [53]. The short filter is 
responsible for tracking fast variations in the weight vector, 
whereas the long filter is responsible for guaranteeing a small bias 
in times of slower variation of the optimum weight vector. 

PARALLELIZATION
Since the component filters are running independently (apart from 
occasional information exchanges as in the section “Communica-
tion Between Component Filters”), combination schemes are easy 
to implement in parallel form. In a field programmable gate array 
implementation, for example, this means that implementing a 
combination of filters will not require a faster clock rate, compared 
to running a single filter. Depending on the hardware in which the 
filters are to be implemented, this is an important advantage. 

TAKE ADVANTAGE OF REDUNDANCIES 
IN THE COMPONENT FILTERS
This approach can provide substantial gains in some situations, 
but depends on the kind of filters that are being combined. For 

example, transform-domain or subband filters can share the trans-
form or filter-bank blocks that process the input signal ( ) .nu

A second example is based on the following observation [54]: if fil-
ters using the same input regressor ( )nu  are combined, the weight 
estimates ( )nwi  will be, most of the time, similar. Therefore, one 
could update only one of the filters [say, ( )],nw1  and the difference
between this filter and the others. The important observation is that, 
if the entries of ( )nw1  and ( )nw2  are real values ranging from, say, 

1-  to ,1+  the range of the entries of ( ) ( ) ( )n n nw w w2 2 1d = -

will most of the time be smaller, from 2 Bc- -  to ,2 Bc+ -  for some 
number of bits .B 0c 2  If the filters are implemented in custom or 
semicustom hardware, this observation can be used to reduce the 
number of bits allocated to ( ),nw2d  reducing the complexity of all 
multiplications related to the second filter, both for computing the 
output and for updating the filter coefficients. In summary, this idea 
amounts to making the filters share the most significant bits in all 
coefficients, and adapting them with the step size of the fast filter. 
During convergence, when the difference between the filters is 
expected to be more significant, disregarding the most significant 
bits of the difference filter has the effect of working just as a weight 
transfer mechanism from the fast to the slow filter. 

To take full advantage of the reduced word length used to 
store ( ),nw2d  the output of the second filter and the difference 
filter update should be computed as shown in Table 6. Steps 3 and 
6 of the algorithm can be computed with a reduced word length. 
As can be seen, all the costly operations related to the second fil-
ter are computed with a reduced word length. Using this tech-
nique, it is possible to use for the difference filter a word length of 
about half that of the first filter, with little to no degradation in 
performance, compared to using full word length for all variables. 

SIGNAL MODALITY CHARACTERIZATION
As we have already discussed, one of the main advantages of the 
combination approach to adaptive filters is its versatility. In the 
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[FIG9] Hierarchical and one-layer combination schemes for an arbitrary number of filters .K  (a) The hierarchical scheme: In the first 
layer, we carry out two combinations of two adaptive filters with complementary settings, and their outputs are combined in the 
upper layer. (b) The combination of K  adaptive filters following the one-layer approach. The affine schemes of [50] and [19] adapt 
K 1-  mixing parameters, whereas the convex combination of [19] and [51] requires the adaptation of K  parameters.
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[TABLE 6] THE REDUCED-COST COMBINATION THROUGH DIFFERENCE 
FILTER (USING TWO LMS FILTERS AS AN EXAMPLE).

ALGORITHM STEP EQUATION WORD LENGTH 

1—FIRST FILTER ERROR: ( ) ( ) ( ) ( )e n d n n nu w1 1= - < FULL

2—UPDATE FIRST FILTER: ( ) ( ) ( ) ( )n n n n1w w ue1 1 1 1n+ = + FULL

3—OUTPUT OF DIFFERENCE FILTER: ( ) ( ) ( )y n n nu w2 2d d= < REDUCED

4—SECOND FILTER ERROR: ( ) ( ) ( )e n e n y n2 1 2d= + FULL

5—OUTPUT ERROR: ( ) ( ) ( ( )) ( )n e n n e n11 2m m+ - FULL

6—UPDATE DIFFERENCE FILTER: ( ) ( ) ( )e n e n e n2 2 1 1n n= -d REDUCED

( ) ( ) ( ) ( )n n e n n1w w u2 2d d+ = + d

remainder of the article, we illustrate the applicability 
of this strategy in different fields where adaptive filters 
are generally used. 

As a first application example, a combination of adap-
tive filters can be employed to characterize signal modal-
ity, for instance, whether a particular signal is generated 
through a linear or nonlinear process. This observation 
has been successfully applied to track changes in the 
modality of different kinds of signals, including the elec-
troencephalogram [55], complex representations of wind 
and maritime radar [56], or speech [22]. To illustrate the 
idea, we consider the characterization of the linear/non-
linear nature of a signal along the lines of [22], which uses a con-
vex combination of an NLMS filter and a normalized nonlinear 
gradient descent (NNGD) algorithm to predict future values of the 
input signal 

( ) ( ) ( ) [ ( )] ( ) .u n n u n n u n1 1 1 1NLMS NNGDm m+ = + + - +t t t

The mixing parameter of the combination, ( ),nm  is adapted to 
minimize the square error of the prediction. A value ( )n 1.m

means that an NLMS filter suffices to achieve a good prediction 
allowing us to conclude that the input signal ( )u n  is intrinsi-
cally linear. In the other extreme, when ( )nm  approaches zero, 
the predominance of the NNGD prediction suggests a nonlinear 
input signal. Figure 10 shows the time evolution of the mixing 
parameter for a single realization of the algorithm, when we evalu-
ate a signal that alternates between linear autoregressive processes 
(of orders 1 and 4) and two benchmark nonlinear signals 
described in [22, eqs. (9)–(12)]. Information about the linear/non-
linear nature of the signal can be easily extracted from the evolu-
tion of the mixing parameter ( ) .nm

ADAPTIVE BLIND EQUALIZATION
Adaptive equalizers are widely used in digital communications to 
remove the intersymbol interference introduced by dispersive 

channels. To avoid the transmission of pilot sequences and use the 
channel bandwidth in an efficient manner, these equalizers can be 
initially adapted using a blind algorithm and switched to a deci-
sion-directed (DD) mode after the blind equalization achieves a 
sufficiently low steady-state MSE. The selection of an appropriate 
switching threshold is crucial, and this selection depends on many 
factors such as the signal constellation, the communication chan-
nel, or the SNR. 

An adaptive combination of blind and DD equalization modes 
can be used, where the combination layer is itself adapted using a 
blind criterion. This combination scheme provides an automatic 
mechanism for smoothly switching between the blind and DD 
modes. The blind algorithm mitigates intersymbol interference 
during the initial convergence or when abrupt changes in the 
channel occur. Then, when the steady-state MSE is sufficiently 
low, the overall equalizer automatically switches to the DD mode 
to get an even lower error. The main advantage of this scheme is 
that it avoids the need to set a priori the transition MSE level [57], 
and automatically changes to DD mode as soon as a sufficient 
equalization level is attained. 

Figure 11 illustrates the performance of the combination 
scheme as well as of other well-known schemes for blind equaliza-
tion [58]–[61]. In all cases, the multimodulus algorithm (MMA) 
and the LMS algorithm were used for the blind and DD 

[FIG10] The signal modeling characterization using a combination of linear and nonlinear filters. The mixing parameter is an effective 
indicator of the linear/nonlinear nature of the input signal generation process.
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[FIG11] The peformance of blind equalization methods. (a) MSE time evolution averaged over 1,000 runs. (b) The distribution of 
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equalization phases, respectively. The communication scenario 
considers the transmission of a 256-quadrature amplitude modu-
lation signal through a telephonic channel with an SNR of 40 dB, 
including an abrupt change at . .n 2 5 105#=  Figure 11(a) shows 
the MSE evolution for all methods averaged over 1,000 independ-
ent runs, whereas Figure 11(b) illustrates the distribution of the 
switching time between blind and DD modes, considering that 
the switching to DD mode is complete when the MSE reaches 

16-  dB for a particular run. We can conclude that the combin-
ation scheme does a better job at detecting the right moment for 
commuting to DD mode. Furthermore, the smaller variance 
observed in the switching iteration suggests that the combination 
method is more robust than other methods to the particularities 
of the simulation scenario. 

This example shows that the combination approach can be 
used beyond MSE adaptive schemes. Here, we considered blind 
cost functions that exploit properties of high-order moments of 
the involved signals, both at the individual filter and at the com-
bination layer levels. Similar uses can be conceived in other appli-
cations where high-order moments are frequently used, such as 
blind source separation. 

SPARSE SYSTEM IDENTIFICATION
Sparse systems have gathered a lot of attention. These systems are 
characterized by long impulse responses with only a few nonzero 

coefficients, and are frequently encountered in applications such 
as network and acoustic echo cancelation [62], compressed sens-
ing [63], high-definition television [64] and wireless communica-
tion and multiple-input, multiple-output channel estimation [65], 
[66], among many others. 

In the literature, several adaptive schemes have exploited such 
prior information to accelerate the convergence toward the sparse 
optimum solution. For instance, proportionate adaptive filters 
assign to each coefficient a different step size proportional to its 
amplitude [23], [67]. A recent approach [68] promotes sparsity 
based on adaptive projections where the sparsity constraints are 
included considering 1,  balls and giving rise to a convex set whose 
shape is a hyperslab. An important family of sparse adaptive algo-
rithms [69]–[71] incorporates sparsity enforcing norms into the 
cost function minimized by the filter. 

The zero-attracting LMS (ZA-LMS) filter [69] uses a stochastic 
gradient descent rule to minimize a cost function that mixes the 
square power error and the 1, -norm penalty of the weight vector. 
The update equation for this adaptive scheme reads: 

( ) ( ) ( ) ( ) [ ( )],sgnn n e n n n1w w u wn t+ = + - (24)

where function sgn [ ]·  extracts the sign of each element of the 
vector, and parameter t  controls how the sparsity is favored in the 
coefficient adaptation. In fact, 0t =  turns (24) into the standard 
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LMS update, removing any ability to promote sparsity. This 
scheme has shown improved performance with respect to the 
standard LMS algorithm when the unknown system is highly 
sparse; however, standard LMS outperforms ZA-LMS scheme 
when the system is dispersive. For this reason, there exists a trade-
off related to the degree of sparsity of the system, which unfortu-
nately is usually unknown a priori, or can even vary over time. 

Here we cover two approaches specially designed to alleviate 
this compromise: 

■ Scheme A: An adaptive convex combination of the ZA-
NLMS filter, i.e., a sparsity-norm regularized version of the 
NLMS scheme and a standard NLMS algorithm [72]. This 
approach constitutes the straightforward application of com-
bination schemes to alleviate the compromise regarding the 
selection of parameter t  in the ZA-NLMS filter. 
■ Scheme B: A block-wise biased adaptive filter, depicted in 
Figure 12, where the outputs of Q  nonoverlapping blocks of 
coefficients of an adaptive filter are weighted by different scal-
ing factors to obtain the overall output [73] 

( ) ( ) ( ),y n n y nc q q
q

Q

1
m=

=

/ (25)

where ( )y nq  is the partial output of each block, and 
( ) [ , ]n 0 1q !m  with , ...,q Q1=  are the shrinkage factors that 

adapt to minimize the power of ( ) ( ) ( ) .e n d n y nc c= -  This 
scheme manages the well-known bias versus variance com-
promise in a block-wise manner [73]: if the MSD in the qth 
block is much higher than the energy of the unknown system 
in this block, ( )nqm  will tend to be zero, biasing the output of 
the block ( )y nq  toward zero but reducing the output error. 

The shrinkage factors ( )nqm  therefore act as estimators for the 
support (set of nonzero coefficients) of the filter. 

Regarding the estimation of these scaling factors ( ),nqm

with , ..., ,q Q1=  it can be shown that their optimal values lie 
on the interval ( , )0 1  [73]. Therefore, proceeding as in [38], we 
can reinterpret each element in the sum of (25) as a convex 
combination between ( )y nq  and a virtual filter whose output 
remains constant and equal to zero. This is useful, because it 
implies that we can employ rules similar to cvx-LMS and cvx-
PN-LMS reviewed in the section “Estimating the Combination 
Parameter” for adjusting parameters ( ) .nqm  It should be noted 
that, for this kind of scheme, the ability to model sparse systems 
increases with the number of blocks ,Q  since the length of each 
block decreases. However, the computational cost associated 
with the adaptation of the mixing parameters also increases 
with .Q
To illustrate both approaches, we have carried out a system 

identification experiment with an unknown plant with 1,024 
taps, whose sparsity degree changes over time considering white 
noise as input signal and SNR dB20= . We start with a very 
sparse system (only 16 active taps), that abruptly changes at 

,n 40 000=  to a plant with 128 active coefficients, and finally, at 
, ,n 80 000=  we employ a more dispersive unknown system with 

512 active taps. Figure 13 shows the MSD reached by Scheme A 
and Scheme B, considering two different possibilities for the 
number of blocks .Q

As expected, Scheme A shows a robust behavior with respect 
to the sparsity degree of the unknown plant, behaving as well as 
its best component filter. Scheme B provides an attractive alter-
native, whose performance improves when the length of each 
block is reduced. Comparing both schemes, the computational 
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[FIG12] A block diagram of Scheme B. Each block of the adaptive filter ( )nw  is represented as a complete filter computing its output 
using just the indicated coefficients.
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cost of Scheme B is smaller than that of Scheme A, even when 
.Q 256=  In this situation, we also observe that Scheme B out-

performs Scheme A in terms of MSD for highly and medium 
sparse systems. 

ACOUSTIC ECHO CANCELATION
Combination filters have been successfully employed in acoustic sig-
nal processing applications, such as active noise cancelation [30], 
[31], adaptive beamforming [29], and acoustic echo cancelation, 
where combination schemes have been used in linear cancelation 
(considering both time-domain [23] and frequency-domain [24] 
schemes), and in nonlinear acoustic echo cancelation [25], [26], [74]. 

The abundance of portable devices has been motivating the 
inclusion of nonlinear models in the adaptive scheme of acoustic 
echo cancelers (see Figure 14), to compensate for the nonlinear 

distortion caused by low-cost loudspeakers fed by power amplifi-
ers driven at high levels. One of the main solutions used for this 
purpose is the VF, which is able to represent a large class of non-
linearities with memory [75]. 

The output of a VF can be calculated as the addition of partial 
outputs of different kernels, each one representing an order of 
nonlinearity, i.e., 

( ) ( ) ( ),y n y n h u n i, ,...,p
p

P

i

N

p i i
i i

N

q
q

p

p

P

1 0

1

1

1

11

p

p

p p

p

1

1g= = -
= =

-

= -

-

==

%/ / // (26)

where ( )y np  corresponds with the output of the pth kernel with 
length ,Np P  is the number of kernels that compose the VF and 
h , ,...,p i ip1  represents the adaptive coefficients of the pth kernel. For 
instance, the output of a VF of order P 2=  can be obtained as 

( ) ( ) ( ),y n y n y n1 2= +  where ( )y n1  is the output of the linear 
kernel, and ( )y n2  represents the output of the quadratic kernel, 
responsible for the modeling of second-order nonlinearities. 
Despite the large computational cost associated with the operation 
of a VF, the success of this nonlinear filter lies in the simplicity of 
the adaptation of the coefficients in each kernel h , ,...,p i ip1 , which 
permits the employment of update rules similar to those of linear 
adaptive filters. For this reason, VFs present similar tradeoffs to 
those of linear filters, in particular the selection of the step size, and 
the memory of the kernels. 

In [25], two different schemes were proposed to alleviate such 
compromises, called the combination of VFs and combination of 
kernels (CKs); see Figure 15. The first approach constitutes a 
straightforward application of the combination idea, i.e., the out-
put of the combined scheme is calculated mixing different VF 
outputs, each one obtained by means of (26), and following any of 
the schemes included in the section “Combination of Several 
Adaptive Filters.” However, the second scheme proposes a special 
kind of VF, where each kernel is replaced by a combination of 

u (n)
h (n)

d (n)

e0(n)

e (n) = d (n) – y (n)y (n)
Adaptive
Scheme

+
–

[FIG14] The acoustic echo cancelation scenario. Signal ( )nu  stands 
for the input signal, ( )e n0  is the background noise at microphone 
location, ( )h n  represents the room impulse response that 
describes the acoustic propagation (linear in nature). Depending on 
the behavior of the loudspeaker and the power amplifier, 
nonlinear distortion can be found in the desired signal ( ) .d n The 
adaptive scheme tries to minimize the power of the cancelation 
error ( ),e n  incorporating nonlinear models if necessary.
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kernels with complementary settings. For the case of a combina-
tion of two kernels per order, the output of the CK scheme reads 

( ) ( ) ( ) ( ) [ ( )] ( ),y n y n n y n n y n1, ,p
p

P

p p p p
p

P

1
1 2

1
m m= = + -

= =

/ / (27)

where the outputs of two kernels of order ,p ( ),y n,p 1  and 
( ),y n,p 2  are combined by means of the mixing parameter ( ) .npm

Both algorithms reach similar performance but CK is a more 
attractive scheme regarding the computational cost [25]. 

We should note that the performance of VFs is also subject to a 
tradeoff related to the number of kernels, since the degree of non-
linearity present in the filtering scenario is rarely known a priori.
This compromise directly affects the nonlinear acoustic echo 
cancelers: if only linear distortion is present in the echo path, the 
adaptation of nonlinear kernels degrades the performance of the 
whole VF, which behaves worse than a simple linear adaptive filter. 

To deal with this compromise, a nonlinear acoustic echo can-
celer, represented in Figure 15 using both the combination of VFs 
and the CK approaches, was proposed in [25] considering two 
requirements: the robustness with respect to the presence or 
absence of nonlinear distortion, and the fact that the acoustic 
room impulse response ( )h n  is strongly variant. The first 
requirement is dealt with considering a combination of a quad-
ratic kernel and a virtual kernel named all-zeros kernel, with all 
coefficients equal to zero and no adaptation, whose partial out-
put is always zero. Regarding the second requisite, a combin-
ation of two linear kernels with different step sizes serves to 
provide a fast reconvergence and a low steady-state error. 

The output of this algorithm, considering the CK scheme, is 

( ) ( ) ( ) [ ( )] ( )

( ) ( ) [ ( )] · ,

y n n y n n y n

n y n n

1

1 0

, ,

,

1 1 1 1 1 2

2 2 1 2

linear part

nonlinear part

m m

m m

= + -

+ + -

1 2 344444444 44444444

1 2 34444444 4444444
(28)

where ( )y n,1 1  and ( )y n,1 2  are the outputs of two linear kernels 
with different step sizes, ( )n1m  is the mixing parameter to com-
bine them, ( )y n,2 1  is the output of the quadratic kernel, and 

( )n2m  is the mixing parameter to weight the estimation of the 
nonlinear echo. 

Figure 16 represents the performance of the proposed non-
linear acoustic echo canceler, compared with that of all the 
adaptive filters (linear and nonlinear) that could be designed 
with its kernels, in terms of the ERLE computed as 

( )
{[ ( ) ( )] }

.{[ ( ) ( )] }logn
e n e n
d n e n10ERLE

E
E

0
2

0
2

_
-

- (29)

The proposed scheme reaches the best performance, behaving as a 
combination of linear filters when only linear distortion is present 
( ) .t 30 s#  In this case, ( )n 02 .m  and the quadratic kernel is not 
considered in the output of the filter, avoiding the performance 
degradation of the proposed scheme with respect to that of linear 
filters. At the end of the experiment ( ),t 90 s2  when strong non-
linear distortion is considered, ( ) ,n 12 .m  and the output of the 
quadratic kernel is fully incorporated, providing the ability to 
model nonlinearities. In an intermediate case, during 

,t30 90s s1 #  the proposed scheme slightly outperforms both 
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[FIG15] A nonlinear acoustic echo canceler based on combination of filters. (a) A hierarchical combination of filters (linear and VFs) where 
each filter adapts employing its own error signal, for instance ( ) ( ) ( ) .e n d n y n, ,L L1 1= -  (b) A special VF based on the combination of 
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linear and nonlinear filters. In addition, the algorithm shows a 
suitable reconvergence when the room impulse response abruptly 
changes, thanks to the combination of two linear kernels with dif-
ferent step sizes, as it can be seen after .t 60 s=

CONCLUSIONS AND OPEN PROBLEMS
Combinations of adaptive filters constitute a powerful approach to 
improve the performance of adaptive filters. In this article, we 
have reviewed some of the most popular combination schemes, 
highlighting their theoretical properties and limits. Practical algo-
rithms to combine adaptive filters need to implement estimation 
methods to adjust the combination layer, taking into account the 
possibly time-varying conditions in which the filter operates. 

We have reviewed several of the methods that have been pro-
posed in the literature, paying special attention to gradient meth-
ods. Power-normalized algorithms are particularly interesting, 
since they simplify the selection of parameters and result in a more 
robust behavior when the statistics of the filtering scenario are 
(partly) unknown, which is frequently the case. The versatility of 
the approach has been demonstrated through several examples in a 
variety of applications. We have seen that, in all studied scenarios, 
combination schemes offer competitive performance when com-
pared to state-of-the-art methods for each application. This fact, 
together with the inherent simplicity of the approach, make com-
bination structures attractive for demanding applications requiring 

enhanced performance, as illustrated by examples and references 
given in the article. 

In our opinion, some of the most interesting open problems to 
be addressed are: 

■ the selection and design of component filters with reduced 
cross-EMSE, with the goal to minimize the overall EMSE  
■ providing and exploiting strategies to reduce the cost of 
combined schemes, trying to develop new structures whose 
complexity is close to that of an individual filter  
■ extensions to other application domains where different kinds 
of compromises and performance tradeoffs may be present.
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James L. Flanagan: A Scholar and a True Gentleman

James L. Flanagan

J
ames (Jim) L. Fla-
nagan was born 26 
August 1925 and 
grew up on a cot-
ton farm in Green-

wood, Mississippi. He 
graduated from high 
school in 1943 and com-
pleted his freshman year at 
Mississippi State University 
before joining the U.S. 
Army at age 18. He 
returned home about three 
years later, picked up his studies with the 
help of the G.I. Bill, and graduated with a 
B.S. degree in electrical engineering. He 
continued his education at the Massachu-
setts Institute of Technology (MIT), where 
he received the M.S. and doctor of science 
degrees in electrical engineering in 1950 
and 1955, respectively. He was assistant 
professor of electrical engineering at Mis-
sissippi State University (1950–1952) and 
an electronic scientist at the Air Force 
Cambridge Research Lab (1955–1957). In 
1957, he joined AT&T Bell Laboratories. 
He was with Bell Laboratories for 33 years, 
retiring in 1990 as director, Information 
Principles Research Laboratory. Subse-
quently, Jim served 15 years as a Board of 
Governors professor and university vice 
president for research at Rutgers Univer-
sity, New Jersey. Jim retired from Rutgers 
in 2005 at the age of 80.

I first met Jim Flanagan in 1963 when 
I was given the opportunity to join his 
department as a fresh new MIT coopera-
tive (co-op) education student. Jim 
quickly became my mentor, boss, col-
league, and, most of all, friend. I knew him 
for more than 50 years, and it has been an 

honor and a privilege to 
know the man as well and 
as long as I did.

TECHNOLOGICAL 
CONTRIBUTIONS 
It goes without saying that 
first and foremost, Jim Fla-
nagan was an outstanding 
technologist. His research 
career spanned digital 
communications, speech 
processing, and acoustics. 

His individual research included com-
prehensive modeling of basilar membrane 

motion in the inner ear, leading to useful 
engineering models of auditory signal pro-
cessing. It also provided the theoretical 
basis and experimental development of a 
physiologically based model of vocal exci-
tation for speech production, which pro-
vided a basis for advanced types of 
vocoders. Jim’s early research included 
theoretical and practical studies of for-
mant and phase vocoders along with 
perceptual experiments that quantified 
the relationship between hearing and 
speech models and led to an under-
standing of fundamental discrimination 
limits of the ear.

JAMES L. FLANAGAN (1925–2015)

Birthplace
Greenwood, Mississippi, United States

Education
B.S.E.E. degree, 1948, Mississippi State University; 
S.M.  and Sc.D.  degrees, 1950 and 1955, respec-
tively, Massachusetts Institute of Technology 

First Job
Assembling Christmas toys for J.C. Penney Co. 
in Greenwood 

Major Awards
IEEE Medal of Honor, L.M. Ericsson Interna-
tional Prize in Telecommunications, National 
Medal of Science, Marconi International Fellowship, Gold Medal of the Acoustical 
Society of America; Member of National Academy of Sciences and National Acad-
emy of Engineering

Connections to IEEE Signal Processing Society (SPS)
President, IEEE SPS; Society Award, SPS, 1975; IEEE James L. Flanagan  Speech 
and Audio Processing Award, sponsored by SPS

In His Own Words
Oral History Interview with J.L. Flanagan, IEEE Global History Network, April 1997. 
[Online]. Available:  http://ethw.org/Oral-History:James_L._Flanagan
“Curious Science,” IEEE Signal Processing Mag., vol. 26, no. 3, pp. 10–36, May 2009. 
DOI: 10.1109/MSP.2009.93221

Read More About Him
T. S. Perry, “Sultan of Sound,” IEEE Spectrum, vol. 42, no. 5, pp. 44–48, May 2005
Obituary, IEEE Inside Signal Processing eNewsletter, Sept. 2015.

Established in 2002, the IEEE 
James L. Flanagan  Speech 
and Audio Processing Award 
was named after Flanagan.
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He led research efforts that resulted 
in the development of what are known 
as adaptive waveform coders. These cod-
ers automatically adjust to characteris-
tics of the speech that they encode. His 
work on waveform coders provided the 
basis for many of the low bit rate coders 
presently used.

He was a pioneer in the field of speech 
and audio processing, and he had outstand-
ing insights that changed the way we com-
municate both people to people and people 
to machines. Jim always had an eye on 
long-term goals, at the same time working 
on current technologies that greased the 
wheels for the many technical contribu-
tions made during his long career. By way 
of example, Jim set as his early research 
goal a tentimes reduction in bandwidth of 
the channel for human-to-human voice 
communication. When queried as to why 
such an aggressive goal, he would invari-
ably reply that AT&T would derive the most 
benefit from attaining the goal. 

Another example of Jim’s ability to see 
into the future was his long-range goal of 
inventing ways to give a computer a 
mouth to speak and an ear to listen and 
learn. Much of the research that led to 
today’s working synthesis and recognition 
systems originated in Jim’s lab, thereby 
realizing his vision of customer care by 
machine-generated voice commands.

Perhaps the best validation of Jim’s 
vision in this area was his paper “Computers 

that Talk and Listen; Man-Machine Com-
munication by Voice,” which was published 
in 1976 in Proceedings of the IEEE. This 
paper predicted user agents such as Siri and 
Cortana—39 years before their appearance 
in today’s smartphones.

Finally, Jim had a clear vision of how a 
range of disparate multimedia technolo-
gies could work in unison to create some-
thing bigger and more useful as a whole. 
He called this idea the HuMaNet (Human-
to-Machine Network) system integrating 
voice and image processing technologies 
along with advanced networking capabil-
ity, leading to the concept of agent-based 
visual systems.

No set of reflections on the technical 
achievements of Jim Flanagan could be 
considered authoritative without the 
mention of Jim’s classic and pioneering 

textbook, Speech Analysis, Synthesis, 
and Perception. This book has correctly 
been referred to as the “bible of speech 
processing” and has been used to resolve 
issues and provide insight in speech pro-
cessing for the past 50 years and will 
undoubtedly continue in this role for 
many years to come.

Finally, Jim was the author or coau-
thor of more than 200 publications and 
more than 50 patents, including the 
design patent on the artificial larynx 
(providing speaking capability to peo-
ple who had tracheotomies) and one 
patent on handling voice in a data net-
work, which was a forerunner to voice 
over IP services.

In addition to the numerous techno-
logical contributions, Jim was widely 
recognized as an insightful technical 
speaker and writer. He had a real knack 
for getting to the essence of complex 
concepts and making them clear to an 
audience with a wide range of experi-
ence and technical expertise.

MANAGERIAL SKILLS
Jim spent most of his technical career 
managing other individuals as a depart-
ment head and then as a lab director. He 
guided the careers of more than two gen-
erations of individuals who grew to posi-
tions of prominence in their own right. 
Starting with MIT co-op students, Jim was 
always available to discuss the options 
people had in their technical careers and 
give them well thought out advice as to 
how best to proceed with virtually any 
aspect of their technical careers. I was one 
of the early MIT co-ops, as were Joe Hall 
and Aaron Rosenberg, and all of us contin-
ued to work with Jim until his retirement 
as manager at Bell Labs.

Jim Flanagan was an outstanding 
judge of technical talent and thereby 
was able to attract and hire the best and 
the brightest individuals. Jim also real-
ized that a lot of good talent was out-
side Bell Labs, and he continually 
thought of ways to bring such talent 
into Bell Labs to work alongside mem-
bers of his department. Through such 
programs, Jim attracted Kenzo Ishizaka 
to work with him on vocal cord models 
for the human vocal tract, Fumitada 

James L. Flanagan, center, with fellow Bell Laboratories scientists, Ron Schafer (left) and 
Larry Rabiner (right), in 1970.

THE BEST VALIDATION 
OF JIM’S VISION WAS

HIS 1976 PAPER 
“COMPUTERS THAT
TALK AND LISTEN; 

MAN-MACHINE 
COMMUNICATION BY 

VOICE”—40 YEARS BEFORE 
SIRI AND CORTANA IN 

SMARTPHONES.
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Itakura to work on speech recognition, 
and Sadaoki Furui to work on speaker 
verification, among dozens of other 
such collaborations.

A hallmark of Jim’s managerial skills 
was the general feeling of the broad 
research community that every time one 
research challenge was met and solved by 
members of Jim’s team, Jim was already 
prepared with a new set of challenges for 
the team, thereby illustrating his out-of-
the-box thinking skills.

As a manager, Jim considered it his 
responsibility to call attention to the 
accomplishments of the researchers 
under his supervision. He did this for 
33 years at Bell Labs and for 15 years 
at Rutgers. Although he contributed 
many ideas as part of his management 
style, he was scrupulous in giving 
credit where it was due to those who 
picked up on his ideas and carried 
them forward.

Jim inspired individuals to be the 
best that they could be, and he took 
interest in all aspects of their technical 
growth and technical maturity. He 
guided individuals by such basic princi-
ples such as “you never get a second 
chance to make a great first impres-
sion,” generally followed by the sage 
advice to “do it right the first time.”

OUTSTANDING SERVICE TO
THE TECHNICAL COMMUNITY
AND TO THE NATION
Jim Flanagan was a model in his role 
of providing outstanding service to 
the technical community and to the 
nation. While at Bell Labs, Jim served 
the nation at a critical time in history 
by being part of a Blue Ribbon com-
mittee that analyzed the infamous 
18-min gap in the Watergate tapes, 
and by his service in the analysis of 
the final spoken words in the Chal-
lenger explosion.

Jim believed strongly in the role of ser-
vice as a way of paying back the debt you 
accumulated by taking advantage of all 
that the various technical societies offered. 

The way to pay off that debt was to volun-
teer and assume leadership positions in 
both the IEEE (where Jim served as presi-
dent of the Group on Audio and Electroa-
coustics) and the Acoustical Society of 
America, where he served as president. 
Jim also had a way of making sure that all 
the people that he mentored also assumed 
positions of leadership at the appropriate 
times in their technical careers.

RECOGNITION OF 
TECHNICAL ACHIEVEMENTS
Jim received numerous awards through-
out his career, including the 1996 
National Medal of Science, presented at 
the White House by U.S. President Bill 
Clinton, the Gold Medal of the Acoustical 
Society of America in 1986, and the 
IEEE Medal of Honor in 2006. Jim was 
elected to the National Academy of Engi-
neering in 1978 and to the National 
Academy of Sciences in 1983.

For his groundbreaking contribu-
tions, the IEEE established the IEEE 
James L. Flanagan Speech and Audio 
Processing Award in 2002. This award is 

sponsored by the IEEE Signal Process-
ing Society and is awarded to individu-
als for an outstanding contribution to 
the advancement of speech and/or audio 
signal processing.

Jim is survived by his wife Mildred Bell 
(Flanagan); sons Stephen, James, and 
Aubrey; and grandchildren Aubrey, James, 
Bryant, Antonia, and Hanks.

Jim Flanagan was a very special indi-
vidual, and he will be missed both by his 
family and by his many friends.
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Flanagan demonstrating an artificial larynx to high school students visiting Bell Labs 
in 1965. 
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Polyphase Channelizer Demystified

S
ince the late 1970s, numerous 
instances of design and applica-
tions of channelizers or chan-
nelization receivers have been 
widely reported. With the 

advent of high-speed field programmable 
gate arrays, new-generation architectures 
for implementation with reduced hard-
ware have emerged in the past decade. 
However, these discrete processing tech-
niques have evolved independently of the 
classical analog techniques, which were 
used until a generation earlier. These digi-
tal processing methods are not the digi-
tized forms of their analog counterparts 
and are far superior in performance and 
flexibility in comparison to the legacy sys-
tems. Most of the reported literature in 
this area requires a level of analytical com-
prehension that may be too demanding for 
a student at an entry level in the subject. 
Keeping this in mind, we are, in this lec-
ture note, presenting an alternative graph-
ical analysis of a polyphase channelizer 
with a four-channel case study. This exam-
ple can be easily generalized for an 
M-channels receiver case.

RELEVANCE
This lecture note provides a detailed pic-
torial representation of the channeliza-
tion receiver operation in a manner that 
even an undergraduate student with an 
elementary knowledge of multirate digi-
tal signal processor (DSP) will find easy 
to grasp. In most traditionally oriented 
designs, it is observed that a digital 
receiver tries to emulate an existing ana-
log receiver implementation that can be 
constrained in performance, and it usu-
ally results in the suboptimal utilization 

of the features in the currently available 
hardware. Here, we illustrate a typical 
case wherein, the adoption of improved 
processing techniques like multirate 
DSP will lead to better system design. It 
is imperative to explain alternate views 
of receiver architecture designs and 
novel applications of a DSP at an under-
graduate stage itself. This lecture note 
emphasizes visualization and does not 
resort to a thorough analytical treatment 
to provide an intuitive understanding of 
the operations of a channelizer in line 
with popular titles such as [1]. Such an 
approach can complement material 
already available on this subject, which 
describes the underlying mathematical 
principles [2]–[5].

PREREQUISITE
The reader only requires a basic under-
standing of discrete-time Fourier signal 
processing and associate spectra due to 
the effect of sampling. An appreciation of 
the polyphase decomposition is also useful 
but not necessary.

DOWNSAMPLING AND POLYPHASE 
REPRESENTATION
One of the basic operations in multirate 
DSP is decimation, or downsampling, in 
which samples from a higher-sampled 
input sequence are dropped to yield a 
lower-sampled one. The downsampling 
factor M (M  is a positive integer) is the 
ratio of the input to output sampling rates 
between the input sequence [ ]x n and the 
downsampled sequence [ ] [ ] .x n x Mnd =

The downsampling process, while easy to 
visualize in the time domain, presents a 
different view in the frequency domain [6].
The discrete-time Fourier transform 
(DTFT) of the input sequence [ ],x n  which 
is a sampled version of a continuous time 

signal ( )x tc with a sampling frequency 
/ ,f T1s = is

.eX T X j T T
k1 2

c
j

k

~ r= -
3

3
~

=-

/^ fh p> H (1)

Similarly the DTFT of the output sequence 
[ ],x nd which is at a lower sampling rate of 

/ ,f Ms is

.eX X j r1 2
MT MT MTd c

j

r

~ r= -
3

3
~

=-
/^ ch m; E

(2)

Subst i tut ing ,r m kM= + where 
m M0 1# # -  and ,k< <3 3-  (2) is 

simplified to obtain

.

eX M

T X j m
T

k

1

1 2 2
MT

d

c

j

m

M

k

0

1

~ r r

=

- -
3

3

~

=

-

=-

/

/

^

e

h

o= G) 3
(3)

Comparing (3) with (1), the expression for 
the down sampled spectrum is given by

.e eX M X1
d

j

m

M
j M

m

0

1 2
=~

~ r

=

- -/^ `h j (4)

The effect is seen to be twofold: the origi-
nal spectrum is scaled by a factor of M
and linearly combined with ( )M 1-
shifted versions of the same. For example, 
substituting M 2= in (4), we get:

.e e eX X X2
1

d
j j j2 2= +~

~ ~
r-^ ^ ` `h h jj8 B (5)

For a simple band-limited spectrum, the 
effect can be easily illustrated in a graphical 
form for M 2=  as shown in Figure 1(a) 
and (b). Note that the frequency axis in 
both cases are the same even though for 
the downsampled spectra, the new normal-
ized Nyquist fold-over frequency will be 
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( / ) .M2r  The green shaded portion in 
Figure 1(b) is the original spectrum while 
the red shaded portion is the aliased, or 
shifted, spectrum. The effective computa-
tions involved in filtering the downsampled 
sequence can be reduced by the use of the 
Noble identity for downsampling, whose 
general form is given in Figure 2(a) [2], [3]. 
In the case of a unit delay, the application 
of the Noble identity for downsampling 
results in a phase shift in the frequency 
domain, which is illustrated in Figure 2(b).

For a sequence which is downsampled 
with a delay of p samples, the resulting 
spectrum is given by [3]:

.e e eX M X1
d

j

m

M
j M

m j M
pm

0

1 2 2
=~

~ r r

=

- - -/^ ^h h
(6)

For M 2= along with a unit delay 
( ),p 1=  (6) gives

.e e eX X X2
1

d
j j j2 2= -~

~ ~
r-^ ^ ` `h h jj8 B (7)

In the case of the spectrum given in 
Figure 1(a), the effect of an additional unit 
delay on the downsampling operation is 
indicated in Figure 3. As in the previous 
case, the green shaded portion is the origi-
nal spectrum while the red shaded portion 
is the aliased or shifted spectrum. As a 
result of the additional unit delay, the 
shifted spectra is also flipped in amplitude. 
Similar results apply for upsampling oper-
ations as well (which we skip for brevity). 

The very fact that downsampling intro-
duces aliasing implies that the input signal 
must be further band limited prior to 
downsampling. This filtering operation per-
formed prior to downsampling is not an 
appealing choice since it involves discarding 
some of the convolution results once they 
have been computed. An alternative is to 
only compute the necessary samples 
required and forwarding the same. This 

approach yields a very useful polyphase 
structure, which can be used to implement 
downsampling efficiently. Given an input 
sequence [ ]u n and a filter impulse 
response [ ],h n e.g., consider a finite 
impulse response (FIR) with length ,N the 

output [ ]nx after filtering can be written as 
the linear convolution given by

* .x n u n h n u k h n k
k

N

0

1
= = -

=

-

/6 6 6 6 6@ @ @ @ @
(8)

u [0] u [16]

h [0–k]

h [4–k]

h [8–k]

h [12–k]

h [16–k]

[FIG4] The polyphase subsequences for downsampling.

–π π

Xd(e jω)

–2π 0 2π

[FIG3] The output spectrum after unit delay and decimation by two.

M M

M M

x [n ] x [n ]y [n ] y [n ]H [zM ]

z–1/M

H (z )

x [n ] x [n ]y [n ] y [n ]z–1

(a)

(b)

[FIG2] (a) The Noble identity for downsampling operation. (b) The phase shift as a 
result of the Noble identity in downsampling.

–2π –π π 2π0 –2π –π π 2π0

X(e jω) Xd (e jω)X(XX e jω)ωω XdXX (e jω)ω

(a) (b)

[FIG1] (a) The input spectrum to the decimator. (b) The output spectrum of decimator ( ) .M 2=
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The downsampled (downsampling fac-
tor )M output y is then given by 

[ ] [ ],n x Mny =  and (8) can be modified as

.y n x Mn u k h Mn k
k

N

0

1
= = -

=

-

/6 6 6 6@ @ @ @ (9)

Figure 4 provides a graphical illus-
tration of (9) for an FIR filter with 
impulse length N 12= and a downsam-
pling factor .M 4= The shifts for which 
the output is discarded by downsam-
pling are not shown. It is apparent that 
certain groups of the filter coefficients 
(shaded by appropriate colors) are oper-
ating on specific sample indices of the 
input sequence [ ] .u n

By introducing an index mapping k =
m rM+ where ( , , , ),m M0 1 1f= -

(9) is modified as

.

y n

u rM m h n r M m
m

M

r0

1

=

+ - -
3

3

=

-

=-
/ / ^ h
6

6 6
@

@ @
(10)

Substituting, [ ] [ ]u r u rM mm = + and 
[ ] [ ]h r h rM mm = + in (10), we get

*u h= .

y n u r h n r

n n

m

M

r
m m

m

M
m m

0

1

0

1

= -
3

3

=

-

=-

=

-

/ /

/

6
6
6
6
6@

@
@
@

@
(11)

The convolution followed by downsam-
pling can be simplified and represented 
as the algebraic sum of several lower-
order convolutions between subse-
quences of the input [ ]u n and the filter 
coefficients [ ] .nh  These subsequences 
are termed the polyphase components of 

[ ]nh and [ ] .u n  Given a sequence [ ],nh
the mth polyphase component of [ ]nh is 
given by the relation

.h Mn h Mn mm = +6 6@ @ (12)

The system transfer function ( )H z can
be expressed in terms of the polyphase 
components. The sample index is 
mapped according to n Mn k= + to 
obtain the expression

H z= ,

H z h Mn m z

z

n m

M
Mn m

m

M
m

M m

0

1

0

1

= +
3

3

=- =

-
- +

=

-
-

/ /

/

^

^

^h

h

h6 @
(13)

BPF LNA

x

x

–Sin/
Cos LO

LPF

LPF

ADC

ADC
Q

I

[f0, . . . ,fM –1]

[FIG7] The receiver architecture with digital baseband processing.

M  Channels Having Identical Bandwidth
in a Frequency Band of Interest

f0 f1 f2 fM–3 fM–2 fM–2f f f f f f

[FIG6] A multichannel reception scenario.

u [n] u 0[n]

u 1[n]

u 2[n]

u 3[n] h [2]

h [7]

h [11]

y [n]y 0[n]

y 1[n]

y 2[n]

y 3[n]

h 0[n]

h 1[n]

h 2[n]

h 3[n]

h [0]

h [1]

h [2]

h [4]

h [5]

h [6]

h [8]

h [9]

h [10]

z –1

z –1

z –1

z –1

z –1
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z –1
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4
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[FIG5] The polyphase downsampling implementation structure ( , ) .M N4 12= =
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where ( )H zm
M are the z -transforms of 

the polyphase components of [ ] .nh
The polyphase downsampling imple-
mentation structure for M 4= in the 
case of an N 12=  point FIR filter with 
impulse response [ ]nh is illustrated in 
Figure 5. The input sequence is downs-
ampled and fed into each of the sub fil-
ters. At any given point of time, only 
one of the subfilter sections will pro-
vide an output sample. This structure 
can also be interpreted as an input 
switch which is dispatching the sam-
ples from the input sequence to the 
appropriate subfilter for implementing 
the convolution.

PROBLEM STATEMENT
The polyphase downsampling structure 
discussed in the previous section can 
be used to simplify the design and 
implementation of a multichannel 
receiver. Figure 6 illustrates the case of 
a frequency division multiplexing 
(FDM) system where M identical chan-
nels are used for communication in a 
frequency band of interest. In practice, 
several popular communication ser-
vices (AM/FM broadcast) and wireless 
standards (Global System for Mobile 
Communications, code division multi-
ple access) conform to such a situation. 
There can also be applications, such as 
cognitive radio, where spectrum moni-
toring and reception needs to be done 
for all the available channels in the 
given band of interest. If a conventional 
design strategy is adopted, M  identical 
receivers are needed to receive and pro-
cess the entire band simultaneously. 
Such an approach will result in replica-
tion of the hardware, which will result 
in increased cost, power, and space 
requirements. The architecture of a 
typical receiver front end for one of the 
receivers in such an implementation is 
shown in Figure 7.

The radio-frequency signal is band-
pass filtered, amplified, and then down-
converted to baseband where it is 
digitized and further demodulated using 
DSP techniques. To receive and process 
multiple channels simultaneously, the 
signal flow illustrated in Figure 8 is usu-
ally duplicated with different local 

oscillator parameters corresponding to 
the channels of interest.

POLYPHASE CHANNELIZER DESIGN
An elegant implementation for the multi-
channel receiver is possible by incorporat-

ing a polyphase downsampling structure 
followed by a suitable linear combiner. 
Each individual polyphase branch intro-
duces a specific phase shift to the 

downsampled spectrum. This phase shift, 
together with the spectral shift intro-
duced by the downsampling operation, is 
useful to achieve channel separation in 
the case of a multichannel input signal, 
e.g., FDM input signals [7]. Using appro-
priate phase shifters (complex multipli-
ers), the outputs of the polyphase 
branches can be combined linearly to sep-
arate the individual channels in a manner 
similar to that of solving a set of consis-
tent linear equations [8]. The sequence of 
these operations has already been ana-
lyzed in detail, and the results are avail-
able in published literature [2]–[9].

In this lecture note, we aim to describe 
the solution graphically to provide a better 
intuitive insight to the whole process. Let 
us consider a four-channel FDM receiver. 
Figure 8 gives the sampled baseband 
( )I jQ+  complex spectrum obtained after 
the initial downconversion and digitiza-
tion. There are four channels of equal 
bandwidth ( / ):16r=  1) Channel 0 repre-
sented by the red triangle at ,0~ =  2) 

z –1

z –1

z –1

4

4

4

4 H3(z)

H2(z)

H1(z)

H0(z)

C G

D H

E M

L

K

JFB
A

I

+

+

+

+

j

j

–j

–j

–1

–1

–1

–1

[FIG9] The polyphase structure with signal flow indicated.

–2π –3π/2 –π/2 π/2 3π/2 2ππ0–π

X(e jω)

[FIG8] Complex ( )I jQ+  spectrum of a four-channel FDM input signal.

AN ELEGANT
IMPLEMENTATION FOR
THE MULTICHANNEL
RECEIVER IS POSSIBLE
BY INCORPORATING

A POLYPHASE
DOWNSAMPLING

STRUCTURE FOLLOWED
BY A SUITABLE LINEAR

COMBINER.  
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Channel 1 by the green parallelogram at 
/ ,2~ r=  3) Channel 2 by the blue rectan-

gle at ~ r= , and 4) Channel 3 by the yel-
low pentagon at / .2~ r=- All frequency 
values are normalized with respect to the 
sampling frequency such that / .f 2s r=

This baseband signal is passed through a 
polyphase structure with the signal flow 
given by Figure 9. There are four polyphase 
paths starting with time delays and a 
downsampling with .M 4= The outputs of 
the polyphase paths are combined linearly 
using complex weighing factors to obtain 
the final outputs. For reference purposes, 
labels have been inserted at selected points 
in the signal flow from (A) to (M), with the 
input spectrum (A) depicted in Figure 8.

The polyphase filters ( ), , ( )H z H z0 3f

are derived from a common prototype finite 
length low-pass filter with a normalized cut-
off frequency equal to / .4r  Since the downs-
ampling factor is equal to ,M 4=  the new 
folding frequency is / .4r  Denoting the input 
spectrum as ( ),X e j~  the spectrum at (B) is 
given by substituting M 4= in (4)

.

e e e

e e
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B

(14)

Ignoring the magnitude scaling factor, 
Figure 10 illustrates each of the shifted 
spectral components that contribute toward 

the composite spectrum defined in (14). 
The spectra from the individual channels 
get linearly combined as a result of the 
downsampling operation. Since there is no 
time delay preceding the first polyphase 
branch, all the spectral components are 
aligned with the real axis.

The subsequent low-pass filtering oper-
ation limits the spectrum to within the 
pass band of / ,4!r  thereby eliminating 
the aliased shifted spectral components. 
The resulting spectrum at location (F) is 
thus illustrated in Figure 11. 

The expression for the spectra at 
points (C), (D), and (E) are obtained by 
substituting M 4= in (6) with p = 1, 2, 
and 3 (time delays) for the additional 
phase shift term
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The individual channels are combined 
linearly as described by (15)–(17). In two 
cases, there are components that are 
aligned with the imaginary axis. The spectra 
at locations (G), (H), and (I) are obtained 
after low-pass filtering and are illustrated in 
Figure 12. All channels are present in the 
spectrum after the polyphase filter. The rela-
tive orientation of each input channel is dif-
ferent due to the phase shift encountered in 
each individual branch.

Substituting mathematical rigor with 
geometrical intuition, Figure 13 exempli-
fies how it is possible to recover the indi-
vidual channels. The individual spectra 
are rotated by /2!r  or r  as indicated by 
the different arrows and are added along 
each row. It is clear that the resulting 
summations yield the desired individual 

XF(e jω)

Imaginary

Real

[FIG11] Spectra at ( )F  obtained by filtering ( ) .X eB
j~

–2π –π–3π/2 –π/2 0 π/2 π 3π/2 2π

–2π –π–3π/2 –π/2 0 π/2 π 3π/2 2π

–2π –π–3π/2 –π/2 0 π/2 π 3π/2 2π

–2π –π–3π/2 –π/2 0 π/2 π 3π/2 2π

X(e jω /4)

X(e jω /4 – π
2 )

X(e jω /4–π )

X(e jω /4 – π
2 )

3

[FIG10] Individual spectral components in (14).
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channels. The same operation can be rep-
resented as a matrix operation as depicted 
in Figure 13(b). In this case, a rotation by 

/2r  in the counterclockwise (respectively, 
clockwise) direction is converted as j
(respectively, ) .j-  The rotation by r
amounts to a sign change.

Equations (14)–(17) can be summa-
rized in matrix notation

.
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(18)

On inverting the coefficient matrix, the 
individual channels can be separated. This 
matrix is unitary and its inverse is given 
by the conjugate transpose, which yields 
the reconstruction matrix depicted in 

Figure 13 and which happens to be the 
four-point discrete Fourier transform 
(DFT) matrix. In other words, the DFT 
operation acts as a phase shifter to coher-
ently combine the respective polyphase 
outputs and yield the respective channels. 
The beautiful relationship between the 
polyphase decomposition, the downsam-
pling operation, and the DFT has made 
such an operation realizable. Interestingly, 

the dual of these operations, the inverse 
DFT followed by a polyphase upconverter, 
can be used to design efficient multichan-
nel transmitter architectures. Case studies 
of efficient hardware realizations of multi-
channel receivers and transmitters that 
exploit this structure are available in the 
literature [9], [10]. 

Figure 14 summarizes the channel-
izer receiver architecture described in 

1 1 1 1

1 j –1 –j

1 –1 1 –1

1 –j –1 j

(a) (b)

[FIG13] (a) and (b) show the folding and summation used to recover the channels.

Imaginary
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Imaginary

Real

Imaginary
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XG(e jω) XH(e jω) Xl(e
jω)

(a) (b) (c)

[FIG12] Spectra after the low-pass filter in various polyphase branches.
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[FIG14] Generalized polyphase channelizer for M  channels.
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this lecture note for a generic M-channel 
case [4], [8]. The connection between 
multichannel transceivers and multicar-
rier communications involving orthogo-
nal frequency-division multiplexing also 
becomes evident when one investigates 
the topic further [11], [12]. A variant of 
the same filter-bank multicarrier modu-
lation scheme has been proposed for 
applications in upcoming wireless stan-
dards [13], [14].

CONCLUSIONS
The link between a processing technique 
meant to simplify the downsampling 
implementation and an efficient realiza-
tion of an FDM receiver through a DFT 
operation is not an easy concept to appre-
ciate. The usual analytical approach is to 
start with the derivation of the polyphase 
decomposition of a modulated filter and 
later on generalize this relationship for 
center frequencies that are evenly spaced 
[15]. In this lecture note, a channelizer 
case study is visualized for a typical config-
uration to provide a more intuitive 
insight. Such graphical representations 
can be considered to complement the ana-
lytical approach without compromising 
the mathematical rigor. We hope that 
such illustrative examples will motivate 
signal processing students and practitio-
ners enrich their courses and research 
results with similar graphical interpreta-
tions. To conclude, we quote the verses 

from T.S. Eliot: “We shall not cease from 
exploration and the end of all our explor-
ing will be to arrive where we started and 
know the place for the first time.”
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Society’s flagship conferences, and 3) 
financial support for each SPS Chapter 
worldwide to send two practicing engineers 
to attend SPS conferences, specifically the 
IEEE Global Conference on Signal and 
Information Processing; the IEEE Interna-
tional Conference on Acoustics, Speech, and 
Signal Processing; and ICIP. 

During the cocktail reception, attend-
ees discussed how the SPS could assist 

young professionals in their careers. 
Examples included hosting tutorial ses-
sions on topics of interest, organizing 
networking events and social functions 
that encourage young professionals to 
join industry and academia together, and 
facilitating the evolution of students to 
become world-class professionals. This 
first meeting was hopefully the first edi-
tion of a long series. Be sure to check 

out the SPS eNewsletter for the latest 
news and don’t hesitate to contact Dr. 
Mahsa T. Pourazad at mahsa.pourazad@
gmail.com for more information.
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Cascading Tricks for Designing Composite 
Filters with Sharp Transition Bands

T
his article presents novel 
tricks regarding cascading 
two digital filters to produce 
composite filters with very 
sharp transition bands for 

high-performance applications. The key 
point of the proposed tricks is to shape 
the magnitude frequency response of a 
prototype infinite impulse response 
(IIR) filter by a two-tap finite impulse 
response (FIR) filter using its nulls. In 
particular, we choose either a comb fil-
ter or a complementary comb filter of 
coefficients +1/−1, also called a shaping
filter, to sharpen the transition bands of 
a prototype filter. The magnitude fre-
quency response of the shaping filter 
compensates the Gibbs phenomenon 
commonly appearing in the passband 
edge and produces sharp transition 
bands for the cascaded filter. As com-
pared to an equivalent IIR filter, the 
price paid is an additional comb/comple-
mentary comb filter of low complexity. 

In contrast to conventional cascaded 
structures that combine two IIR filters 
in either cascade or parallel form, our 
new approach is relatively simple since 
we avoid using any multiplier. The tricks 
can be applied to design digital lowpass 
filters (LPFs), highpass filters (HPFs), 
and bandpass filters (BPFs).

CASCADE FILTER PROPERTIES
In general, an IIR filter has much 
sharper transition bands than an FIR fil-
ter of the same order. In this article, we 
focus on designing composite filters 
with sharp transition bands by cascading 
an FIR filter and an IIR filter as indi-
cated in Figure 1. We improve the fre-
quency response of a prototype filter 

using a shaping filter that can be either 
a comb filter or a complementary comb 
filter. The resultant transfer function of 
two cascaded filters is the product of 
those functions; or, we have [1]

.H z H z H zcas sha pro=^ ^ ^h h h (1) 

( )H zsha  and ( )H zpro  denote the transfer 
function of the shaping filter and the 
prototype filter, respectively. ( )X z  and 

( )Y z  denote the input sequence z-trans-
form and the output sequence z-trans-
form of the system, respectively. Owing 
to stability issues, an IIR filter is usually 
realized using an order of only two [1]. 
However, there are many types of IIR fil-
ters that happen to have an overshoot, 
also known as the Gibbs phenomenon, 
at the passband edge [1]. This overshoot 
is usually regarded as a drawback and is 
hard to avoid in filter design. One of our 
tricks is to use a comb/complementary 
comb filter for compensating the over-
shoot and to produce a composite filter 
with a flat passband response. 

Since both the shaping filter and the 
prototype filter are linear, the frequency 
response of the cascade filter is unchanged 
if we reorder the cascade of filters. If one 
stage of shaping filter is not enough to 
meet the design specifications, we can 
cascade the prototype filter and two shap-
ing filters of appropriate lengths.

SHAPING FILTER PROPERTIES
The transfer function of the shaping fil-
ter can be either 

H z H z z1 K
1sha _= - -^ ^h h (2)

or

,H z H z z1 K
2sha _= + -^ ^h h (3)

where , , , .K 1 2 3 f=  Clearly, both 
choices of H zsha ^ h are either symmetric 

or antisymmetric and thus have a linear 
phase response [2]. H z1 ^ h is a comb fil-
ter. We call H z2 ^ h its complementary 
filter. For both filters, their frequency 
responses can be easily derived if we 
substitute z e j= ~  into (2) and (3). The 
magnitude frequency responses of the 
two shaping filters for K 5=  and K 6=
are shown in Figure 2(a) and (b), respec-
tively. Obviously, the number of nulls 
increases when K increases. 

H1 ~^ h and H2 ~^ h can be used to 
shape some kinds of LPF, BPF, and HPF 
depending on the choice of filter order 

.K  For ,K 5=  we can see in Figure 2(a) 
that H1 ~^ h cannot be used to shape a 
LPF because it has a null at .0~ =  On 
the other hand, H2 ~^ h cannot be used 
to shape a HPF because it has a null at 

.r~ =  Other than that mentioned 
above, H1 ~^ h can be used to shape BPFs 
and HPFs; and the filter order K can be 
used to determine the passband width. 
For ,K 6= H1 ~^ h can only be used to 
shape a BPF since there are nulls at both 

0~ = and .r~ =  On the other hand, 
H2 ~^ h can be used to shape all the low-
pass, bandpass, and highpass filters since 
all the nulls are not located at 0~ =

and .r~ =  We may tabulate the filter 
types that can be shaped by H1 ~^ h and 
H2 ~^ h in Table 1. We summarize Table 
1 as the following two rules:

,
,

H
K K

K
1

2

is for
 ,
 ,

HPF shaping when is odd and
LPF shaping when

1

$

$

~^ h
'

(4)

and

,
,

.

H
K
K K
K

1
2

3

is for
 ,
 ,
 ,

LPF shaping when
HPF shaping when is even and
BPF shaping when

2

$

$

$

~^ h

*
(5)
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There are K zeros for every shaping fil-
ter, and we use its sharp transition band to 
reshape ( ) .Hpro ~  The zeros of H z1 ^ h can 
be found by setting (2) to zero. Applying De 
Moivre’s formula [3] to ,z 1K =  we have

,

, , , .

cos sinz K
k j K

k

k K

1 2 2

0 1 1

k
k

f

r r= +

= -

e eo o= G
(6)

Comparing (6) with

( ) ( ),cos sinz e jj ~ ~= = +~

we can locate zeros of ( )H1 ~  at 

, , , , .K
k k K2 0 1 1k1 g~ r= = - (7)

The null-to-null width of ( )H1 ~

defined as the width between consecu-
tive nulls becomes 

, .K K2 11T $r~ = (8)

The null-to-null width places an upper 
bound on the passband width of the proto-
type filter. Similarly, the zeros of H z2 ^ h
can be found by setting (3) to zero. 

The zeros of ( )H2 ~  are 

, , , ,K
k k K2 0 1 1k2 f~ r r= + = - (9)

and the null-to-null width of ( )H2 ~  is 

, ,KK
2 12T $~ r= (10)

which is identical to that of ( )H1 ~ .
From (7)–(10), we can formulate 

the passband centers of ( )H1 ~  and 
( )H2 ~  as

, , , ( ) , ,

, , , ,  ,

H

K K K
K

K

K K K
K K

3 1

3

passband centers of

 is even

 is odd

1

g

g

~

r r r

r r r

=

-

^ h
Z

[

\

]]

]]
(11)

and

, , , ,  ,

, , , ( ) , .

H

K K K
K K

K K K
K

K

0 2

0 2 1

passband centers of

 is even

 is odd

2

g

g

~

r r

r r

=

-

^ h
Z

[

\

]]

]]

(12)

When shaping ( ),Hpro ~  the passband 
width of the prototype filter must be less 
than either 1T~  or ,2T~  depending on 
which shaping filter is used. The shap-
ing filter passband center should be 
made to coincide with that of the proto-
type filter. Thus, (8) and (10)–(12) are 
essential to our filter design. When we 
design the shaping filter, we first choose 
either the comb filter or the comple-
mentary filter according to Table 1. The 
filter length K is then determined such 
that (8) and (10)–(12) are satisfied. 

DESIGN PROCEDURE
The primary advantage of IIR filters over 
FIR filters is that they generally achieve a 
set of design specifications with a much 
lower filter order [1]. The classic IIR fil-
ters such as Butterworth, type-1 and 
type-2 Chebyshev, and elliptic all 
approximate the ideal “brick-wall” filter 
in various ways [4]. A Butterworth filter 
can be designed to have a frequency 
response with a maximally flat passband 
and stopband; however, its transition 
band is the widest among the four types 
of filters previously mentioned. A Cheby-
shev filter can be designed to have a fre-
quency response with ripples in the 
passband and maximally flat in the stop-
band (type-1), or to have a frequency 
response with ripples in the stopband 
and maximally flat in passband (type-2) 
[1]. It is worth noting that there is one 
ripple in the passband edge of an order-
two Chebyshev type-1 LPF/HPF. Thus, a 

X(z )

FIR IIR

Hsha(z )
Hsha(z )X(z ) Y(z ) = Hpro(z )Hsha(z )X(z )

Hpro(z )

Shaping Filter Prototype Filter

[FIG1] Combining two filters in a cascaded form.
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[FIG2] (a) The magnitude frequency responses of comb/complementary comb filter 
for .K 5=  (b) The magnitude frequency responses of comb/complementary comb 
filter for .K 6=
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Chebyshev type-1 filter of filter order two 
is ideal to be chosen as the prototype fil-
ter. An order-four Chebyshev type-1 filter 
has three ripples in the passband and is 
also an ideal candidate to be cascaded 
with the shaping filters. One trick for 
designing a LPF/HPF/BPF with a flat 
passband and a sharp transition band is 
to utilize the ripples in the passband to 
be cascaded with the shaping filter. In 
other words, the existing passband rip-
ples of the prototype filter are flattened 
by the shaping filter; the transition band 
of the prototype filter is sharpened by the 
nulls of the shaping filter. Thus, a filter 
closer to an ideal “brick-wall” is realized. 
An elliptic filter has a frequency response 
with the sharpest transition band among 
all the candidate filters mentioned above 
but at the price that its frequency 
response has ripples in both the pass-
band and the stopband. An order-two 
elliptic filter is also an ideal prototype fil-
ter to be combined with our shaping fil-
ter to produce a cascaded filter with a flat 
passband and a sharp transition band. 
We choose Chebyshev type-1 LPF as an 
example to illustrate the design tricks. 

Figure 3 shows the magnitude fre-
quency response of the comb (or com-
plementary comb) filter that shapes the 
frequency response of a prototype filter. 
One peak magnitude of the filter is located 
at frequency .c~  Since the null-to-null 
width of both H1 ~^ h  and H2 ~^ h  is 

/ ,K2r  a zero next to c~  is at ( / )Kc r~ +

(the other one is at / ]) .[ Kc r~ -  From (2) 
and (3), we have | | ,H 2ci ~ =^ h , .i 1 2=

This implies | | | |H e1 2ci
jK c"~ = =~-^ h

and we conclude that e 1jK c "=~-  for 
, ,i 1 2=  respectively. The magnitude 

frequency response of ( ),Hi ~  at fre-
quency deviation ,T~  is 

| | | |H e1ci
jK c"T~ ~+ = T~ ~- +^ ^h h

| |e e1 jK jKc"= T~ ~- -

| | .e1 jK= + T~- (13)

The attenuation in decibel with respect 
to H c~^ h is

| |
.logH

e
20 2

1
i

jK

10T T~ =-
+ T~-

^ ch m

(14)

We assume the design specifications 
that should be met by the cascaded filter of 
frequency response ( )Hcas ~  are 1) R deci-
bels of peak-to-peak ripples in the passband 
and 2) cut-off frequency located at .p~

When designing a BPF, p~  becomes a two-
e l e m e n t  v e c t o r,  d e n o t e d  a s 

[ ],p p p1 2~ ~ ~=  with passband width 
defined as .p p12~ ~-  Figure 4 shows two 
responses for ( )Hcas ~  to meet the design 
specifications. Also shown in Figure 4 is 
the response of a digital prototype filter; its 
peak-to-peak ripple is Rl and its cut-off fre-
quency is .p~l  Obviously, its specifications 
are slightly over our design target. The 
peak magnitude response of the prototype 
filter occurs at ,max~l  while that of the cas-
caded filter is at .max~  We have R R>l
and .p p2~ ~l  The null-to-null width of 
the shaping filter defined in (8) and (10) 
should be larger than the prototype filter 
passband width so that we can utilize their 
sharp transition bands to reshape the 
frequency response of the prototype filter. 
In other words, we have the criterions

, ,

, .
K

K
2

prototype filter passband width

if designing a LPF or HPF

if designing a BPF

#

r

r* (15)

We use curve (I) in Figure 4 to pre-
sent the theory behind our filter design 
procedures and assume that a total of 
two shaping filters are used to shape the 
prototype filter. The frequency responses 
of the two shaping filters are denoted as 

( )H 1sha ~  and ( ),H 2sha ~  respectively. The 
filter orders of the two shaping filters are 
K1  and ,K2  respectively. Designing a 
cascaded filter is in fact a problem of fit-
ting the objective function 

| |

. .

H H

H H

H 0

p p

p p

1

2

cas sha

sha pro

pro

~ ~

~ ~

=

=

^

^

^
^ ^

h

h

h
h h

(16)

using the following four parameters
1) filter order K1  for ( )H 1sha ~

2) filter order K2  for ( )H 2sha ~

[TABLE 1] FILTER TYPES THAT CAN BE SHAPED BY ( )H1 ~
AND ( )H2 ~  FOR , , .K 1 9g=

K 1 2 3 4 5 6 7 8 9

( )H1 ~ HPF BPF HPF,
BPF

BPF HPF,
BPF

BPF HPF,
BPF

BPF HPF,
BPF

( )H2 ~ LPF LPF,
HPF

LPF,
BPF

LPF,
BPF,
HPF

LPF,
BPF

LPF,
BPF,
HPF

LPF,
BPF

LPF,
BPF,
HPF

LPF,
BPF

Magnitude (dB)

|Hi (ωc )|
Δω

ωc

ω (rad./sample)

ωc +
3π
K

ωc +
π
K

[FIG3] The magnitude difference of ( )Hi ~  at frequency deviation T~  from c~ ~=
for , .i 1 2=
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3) magnitude of the peak-to-peak rip-
ple of the prototype filter, Rl
4) cut-off frequency of the prototype 
filter, .p~ l

Among the four parameters, items 3) 
and 4) are the specifications of the proto-
type filer. Clearly, the four design parame-
ters are mutually correlated with each 
other. It seems hard to find the complete 
solution set that satisfies (16). We thus 
turn to finding one feasible solution from 
an engineering-heuristics perspective. 
Observing Figure 2(a) and (b), we find that 
the magnitude frequency response at the 
passband edge of a comb/complementary-
comb filter has an attenuation of around 
1–4 dB for filter orders , .K 5 6=  The 
passband peak-to-peak ripple of a practical 
filter is typically targeted at 1–4 dB. In 
addition, cascading the shaping filters with 
the prototype filter does narrow down its 

passband width to some degree. It is thus 
reasonable to choose R R2=l  and 

.1 2p p~ ~=l  as the initial guess of our fil-
ter design problem for a maximally flat 
passband response. However, if only one 
shaping filter is cascaded with the proto-
type filter, we choose R R=l  and 

.1 1p p~ ~=l  as the initial guess. It is also 
highly probable there are multiple differ-
ent designs that meet the design target. We 
use a digital Chebyshev type-1 filter as the 
prototype filter and we use two shaping fil-
ters for our design. The design procedures 
are summarized as follows: Initial settings: 

,R R2=l . .1 2p p~ ~=l

STEP 1
Obtain the frequency response of prototype 
filter, ( ) .Hpro ~  The filter order for low-
pass/highpass prototype filters is set to two 
and that for a bandpass prototype filter is 

set to four. ( )Hpro ~  can be easily obtained 
by transforming an analog Chebyshev 
type-1 filter using bilinear IIR filter design 
method [1], [4]. 

STEP 2
Determine the shaping filter type (comb 
filter or complementary comb filter) and 
its filter order K  using Table 1 and (15). 
For example, the design specifications are 
designing a LPF with R 2=  dB and 

/10p~ r=  rad/sample. According to Table 
1 and (15), the filter order K  for the shap-
ing filter, in fact, a complementary comb fil-
ter, should be lower than 10. However, when 

,K 10=  there exists a notch at /10~ r=

rad/sample, which prevents the cascaded fil-
ter from meeting the design specifications. 
Thus, we can test K  from K 9=  to .K 1=

STEP 3
Check if the frequency response 

( ) ( ) ( ),H H H1 1cas sha pro~ ~ ~=  or ( )H 2cas ~ =

( ) ( )H H H2 2 1cas sha sha~ ~= ( ) ( )Hpro~ ~  when 
determining K2  for ( ),H 2sha ~  is close to 
the design specification. Let the magnitude 
of the passband ripple and the cut-off fre-
quency of ( )H 1cas ~  be R1

t  and ,p1~t

respectively. If ,R R2>1
t  return to step 2 

and try a smaller .K  This is because a large 
R1
t  induces stability issues with the proto-

type filter (will be redesigned in step 4). 
Clearly, the resulting cut-off frequency is 

.1 2p p1 1~ ~t  since it is reduced by the 
shaping filter. Table 2 shows the relation 
between K1  and the corresponding R1

t

and .p1~t  Note that both cases K 61 =  and 
K 51 =  meet .R R2<1

t  We just arbitrarily 
choose .K 61 =  On the other hand, 
K 71 =  will result .R R2>1

t  When deter-
mining K2  for ( ),H 2sha ~ ( )H 1sha ~  and 

( )Hpro ~  are lumped together as a single 
filter and the procedure to determine K1  is 
repeated again. To meet the design specifi-
cations, K2  is selected only from 

, , .K K 1 11 f= -  Let the magnitude of 
the passband ripple and the cut-off fre-
quency of ( )H 2cas ~  be R2

t  and ,p2~t

respectively. If ,R R2>2
t  return to step 2 

and try a relatively smaller .K2  Table 3 
shows the relation between K2  and 
the corresponding R2

t  and .p2~t K2 =

, , ,4 3 2 1 can be arbitrarily selected among 
K2—we just choose .K 32 =  We then fur-
ther trim the parameters Rl and p~ l for 

[TABLE 2] THE RELATION BETWEEN K1  AND ASSOCIATED R1
t AND .1p~t

K1 (dB)R1 1p~t (rad/sample)
9 13.0 0.076 r

8 7.1 0.083 r

7 4.2 0.089 r

6 2.7 0.094 r

5 2.0 0.105 r

R
R ′

0R

(II)
(I)

M
gn

itu
de

 (
dB

)

ωmax ωp
′ωmax ′ωp

ω (rad/sample)

|Hpro(ω )|, Prototype Filter

|Hcas(ω )|, Cascaded Filter

[FIG4] The magnitude frequency responses of a lowpass prototype filter and two 
cascaded filters.
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the prototype filter to meet our design 
specifications in step 4. 

STEP 4
Check if the frequency response ( )H 2cas ~ =

( ) ( ) ( )H H H2 1sha pro~ ~ ~sha  meets the de-
sign specifications. If either R2

t  or p2~t

does not meet the design target, we first 
make a one-step adjustment for p~ l and 
then manually adjust Rl so that ( )H 2cas ~

meets the design specifications. From Ta-
ble 3, we already know that .R 3 22 =t  dB 
and .0 095p2~ r=t  rad/sample for K 61 =

and .K 32 =  In other words, the cut-off 
frequency p2~t  is .0 005r  rad/sample be-
low the design target, while R2

t  is 1.2 dB 
larger than the design target. We first ex-
tend the resulting cut-off frequency by in-
creasing p~ l  to .0 13r  rad/sample and 
then manually adjust Rl to around 4 dB. 
The resulting R2

t  and p2~t  for various 
choices of R 5=l  are shown in Table 4. 
Because the design specifications are just 
met when R 5=l  dB, we finally set the pa-
rameters of the prototype filter to R 5=l
dB and .0 13p~ r=l  rad/sample. 

STEP 5
Subst i tute e zjw =  into  ( ),Hpro ~

( ),H 1sha ~  and ( ),H 2sha ~  to obtain

( )
H z

a k z

b k z

1
k

M k

k

N k

1

0
pro =

-
=

-

=

-

/
/^

^
h

h
(17)

and

,H z z1 K
sha != -^ h (18)

respectively.

STEP 6
By inspection, we can express the time-
domain equations for the prototype filter 
and the shaping filter as

( )

y n b x n b x n

b N x n N

0 1 1

g

= + -

+ + -

^ ^ ^
^

^ ^h h h
h

h h

a y n a y n

a M y n M

1 1 2 2

g

+ - + -

+ + -

^
^
^

^
^ ^h

h
h

h
h h

(19)

and

( ) ( ),y n x n x n K!= -^ h (20)

respectively. The input and output 
sequence of each filter are denoted by 

( )x n  and ( )y n . We can swap the order 
of filtering because both filters are linear 
and time invariant.

The trick shown in steps 1–6 lies in 
first determining the filter orders and 
then fitting the design specifications 
through trimming the prototype filter fre-
quency response. This is a simple yet effi-
cient way to solve (16). Steps 1–3 try to 

find a suitable shaping filters through an 
initial guess for the prototype filter. After 
the two shaping filters order are set, we 
proceed to trim the prototype filter so 
that the design specifications are met. If 
we want to achieve a sharper transition 
band, we can cascade more shaping fil-
ters. We present two examples regarding 
the design of a LPF and a BPF. Note that 

[TABLE 4] THE RELATION BETWEEN Rl  AND ASSOCIATED R2
t

AND .p2~t K1  IS SET TO 6 AND K2  IS SET TO 3.

(dB)Rl (dB)R2
t p2~t  (rad/sample)

3.8 2.3 0.098 r

4.0 2.2 0.098 r

4.2 2.1 0.099 r

4.4 2.1 0.099 r

4.6 2.1 0.099 r

4.8 2.0 0.099 r

5.0 2.0 0.100 r

[TABLE 3] THE RELATION BETWEEN K2  AND ASSOCIATED R2
t

AND p2~t  WHEN K1  IS SET TO 6.

K2 (dB)R2
t p2~t  (rad/sample)

5 4.7 0.090 r

4 3.9 0.092 r

3 3.2 0.095 r

2 3.0 0.096 r

1 2.9 0.097 r

10

0

–10

–20

–30

M
ag

ni
tu

de
 (

dB
)

–40

–50

–60
0 0.5 1 1.5 2 2.5 3

ω (rad/sample)

Chebyshev Type-1 Filter
Singly Cascaded Filter
Doubly Cascaded Filter

[FIG5] The magnitude frequency responses of ( )H 1cas ~  and ( )H 2cas ~  for the design 
specifications R 2=  dB and /10p~ r=  rad/sample. Also shown in the figure is a 
Chebyshev type-1 digital filter of the same specifications.
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in the following examples, we normalize 
the peak magnitude-response to 0 dB for 
easy comparison.

DESIGN EXAMPLE: LPF
In this first example, we introduce the 
design of LPFs. The design specifications 
are R 2=  dB and /10p r~ =  rad/sam-
ple, which are the same as that illustrated 
in steps 1–6. Figure 5 shows the magni-
tude responses of two examples for LPFs 
(singly and doubly cascaded filter). Also 
shown in Figure 5 for comparison is a 
Chebyshev type-1 filter that meets the 
design specifications. The prototype filter 
peak-to-peak ripple is set to R 5=l  dB 
and the cut-off frequency is set to 

.0 13p~ r=l  rad/sample, which are 
obtained in step 4. The frequency 
response of the prototype filter is 

. .
. . . .

H

e e
e e

1 1 7384 0 8309
0 013 0 026 0 013

j j

j j

2

2

pro ~ =

- +
+ +

~

~

~

~

- -

- -

^ h
(21)

According to step 3 and Table 2, a comple-
mentary comb filter with K 61 =  is selected 
as the first shaping filter. The design guide-
lines in step 3 prohibit the choice of K 71 =

since it will result in R R21 2t  and may 
raise the stability issues of the prototype fil-
ter redesigned in step 4. Thus, the singly 
cascaded filter frequency response is

( )

. .
. . . .

H e

e e
e e

1

1 1 7384 0 8309
0 013 0 026 0 013

j

j j

j j

1
6

2

2

cas ~ = +

- +
+ +

~

~

~

~

~

-

- -

- -e
^ h

o (22)

A doubly cascaded filter is obtained by 
cascading in step 3 an additional comple-
mentary comb filter with order .K 32 =

We obtain R 21 =t  dB and .0 100p2~ r=t

rad/sample as shown in Table 4. The dou-
bly cascaded filter frequency response is

( ) ( )

. .
. . . .

H e e

e e
e e

1 1

1 1 7384 0 8309
0 013 0 026 0 013

j j

j j

j j

2
3 6

2

2

cas ~ = + +

- +
+ +

~ ~

~

~

~

~

- -

- -

- -e
^ h

o (23)

By substituting e zj =~  into (22) and 
(23), we have

( )

. .
. . .

H z z

z z
z z

1

1 1 7384 0 8309
0 013 0 026 0 013

1
6

1 2

1 2

cas = +

- +
+ +

-

- -

- -e
^ h

o (24)
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[FIG6] Poles and zeros of the singly cascaded LPF on the z-plane.
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[FIG7] The poles and zeros of the doubly cascaded LPF on the z-plane.
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[FIG8] The doubly cascaded filter structure. The prototype filter is in direct form II.
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and 

( ) ( )

. .
. . . .

H z z z

z z
z z

1 1

1 1 7384 0 8309
0 013 0 026 0 013

2
3 6

1 2

1 2

cas = + +

- +
+ +

- -

- -

- -e
^ h

o (25)

Further observing Figure 5, we find that 
both the singly cascaded filter and the dou-
bly cascaded filter achieve much sharper 
transition bands than that of the conven-
tional Chebyshev type-1 filter. The difference 
in response can reach up to 20 dB around 

.0 5~ =  rad/sample. This characteristic is 
especially useful when the intended signal 
happens to have a nearby interferer in the 
frequency domain. In addition, the shaping 
filter nulls can also be used to suppress nar-
rowband noise such as in [1] and [5]. For 
the case of singly cascaded filter, the price 
paid for the sharp transition band is less 
attenuation around .1 2~ =  rad/sample. 
This is because the prototype filter has a lar-
ger cut-off frequency than the competing 
Chebyshev type-1 filter and the shaping fil-
ter happens to have passband centers at the 
aforementioned frequencies. For the doubly 
cascaded filter case, lower attenuation 
occurred only around 2~ =  rad/sample. 
This is because the second shaping filter has 
a notch around 1~ =  rad/sample. The 
attenuation at 2~ =  rad/sample is less 
than −40 dB and clearly has a minor impact 
on signal filtering. We can still cascade a 
third shaping filter if we intend to further 
shape the magnitude frequency response 
around 2~ =  rad/sample.

Figure 6 shows on the z-plane the sin-
gly cascaded LPF pole-zero diagram. We 
can see that the prototype filter poles are 
inside the unit circle; this guarantees the 
stability of the filter. In addition, all the 
zeros are on the unit circle and two of 
them are placed near the prototype filter 
poles. This indicates that the transition 
band is sharpened by the shaping filter. 

Figure 7 shows on the z-plane the dou-
bly cascaded LPF pole-zero diagram. In 
contrast to Figure 6, two additional zeros 
are placed near the two poles in the z-plane 
to further sharpen the transition band. 

The structure of the doubly cascaded 
filter is shown in Figure 8. The prototype 
filter is in direct form II. The shaping fil-
ters do not contain any multiplier and 
are simple for implementation. 

DESIGN EXAMPLE: BPF
In this example, we present the design of 
BPFs. The design specifications are 1.1-dB 
peak-to-peak ripples and cut-off frequencies 

[ .0 45p r~ = . ]0 55r  rad/sample. The sin-
gly cascaded filter and the doubly cascaded 
filter magnitude responses are shown in Fig-
ure 9. Also shown in Figure 9 is the response 
of a Chebyshev type-1 digital filter that meets 
the same specifications. We choose the cut-
off frequencies [ .0 43p~ r=l . ]0 57r  rad/
sample and the peak-to-peak ripples R 5=l
dB for the prototype filter. Using bilinear 
transform filter design method with the help 
of [4], and choosing the complementary 
comb filter for frequency shaping, we get the 
singly and doubly cascaded BPF 

. .
. . .

H z z

z z
z z

1

1 1 7127 0 8194
0 015 0 03 0 015

1
12

2 4

2 4

cas

#

= +

+ +
- +

-

- -

- -

`^
e

jh
o

(26)
and

. .
. . .

H z z z

z z
z z

1 1

1 1 7127 0 8194
0 015 0 03 0 015

2
6 12

2 4

2 4

cas = + +

+ +
- +

- -

- -

- -

# ,

` `^
e

j jh
o

(27)

respectively. Notice that the prototype filter 
order is four. We see that the singly and 

doubly cascaded filters both have sharper 
transition bands outside the cut-off frequen-
cies than that of the Chebyshev type-1 digi-
tal filter. The singly cascaded filter stopbands 
achieve a larger attenuation than that of the 
Chebyshev type-1 digital filter except for the 
frequencies around . ,  . ,  . ,  .0 5 1 1 2 1 2 6~ =

rad/sample; meanwhile, the doubly cascaded 
filter achieves a larger attenuation than that 
of the Chebyshev type-1 digital filter except 
for the frequencies around .0 5~ =  and 

.2 6 rad/sample. However, at these frequen-
cies the magnitude frequency responses 
reach −40 dB and clearly have little impact 
on most applications. 

CONCLUSIONS
In this article, we presented tricks for 
designing composite filters with very sharp 
transition bands. We first design a proto-
type IIR filter whose specifications in terms 
of passband ripples and passband width are 
slightly over the design objective. After cas-
cading it with comb/complementary comb 
filter(s), we achieve a cascaded filter with 
even sharper transition bands than a com-
parable Chebyshev type-1 digital filter. The 
price paid is small since the comb/comple-
mentary comb filters are of low complexity 
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[FIG9] The magnitude frequency responses of the two BPFs in the example 
Chebyshev type-1 digital filter. 

(continued on page 162)
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lthough the current digital 
terrestrial broadcast system 

(now referred to as ATSC 1.0) 
is widespread and quite suc-

cessful, the basic compo-
nent technologies have been in use for 20 
years. Technology has evolved and viewer 
expectations have changed. Television 
broadcasters are under increasing pres-
sure, due to regulatory and spectrum 
issues, as well as increasing competition 
for the viewer’s attention. For these rea-
sons, the Advanced Television Commit-
tee (ATSC) has been working on the 
next-generation broadcast television sys-
tem, known as ATSC 3.0.

The goals of ATSC 3.0 are to improve 
the television viewing experience with 
higher audio and video quality; 
improved and more flexible reception 
on both fixed and mobile devices; and 
more accessibility, personalization, and 
interactivity. The ATSC is also address-
ing changing consumer behavior and 
preferences, providing TV content on a 
wide variety of devices. Furthermore, 
the ATSC is working to add value to the 
broadcasting service platform, extend-
ing its reach and adding new business 
models—all without the restriction of 
backward compatibility with the leg-
acy system.

ATSC 3.0 is being built to last. Tech-
nology advances rapidly and so methods 
to gracefully evolve must be built into the 
core of the system. An essential capability 
is to signal when a layer or components of 
a layer evolve—including the ability to 
signal minor version changes and 
updates, and major version changes and 
updates. The goal of this flexibility is to 
avoid disruptive technology transitions, 

and to enable graceful transitions from 
one technology to another.

The ATSC 3.0 standard enables sys-
tem options for the broadcast industry 
(not just system parameter options) 
that include high robustness, spectrally 
efficient operating points, flexible con-
figuration of operating modes, a robust 
bootstrap process that includes signal-
ing basic system parameters, channel 
bonding options for spectrum sharing, 
and many other capabilities. It should 
be noted that these standards provide 
toolboxes for the broadcasters and spec-
ify how the tools are used. The selection 
of which tools are utilized and how 
depends upon the broadcasters’ needs 
and business models. 

Work on ATSC 3.0 has been divided 
into functional layers as illustrated in 
Figure 1 and described in the following 
sections. More information about the 
working groups for the different layers is  
available at http://atsc.org/subcommittees/
technology-group-3/.

PHYSICAL LAYER
The physical layer for ATSC 3.0 embod-
ies the theme of flexibility and future 
evolution by starting every physical 
layer frame with a bootstrap signal. 
This bootstrap is extremely robust, 
able to be received in very challenging 
radio-frequency conditions. Besides 
providing synchronization, the boot-
strap also signals basic information 
about the technology used in the phys-
ical layer itself (major and minor ver-
sion, which enables graceful evolution 
of the physical layer itself in the 
future) as well as an Emergency Alert 
Service wake-up bit, system band-
width, time to the next frame of a simi-
lar service, and the sampling rate of 
the current frame. 

The bootstrap is followed by a pream-
ble, which carries the information 
needed to define the payload framing, 
including the information needed for 
the receiver to acquire the data frame. 
The remainder of the physical layer 
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[FIG1] Layers of the ATSC 3.0 system.
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structure is the data payload itself. This 
structure is illustrated in Figure 2.

By taking advantage of recent advances 
in modulation, coding, error correction, 
constellations, and multiplexing, the ATSC 
3.0 physical layer offers performance in 
the bit interleaver, coding, and modula-
tion (BICM) chain that is very close to the 
Shannon limit (the theoretical limit for 
the amount of information that can be 
carried in a noisy channel) as shown in 
Figure 3. Of particular note is the wide 
range of operating points available in the 
new system, especially considering that 
the current ATSC DTV system (described 
in ATSC Standard A/53 [1]) offers a single 
operating point of 19.39 megabytes/sec-
ond, 15 dB C/N.

The ATSC 3.0 physical layer offers 
broadcasters the capability to operate in 
a robust/lower bit rate fashion for mobile 
services (lower left portion of the curve 
in Figure 3) and/or a less robust/higher 
bitrate fashion for services to large 
screens in the home (upper right portion 
of the curve). If desired, the broadcaster 
can also operate with a simultaneous 
mixture of types of services using either 
time division multiplexing or layer divi-
sion multiplexing, or both. This allows 
broadcasters to construct their broadcast 
emission to support a variety of different 
business models and to experiment with 
new ones.

TRANSPORT LAYER
The ATSC 3.0 transport layer is based 
on using Internet Protocol (IP) encap-
sulation for both streaming and file 
delivery, rather than the MPEG-2 
Transport Stream (TS) encapsulation 
as is currently used in today’s systems. 
When the original digital television 
(DTV) system (ATSC 1.0, A/53 [1]) was 
developed, the Internet was in its 
infancy. Entertainment content was 
not (yet) delivered over the Internet to 
homes. Broadcast television and digital 
cable were the primary entertainment 
delivery mechanisms, both based on 
MPEG-2 TS [2]. The Internet evolved 
very quickly (due to numerous fac-
tors, including the life cycle of com-
puters and the ease of updat ing 
codecs and software over a two-way 

delivery system) and is now used for a 
large portion of entertainment content 
delivered to homes (for example, 
streaming services such as Netflix and 
Hulu). Rather than remaining an inde-
pendent silo, ATSC 3.0 allows broad-
casting to become part of the Internet. 
This allows the creation of new services 
and business models for broadcasters 

and enables evolution nearer the pace 
of how the Internet evolves. A concep-
tual view of the ATSC 3.0 protocol stack 
is given in Figure 4.

Besides similarities to the Internet, 
the use of IP transport enables incorpo-
ration of hybrid services, where compo-
nents of services can be delivered by 
broadcast and broadband in a way that 
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they can be synchronized. Woven 
throughout the structure of ATSC 3.0 is 
the basic notion that components of ser-
vices can be delivered by different mech-
anisms (broadcast, broadband, or even 
predelivered by push in advance) and 
combined as needed to create services. 
This gives the broadcaster a large degree 
of flexibility and control over the services 
they offer.

An example use of this hybrid delivery 
might be a linear television services with 
multiple audio languages. Imagine a situ-
ation where the broadcaster’s audience is 
composed of diverse ethnicities. There 
might two languages in widespread use, 
but enough people speaking other lan-
guages to want to include them as alter-
nate audio tracks. With hybrid delivery, it 
will be possible to include the two more 
common language audio tracks in the 
broadcast delivery and make the others 
available over broadband. The viewer 
would have the choice of which language 

to listen to and it would be synchronized 
with the video, no matter what the deliv-
ery path might be.

The use of IP transport, coupled with 
another decision—to deliver “streaming” 
content as chunks of ISO Base Media 
File Format (ISOBMFF) files (similar to 
streaming delivery over the Internet) 
rather than continuous streams of bits—
enables another business model that has 
been difficult to support in the past: the 
ability to do advertising (or content) 
insertion at the receiver in a personal-
ized fashion. With elementary streams 
delivered over MPEG-2 TS, this was a 
very difficult task, requiring sophisti-
cated buffer manipulation that was 
beyond the capabilities of an inexpensive 
receiver. By delivering file segments 
(along with an associated playlist), inser-
tion in the receiver becomes relatively 
simple—essentially amounting to 
changing the pointer to the next seg-
ment to be played.

APPLICATIONS AND 
PRESENTATION LAYER
The applications layer encompasses video 
and audio coding, interactive features, 
accessibility, and other services.

VIDEO
The ATSC 1.0 system was a break-
through when it emerged, offering 
high-definition television (HDTV) video 
(along with the option of multiple stan-
dard definition video simulcast). ATSC 
3.0 offers the capability to move to 
ultrahigh definition (UHD) video. With 
current advances in video coding tech-
nology (HEVC/H.265 [3]), 4K video can 
fit within the available broadcast band-
width. Similarly, multiple high-defini-
tion (HD) videos can also be delivered. 
While not currently in the design, the 
move to 8K video may be supported in 
the future (should it be desired).

However, besides more pixels, UHD 
also supports “better” pixels, specifically:
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[FIG4] A conceptual protocol stack for ATSC 3.0.
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■ high dynamic range: 1,000-nit (or 
more) color grading rather than 100-nit
■ wider color gamut: approaching 
Rec. 2020 rather than Rec. 709
■ 10 bits/pixel (rather than 8)
■ higher frame rate: 120 Hz.
All of these features provide significant 

improvements in picture quality, even at 
HD resolution.

Given the current screen sizes used in 
the home, as well as the typical viewing 
distance, many suggest that the other 
improvements listed above might offer a 
larger impact to the viewer than simply 
increasing the pixel count. Counterintui-
tively, 4K may be more impactful for 
smaller devices (such as tablets), which are 
often held at the optimal viewing distance.

Scalable video coding is being consid-
ered for inclusion in the video toolbox. 
Scalability allows additional efficiency 
and flexibility. For example, spatial scal-
ability can be used to provide a base HD 
video layer sent over a robust physical 
layer pipe (PLP) aimed at mobile devices 
and an enhancement layer sent over a 
higher capacity (lower robustness) PLP, 
which provides UHD video at 4K. This 
approach offers a significant savings in 
overall bandwidth compared to transmit-
ting both an HD video and a 4K video. 

AUDIO
While the selection of audio technology 
for ATSC 3.0 is still under discussion at 
this writing, the new audio system will 
provide a number of new capabilities. 
Interactivity will be an important fea-
ture, providing the capability to per-
sonalize audio rendering. A broadcaster 
can choose to give the viewer control 
over a number of aspects of the audio, 
including the ability to adjust the dia-
log level (which can help with certain 
hearing impairments) or the ability to 
select which tracks of audio are heard 
(for example, being able to choose 
which announcer to listen to during a 
sporting event—or even to turn the 
announcer off altogether and simply 
listen to the crowd).

Television audio has evolved from the 
original monaural to stereo (in the ana-
log days), to 5.1 surround (for ATSC 1.0), 
and now to full immersion in ATSC 3.0, 

which includes height information (typi-
cally 7.1+4). The additional level of 
immersion adds a significant degree of 
immediacy to the experience.

A major departure from the past is 
that in the ATSC 3.0 system a common 
audio stream is broadcast and rendered 
at the receiver appropriately. Besides 
decreasing the required bitrate, this local 
rendering allows dynamic range control 
(DRC) to be applied accurately for the 
type of receiver (for example home the-
ater as opposed to a portable device with 
earbuds). Additionally, the receiving 
device can render correctly for the actual 
speaker configuration, including incor-
rectly positioned speakers.

INTERACTIVITY
Work is underway to develop a robust 
application runtime environment for 
ATSC 3.0. Supporting HTML5, the sys-
tem will be based on HbbTV 2.0 [4] 
(with restrictions and extensions). 
Hybrid broadcast broadband TV (HbbTV) 
2.0 was published in mid-2015 and more 
than 20 extensions are being docu-
mented, several based on documents 
written for ATSC 1.0 (ATSC standard 
A/105 [5]). Interactivity capabilities are 
expected to include:

■ targeted ad insertion
■ on-demand content launcher
■ flexible use of display real estate 
(e.g., “screen mash-up”)
■ picture-in-picture, tickers, graph-
ics, etc.
■ T-commerce
■ voting and polling
■ games
■ news- and sportsfeeds
■ notifications and reminders.
ATSC is working with the Consumer 

Electronics Association (CEA) to bundle 
features into “profiles.” One or more 
“universal profile(s)” are desired. The 
goal is to promote adoption and use by 
application developers and to simplify 
receiver implementations.

ACCESSIBILITY AND PUBLIC SERVICE
Accessibility functions are obviously a 
key element of any new broadcast sys-
tem. The current work is initially 
focused on support for closed captioning 

in the new system. One point of discus-
sion is whether closed captioning can be 
its own essence, rather than always 
inserted in the video stream. This 
approach provides for increased flexibil-
ity in carriage and presentation.

In an emergency, broadcasting is 
the most reliable means of disseminat-
ing information to the public. ATSC 3.0 
will have support for advance emer-
gency alerting, including a flag in the 
most robust part of the physical layer 
that can wake up sleeping receivers in 
case of an emergency. In a similar 
manner to what was developed for the 
Mobile Emergency A ler t System 
(M-EAS) in ATSC Mobile DTV (A/153 
Part 10 [6]), broadcasters will have the 
ability to send not only the basic alert 
information (text and audio), but also 
associated rich media (such as evacua-
tion and weather maps, video clips, 
information on shelters,  and recovery 
after the event), which can be geo-
graphically targeted.

MOVING FORWARD
The transition to a new technology can be 
difficult for any industry. For ATSC 3.0, 
the transition challenges can be broadly 
divided into two groups:

■ The spectrum challenge: In most 
countries, additional spectrum will not 
be available for a second service. One 
possible solution might be for stations 
within a region to channel-share to cre-
ate a dual service during transition.
■ The receiver challenge: New devices 
are needed for consumers. Options 
include a “stick tuner” (dongle, thumb 
drive, etc.) for current flat panel TVs, 
and/or set-top converters. An industry-
driven campaign to include a tuner in 
portable devices (tablets, laptops, smart-
phones, etc.) will help move the transi-
tion forward. In addition, adoption by 
other countries will foster product 
development.
In summary, ATSC 3.0 represents a 

significant step forward in capabilities 
for a broadcast television system. It pro-
vides a set of flexible capabilities for 
broadcasters that enable new services 
and new business cases. The concepts of 
flexibility, extensibility, and scalability 
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are in the core of the system and will allow graceful evolution 
over a long period of time. For more information, visit http://
www.atsc.org.
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and contain no multiplier. We present two design examples, which 
contain LPFs and BPFs, to validate the usefulness of the tricks. In the 
transition bands, the improvement in magnitude can easily reach 20 
dB as compared to a conventional Chebyshev type-1 digital filter. 
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[sp TIPS&TRICKS] (continued from page 157)

reducing device visibility and providing new 
control and customization capabilities. The 
UT Dallas researchers are taking an approach 
that leverages a mobile device’s greater pro-
cessing power to support an automatic envi-
ronmental noise detection, identification and 
classification process, leading to the almost 
instant selection of the best speech enhance-
ment algorithm for a particular situation.

Panahi believes that precise, automatic 
classification of hundreds of various noise 
environments is essential for obtaining opti-
mal hearing devices performances. “When 
we started looking at the problem, we saw 
that there are possibilities in automatically 
identifying the environmental noise and then 
finding the best algorithm that can suppress 
the noise and enhance the speech,” he says.

In a world pulsing with all sorts of 
annoying sounds, pinpointing and address-
ing each type of noise with a specific algo-
rithm would be an overwhelming, highly 
impractical task, Panahi believes. “There are 
many different types of background noises, 
yet we cannot have 100 or 1,000 speech 
enhancement algorithms for all of them,” 
he explains. “What we can do is classify all of 

the noises into a finite number of classes—
say three, five, or ten—and then, for each 
one of them, we can have a set of parame-
ters for speech enhancement—different 
algorithms—that will lead to the best possi-
ble enhancement of speech for that particu-
lar noise environment.”

To the hearing-device user, the sound 
enhancement process would be both trans-
parent and seamless. As the user moves 
from one environment to another—from a 
busy street into a bustling restaurant, for 
example—a statistical algorithm would 
evaluate each new background noise as 
soon as it emerges. The algorithm would 
then automatically search for the speech 
enhancement classification providing the 
closest match. “If it is closest to that partic-
ular background noise, then it will be con-
sidered that type of noise and immediately 
associated with the best speech enhance-
ment algorithm,” Panahi says. 

Panahi predicts that the project will 
open the door to the development of a wide 
collection of mobile device apps designed for 
use with hearing-assist devices. “What we 
are going to come up with is a system that is 

adjustable and adaptable to different people,” 
he says. “While we may end up with a finite 
number of algorithms, the platform will 
allow end users to make their own personal 
adjustments,” he says. “For example, sup-
pose I am a hearing aid user, and I have this 
app sitting on my smartphone. I can adjust 
that app by either touching the screen or 
speaking a command, allowing me to adapt 
the system to meet my needs and situation.”

Panahi is particularly enthusiastic 
about the technology’s potential to help 
children with mild to severe hearing 
impairment. He notes that smartphones 
are becoming progressively easier to use 
and more widely available. “This technol-
ogy would help the student to better 
understand what the teacher is saying, 
even if the teacher walks around the room, 
so the child will not miss anything,” 
Panahi says. “That is very important, and I 
would very much like to get to that point.”
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Foundations of Signal Processing

T
he landscape of signal pro-
cessing books is quite popu-
lated, and it is a tall order to 
produce a new book that can 
constructively add to this 

landscape. Yet, Foundations of Signal 
Processing not only accomplishes this but 
also stands out for its distinct, consistent, 
and strong personality. The book’s identity 
starts from a presentation that is faithful 
to its title since the topics covered in this 
book are thorough in explaining the foun-
dations of signal processing. However, 
foundations can be built in many ways and 
with different materials. The distinct ele-
ment in this book is that these founda-
tions are built based on the use of Hilbert 
space geometry, which allows extending 
Euclidean geometric insights to signals. 
As such, the geometry of Hilbert spaces 
forms the common thread across the mul-
tiple topics explained in the book. This 
allows for a presentation where the topics, 
such as Fourier representations, sampling, 
interpolation, approximation, compres-
sion, and filter design, can be seamlessly 
unified across finite dimensions, discrete 
time, and continuous time. 

The use of Hilbert space geometry, 
while establishing a common thread 
throughout the book, serves as a pathway 
to understand the fundamental concepts 
in signal processing and how they relate 
to each other. The approach entails a larg-
er weight for mathematical abstraction 
than what is usually found in a typical 
book written about signal processing. In 
much the same way as with interpersonal 
relations, the identity and personality of 
this book is distinctive for mathematical 
abstraction. No personality is widely ac-
cepted; in that sense, this book will 

become a must-have and absolute favorite 
for a certain type of reader, while other 
readers may not be willing to appreciate 
the depth and style of its presentation. 

INTENDED AUDIENCE
Foundations of Signal Processing will be 
greatly enjoyed by the reader who revels 
in investing effort to find, through the 
language of mathematical abstraction, a 
deep understanding of signal processing 
concepts. This book requires a reader who 
is filled with curiosity for discovering the 
deep concepts that form the foundations 
for signal processing. For these readers, 
the rewards will be plenty, as this book 
presents an almost continuum of interre-
lated deep concepts. At the same time, 
this book is not for the reader wishing to 
find a quick explanation or a reference 
material of a certain signal processing 

technique. These readers may find an area 
of improvement in that, for example, the 
book explains that the Fourier series is 
the projection onto subspaces associated 
with frequencies and, from this point, the 
reader will need to work to the insight 
that the Fourier series coefficients repre-
sent the component of a signal for a par-
ticular frequency.

As a textbook, Foundations of Signal 
Processing is so complete in the range of 
covered topics that it would be applicable 
to more than one type of course. The book 
assumes the typical background knowl-
edge on linear algebra that engineering 
students learn in their first year of studies 
and some basic knowledge of probability. 
More advanced topics in vector spaces are 
given in the second chapter. Because of 
the reliance on the mathematical abstrac-
tion of Hilbert space geometry, at the un-
dergraduate level the book will find a 
better fit with courses with a clear applied 
mathematics character. 

For the typical signal processing 
course in the undergraduate curriculum 
of departments such as electrical engi-
neering and computer engineering, 
where students would arrive after taking 
courses in linear systems, circuits, and 
electronics (with laboratories), this book 
would work for a minority of students (as 
an arbitrary guess, maybe a third of the 
students). Unfortunately, it may be that 
the majority of students, pressed by their 
packed class schedules, will be reticent to 
invest the effort needed to reach the 
whole depth of the concepts in the book, 
or they will lack the introspection time to 
fully realize the implications of the ab-
stract concept presented. 

However, Foundations of Signal Pro-
cessing would be the book that bold facul-
ty, who have a love for signal processing, 
may be waiting for to redesign a signal 

Martin Vetterli, Jelena Kovačević, 
and Vivek Goyal
Publisher: Cambridge University Press
Year: 2014, first edition
ISBN: 978-1-107-03860-8.
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Handbook of Digital Forensics of Multimedia Data and Devices

processing course into one that challenges 
the students to achieve that deeper level of 
understanding where mathematical ab-
straction and technology come together. 
Since the book links the concepts of Fou-
rier  representation with multirate system, 
 generalized sampling theory, signal com-
pression, computational complexity, and 
wavelets representations, it would serve 
as a good source for an advanced signal 
processing course at the upper undergrad-
uate or at the graduate level. It is clear that 
this book has been written with great care 
and dedication. It includes more than 160 
homework problems (about half of them 
solved) and 220 examples. Also, the book is 

supported by companion Mathematica 
software, lecture slides, and an instructor’s 
solution manual, accessible from the web-
site that accompanies the book.

CONCLUSIONS
Foundations of Signal Processing is 
written by highly accomplished research-
ers in the field. The book shows not only 
the authors’ expertise but also their pas-
sion for signal processing and a genuine 
interest in communicating and teaching 
the ins and outs of this area. Beyond its 
classroom use, Foundations of Signal 
Processing is a must-have for scientists 
and engineers who have sufficient 

interest in owning more than a couple 
books on signal processing. For scientists 
and engineers working in signal process-
ing, it will be a pleasure to read, even 
when already familiar with the present-
ed concepts. Over time, because of its 
distinct, consistent, and strong person-
ality, Foundations of Signal Processing
may be considered a “classic” book on 
signal processing.

REVIEWER
Andres Kwasinski (axkeec@rit.edu) is an 
associate professor in the Department of 
Computer Engineering, Rochester 
Institute of Technology, New York.

T
he recovery and analysis of 
digital information has 
become a major component of 
many criminal investigations 
today. Given the ever-increas-

ing number of personal digital devices, 
such as notebooks, tablets, and smart-
phones, as well as the development of com-
munication infrastructures, we all gather, 
store, and generate huge amounts of data. 
Some of this information may be precious 
evidence for investigation and may be used 
in courts. During the last several decades, 
increasing research efforts have therefore 
been dedicated toward defining tools and 
protocols for the analysis of evidence com-
ing from digital sources. 

BRIDGING THE GAP 
BETWEEN COMMUNITIES
Despite this fast-growing momentum, dig-
ital forensics has much suffered from the 
cultural gap between its major core 

disciplines: computer science and signal 
processing. For years, the focus on 

computer science methods and tools has 
been dominant. In comparison, signal pro-
cessing research entered the digital foren-
sics arena only recently, in large part to 
analyze the underlying structure of visual 
and audio evidence.

Handbook of Digital Forensics of Mul-
timedia Data and Devices, edited by An-
thony T.S. Ho and Shujun Li, attempts to 
link research in these two communities by 
providing a wide-ranging and up-to-date 
reference for both researchers and practi-
tioners. The digital forensics ecosystem is 
surveyed with the necessary breadth in the 
first half of the book, by exploring all phas-
es of the forensics workflow and detailing 
several tools of interest. Gaining insight 
into these aspects is of paramount impor-
tance for practitioners, but also for aca-
demic researchers who are often not aware 
of the standard practices and processes re-
quired to preserve digital evidence, e.g., for 
legal purposes. Similarly, practitioners have 
the opportunity to discover the state of the 
art in forensics research in the second half 
of the book, which is written from a signal 

Luisa Verdoliva

 Digital Object Identifier 10.1109/MSP.2015.2488018

 Date of publication: 29 December 2015

Anthony T.S. Ho and Shujun Li, Editors 
Publisher: Wiley-IEEE Press
Year: 2015
ISBN: 978-1-118-64050-0
704 pages. 
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processing perspective. This balanced mix 
is a major asset of this book, making it suit-
able for readers of diverse background.

Handbook of Digital Forensics of Multi-
media Data and Devices is organized in 
four parts, comprising four chapters each, 
starting from practical forensic labs prob-
lems, through the most advanced underly-
ing technologies used for their solution.

The first part deals with operational 
aspects of digital forensic services for 
multimedia data and digital devices. The 
forensic procedures of three laboratories 
managed by law enforcement agencies 
are presented. Then, current standards 
and best practices are reviewed, followed 
by digital triage forensics and audio/vid-
eo file authentication.

The second part focuses on the re-
covery of relevant pieces of evidence 
from multimedia data. It considers pho-
togrammetry, file-carving approaches, 
the interplay between biometrics and fo-
rensics, and the analysis of large collec-
tions of multimedia data by means of 
visual analytics.

The challenges of tracing the source 
of multimedia data and verifying their 
authenticity, which is a central issue in 
criminal investigations, is addressed in 
the third part. Several approaches are 
presented for different applications (cam-
era, printer/scanner, microphone), span-
ning different levels of depth. Then, a 
hands-on chapter is dedicated to the au-
thentication of printed documents.

The fourth and final part considers the 
main approaches for passive multimedia 
content analysis. It starts by describing 
techniques for region duplication and 
splicing detection in images and videos, 
moving on to review camera-based ap-
proaches for image forgery detection, 
with a special focus on chromatic aberra-
tion methods. The last two chapters are 
devoted to emerging research challenges: 
1) processing history recovery, which aims 
at identifying the correct sequence of pro-
cessing steps that have been applied to an 

image/video, and 2) counterforensics, 
which establishes the techniques that 
could be developed by a malicious adver-
sary to deceive current forensic methods.

WHEN PRACTICE FEEDS RESEARCH
Another virtue of this book is that, al-
though every chapter is written by a dif-
ferent set of authors, thus ensuring the 
highest degree of expertise, the editors 
successfully managed to develop and or-
ganize the book in a uniform and well-
thought-out way. Fundamental concepts 
are explained beforehand and in simple 
terms, followed by specific techniques, 
examples, and case studies. This helps to 
gain insight about practical applications 
and yields a good overall balance between 
theory and practice. The various parts, 
and even individual chapters, are largely 
self-contained, allowing selective read-
ings (and giving rise to some repetitions).

I personally found that reading 
Handbook of Digital Forensics of Multi-
media Data and Devices has been a par-
ticularly rewarding experience. As an 
academic researcher, I was initially 
more interested in the later parts of the 
book that deal with the technical details 
of the most recent forensics techniques. 
Nevertheless, the first few chapters were 
actually enlightening for me, as they 
opened a window to a world of which I 
knew little. Understanding how real-
world investigations are conducted in 
laboratories shed some light on the ac-
tual relevance and applicability of foren-
sic methods, and even suggested some 
promising areas for future research. 
Moreover, it was interesting to learn 
more about  the numerous case studies 
that deal with some pressing societal is-
sues (e.g., child pornography). It was 
also instructive to gain insight into the 
human–machine interaction and the 
importance of machine learning tech-
niques, both badly needed when a large 
bulk of data is available. All these practi-
cal considerations contributed to 

strengthening the connection between 
the different points of views discussed 
throughout the book.

In line with the comprehensive ap-
proach undertaken, one could regret the 
absence of a chapter on social network fo-
rensics, which is a rapidly growing field of 
study. More generally, a weak point of the 
book is that it misses some of the most re-
cent developments. This shortcoming is 
not unusual and is due to a combination 
of the lengthy editorial process for any 
book and the fast progress of research in 
emerging areas.

To mitigate this issue, the editors set 
up a companion website (www.wiley.
com/go/digitalforensics) to complement 
the book.  Besides granting access to 
multimedia material, the objective is to 
maintain an up-to-date source of infor-
mation covering available datasets, 
reference source code and software, stan-
dards and best practices, related books 
and journals, and upcoming conferenc-
es and events.

CONCLUSIONS
In summary, Handbook of Digital Foren-
sics of Multimedia Data and Devices is a 
well-conceived and timely book. Besides 
providing a reference for this field, it also 
offers a fresh and open perspective, pro-
moting a long-needed cross-fertilization of 
diverse worlds and academic fields. The 
editorial choices make the book accessible 
to a broad audience—from newcomers, 
who will find a solid and smooth guide to 
this vast field of study—to established re-
searchers, who may enjoy the aspects of 
systematic analysis of specific topics.

REVIEWER
Luisa Verdoliva (verdoliv@unina.it) is an 
assistant professor with the Department of 
Electrical Engineering and Information 
Technology, University Federico II of Na-
ples, Italy.
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[BOOK digest]

EDITORS’ INTRODUCTION
The IEEE Signal Processing Society (SPS) and our IEEE Signal 
Processing Magazine (SPM) receive a constant stream of 
requests from academic publishers and researchers to provide 
visibility to their newly published books. SPS offers several plat-
forms to publicize books, such as the online Book Beat on the 
SPS website and the “New Book” section of the SPS monthly 
eNewsletter. In SPM, the traditional platform for books is to 
invite volunteers who have strong expertise in related areas and 
have enough bandwidth to read through a whole book and 
write a comprehensive review, which can be a relatively slow 
process.  Given the magazine’s large readership, who have 
diverse interests, the editorial team would like to introduce a 

complementary “lightweight” column to the “Book Review” 
column to inform our readers of more recently published books 
in a timely fashion. This new column, “Book Digest,” provides a 
visually appealing summary of books that have been selected by 
a pool of senior editors based on criteria such as timeliness of 
the topic, track record of the authors, training material for stu-
dents, signal processing focus, and other considerations benefi-
cial to readers. Should you have comments or should you wish 
to have your book considered for publication in this column, do 
not hesitate to contact Gwenaël Doërr (gwenael.doerr@tech-
nicolor.com) and Kenneth Lam (enkmlam@polyu.edu.hk), SPM’s 
area editors for columns and forum.

 Digital Object Identifier 10.1109/MSP.2015.2478122

 Date of publication: 29 December 2015

Yonina C. Eldar, Sampling Theory 
Beyond Bandlimited Systems,
Cambridge University Press, 2015, 
ISBN: 9781107003392.

Covering the funda-
mental mathemati-
cal underpinnings 
together with key 
p r i n c i p l e s  a n d 
applications, this 
book provides a 
c o m p r e h e n s i v e 

guide to the theory and practice of sam-
pling from an engineering perspective. 
Beginning with traditional ideas such as 
uniform sampling in shift-invariant spac-
es and working through to the more 
recent fields of compressed sensing and 
sub-Nyquist sampling, the key concepts 
are addressed in a unified and coherent 
way. Emphasis is given to applications in 
signal processing and communications, 
as well as hardware considerations, 
throughout. With 200 worked examples 
and over 200 end-of-chapter problems, 
this is an ideal course textbook for senior 
undergraduate and graduate students. It 
is also an invaluable reference or self-
study guide for engineers and students 
across industry and academia.

Alan V. Oppenheim and George C. 
Verghese, Signals, Systems & 
Inference, Prentice Hall, 2016, 
ISBN: 9780133943283.

The concepts and 
mathematics of sig-
nals, systems, and 
probability are useful-
ly combined in study-
ing fields such as 
communication, con-
trol, and signal pro-

cessing, or other domains that involve data 
sequences, time series, or waveforms. This 
text assumes two prerequisites: an introduc-
tory subject in time- and frequency-domain 
analysis of deterministic signals and systems, 
and an introductory subject in probability. 
The book is divided into four parts.

The first part begins with a brief 
review of the desired prerequisites in sig-
nals and linear time-invariant (LTI) sys-
tems, though parts of the material (e.g., 
group delay) may be unfamiliar to some 
readers with the assumed background. 
This is followed by the application of 
some of this material in the setting of 
digital communication by pulse ampli-
tude modulation.

The second part is devoted to state-
space models, concentrating on the sin-
gle-input, single-output LTI case. The 
development is largely built around the 
eigenmodes of such systems, under the 
simplifying assumption of distinct natu-
ral frequencies. This part of the book 
introduces the idea of model-based infer-

ence in the context of state observers for 
LTI systems and examines associated 
feedback control strategies.

A short review of the desired probabil-
ity prerequisites, including estimation 
and hypothesis testing for random vari-
ables, is discussed in the third part of the 
text. Again, parts of this material (e.g., 
normal equations, Neyman–Pearson 
testing and receiver operating character-
istic curves) may be unfamiliar to some 
readers with the assumed background.

The final part of the book characteriz-
es wide-sense stationary random signals, 
and the outputs that result from LTI filter-
ing of such signals, in both the time- and 
frequency-domains. Correlation functions 
and power spectral densities are then used 
to study canonical signal estimation and 
detection problems, specifically linear 
minimum mean-square-error signal esti-
mation (i.e., Wiener filtering) and signal 
detection problems whose optimum solu-
tions involve matched filtering.

Shlomi Arnon, Visible Light 
Communication, Cambridge University 
Press, 2015, ISBN: 9781107061552.

Visible light commu-
nications (VLC) is an 
evolving communi-
cation technology for 
short-range applica-
tions. Exploiting 
recent advances in 
the development of 
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high-power visible light light-emitting 
diodes (LEDs), VLC offers an clean, energy-
efficient alternative to RF technology, 
enabling the development of optical wireless 
communication systems that make use of 
existing lighting infrastructure.

Drawing on the expertise of leading 
researchers from across the world, this 
concise book sets out the theoretical 
principles of VLC and outlines key appli-
cations of this cutting-edge technology. 
Providing insight into modulation tech-
niques, positioning and communication, 
synchronization, and industry stan-
dards, as well as techniques for improv-
ing network performance, this is an 
invaluable resource for graduate stu-
dents and researchers in the fields of 
VLC and optical wireless communica-
tion, and for industrial practitioners in 
the field of telecommunications.

Svilen Dimitrov and Harald Haas, 
Principles of LED Light 
Communications Towards 
Networked Li-Fi, Cambridge University 
Press, 2015, ISBN: 9781107049420.

Balancing theoreti-
cal analysis and 
practical advice, 
this book describes 
all the underlying 
principles required 
to build high-per-
formance indoor 

optical wireless communication systems 
based on visible and infrared light, 
alongside essential techniques for opti-
mizing systems by maximizing through-
put, reducing hardware complexity, and 
measuring performance effectively.

It provides a comprehensive analysis 
of information rate-, spectral-, and pow-
er-efficiencies for single- and multicarri-
er transmission schemes, and novel 
analysis of nonlinear signal distortion, 
enabling the use of off-the-shelf LED 

technology. Other topics covered include 
cellular network throughout and cover-
age, static resource partitioning via 
dynamic interference-aware scheduling, 
realistic light propagation modeling, 
orthogonal frequency-division multiplex-
ing (OFDM), optical multiple-input, 
multiple-output (MIMO) transmission, 
and nonlinearity modeling.

Covering practical techniques for 
building indoor optical wireless cellular 
networks supporting multiple users, and 
guidelines for 5G cellular system stud-
ies, in addition to physical layer issues, 
this is an indispensable resource for aca-
demic researchers, professional engi-
neers, and graduate students working in 
optical communications.

Lars T. Berger, Andreas Schwager, 
Pascal Pagani, and Daniel M. Schneider,
MIMO Power Line Communications: 
Narrow and Broadband Standards, 
EMC, and Advanced Processing,
CRC Press, 2014, ISBN: 9781466557529.

One of the first 
publications of its 
kind in the exciting 
field MIMO power 
line communica-
tions (PLC), MIMO 
Power Line Comm-
unications: Narrow 

and Broadband Standards, EMC, and 
Advanced Processing contains contribu-
tions from experts in industry and aca-
demia, making it practical enough to 
provide a solid understanding of how 
PLC technologies work, yet scientific 
enough to form a base for ongoing 
R&D activities.

This book is subdivided into five the-
matic parts. Part I looks at narrow- and 
broadband channel characterization 
based on measurements from around 
the globe. Taking into account current 
regulations and electromagnetic com-

patibility (EMC), part II describes MIMO 
signal processing strategies and related 
capacity and throughput estimates. 
Current narrow- and broadband PLC 
standards and specifications are 
described in the various chapters of part 
III. Advanced PLC processing options 
are treated in part IV, drawing from a wide 
variety of research areas such as beam-
forming/precoding, time reversal, mul-
tiuser processing, and relaying. Finally, 
part V contains case studies and field tri-
als, where the advanced technologies of 
tomorrow are put into practice today.

Guowang Miao and Guocong Song, 
Energy and Spectrum Efficient 
Wireless Network Design,
Cambridge University Press, 2014, 
ISBN: 9781107039889.

Covering the funda-
mental principles 
and state-of-the art 
cross-layer tech-
niques, this practical 
guide provides the 
tools needed to 
design MIMO- and 

OFDM-based wireless networks that are 
both energy and spectrum efficient. 
Technologies are introduced in parallel for 
both centralized and distributed wireless 
networks to give you a clear understanding 
of the similarities and differences between 
their energy- and spectrum-efficient 
designs, which is essential for achieving 
the highest network energy saving without 
losing performance. Cutting-edge green 
cellular network design technologies, 
enabling you to master resource manage-
ment for next-generation wireless net-
works based on MIMO and OFDM, and 
detailed real-world implementation exam-
ples are provided to guide your engineer-
ing design in both theory and practice.

 [SP]
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[dates AHEAD]

Please send calendar submissions to: 
Dates Ahead, c/o Jessica Barragué 
IEEE Signal Processing Magazine 
e-mail: j.barrague@ieee.org

2016
[MARCH]
41st IEEE International Conference 
on Acoustics, Speech, and Signal 
Processing (ICASSP)
21–25 March, Shanghai, China.
General Chairs: Zhi Ding, Zhi-Quan Luo, 
and Wenjun Zhang
URL: http://icassp2016.org

Data Compression Conference (DCC)
29 March–1 April, Snowbird, Utah, USA.
URL: http://www.cs.brandeis.edu/~dcc/ 

[APRIL]
15th ACM/IEEE International 
Conference on Information Processing 
in Sensor Networks (IPSN)
11–14 April, Vienna, Austria.
General Chair: Guoliang Xing 
URL: http://ipsn.acm.org/2016/

IEEE International Symposium on 
Biomedical Imaging (ISBI)
13–16 April, Prague, Czech Republic.
General Chairs: Jan Kybic and Milan Sonka
URL: http://biomedicalimaging.org/2016/

[JUNE]
IEEE Workshop on Statistial Signal 
Processing (SSP)
26–29 June, Palma de Mallorca, Spain. 
General Chairs: Antonio Artés-Rodríguez 
and Joaquín Miguez
URL: http://ssp2016.tsc.uc3m.es/ 

[JULY]
IEEE Ninth IEEE Sensor Array and 
Multichannel Signal Processing 
Workshop (SAM) 
10–13 July, Rio de Janeiro, Brazil. 
General Chairs: Rodrigo C. de Lamare and 
Martin Haardt 
URL: http://delamare.cetuc.puc-rio.br/
sam2016/index.html

IEEE International Conference on 
Multimedia and Expo (ICME)
11–15 July, Seattle, Washington, 
USA. 
General Chairs: Tsuhan Chen, Ming-Ting Sun, 
and Cha Zhang
URL: http://www.icme2016.org/

[SEPTEMBER]
IEEE International Conference on Image 
Processing (ICIP)
25–28 September, Phoenix, Arizona, USA. 
General Chair: Lina Karam 
URL: http://www.ieeeicip2016.org

[DECEMBER]
IEEE Global Conference on Signal and 
Information Processing (GlobalSIP) 
7–9 December, Greater Washington, D.C., USA.
General Chairs:  Zhi Tian and Brian Sadler
URL: http://2016.ieeeglobalsip.org

 [SP]
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SigPort.org Do you know? Your colleagues archived the slides 
of their signal processing work on IEEE SigPort.

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

___________

___________

mailto:j.barrague@ieee.org
http://icassp2016.org
http://www.cs.brandeis.edu/~dcc/
http://ipsn.acm.org/2016/
http://biomedicalimaging.org/2016/
http://ssp2016.tsc.uc3m.es/
http://delamare.cetuc.puc-rio.br/sam2016/index.html
http://www.icme2016.org/
http://www.ieeeicip2016.org
http://2016.ieeeglobalsip.org
http://www.qmags.com/clickthrough.asp?url=www.SigPort.org&id=19701&adid=P168A1
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


General Chairs
Zhi Tian
George Mason Univ.

Brian M. Sadler
Army Research Lab.

Technical Program 
Chairs
Phillip Regalia 
NSF

Trac Tran 
John Hopkins Univ.

Brian Mark
George Mason Univ.

Finance Chair
Jill Nelson
George Mason Univ.

Local Arrangements 
Chair
Nathalia Peixoto
George Mason Univ.

Publications Chair
Kathleen Wage
George Mason Univ.

Publicity Chairs
Piya Pal
Univ. MD, College Park

Seung-Jun Kim
Univ. MD, Baltimore Cty

Technical Workshop 
Liaison Chair
Min Wu
Univ. MD, College Park

Government Panel 
Chairs
Joel Goodman
Amy Bell
Naval Research Lab

Industrial Liaison Chairs
Kristine Bell
Metron Inc.

Hang Liu
Catholic Univ. 

International Liaison 
Chairs
Chengyang Yang
BUAA, China

Mounir Ghogho
Univ. of Leeds, UK

Advisory Committee
Monson Hayes
George Mason Univ.

Fourth IEEE Global Conference on Signal 
and Information Processing
December 7–9, 2016, Greater Washington D.C., USA

The fourth IEEE Global Conference on Signal and Information Processing (GlobalSIP) will be 
held in Washington DC, USA on Dec. 7–9, 2016. GlobalSIP is a flagship conference of the IEEE 
Signal Processing Society, comprising of co-located symposia and workshops. GlobalSIP 2016 
will feature government panels, lectures, tutorials, exhibits, oral and poster sessions on signal and 
information processing, with an emphasis on up-and-coming themes. Such topics include but are 
not limited to :

Signal processing in communications, 
networks, and massive MIMO

Big-data signal processing
Signal processing for information secrecy, 
privacy, and security

Information forensics
Image and video processing
Selected topics in speech and language 
processing

Signal processing in finance
Signal processing in energy and power 
systems 

Signal processing in genomics and 
bioengineering

Selected topics in statistical signal 
processing

Graph theoretic signal processing
Machine learning
Compressed sensing and applications
Music and multimedia transmission, 
indexing and retrieval and playback 
challenges

Real time DSP
Other novel and significant areas

The nation’s capital has a rich, vibrant cultural, educational and scientific identity. It houses 
numerous museums, monuments, art  centers, universities, federal agencies and research labs, 
attracting a global population. Washington D.C. cordially invites you to share this global spirit of 
scientific collaboration by participating in GlobalSIP 2016!

Timeline:

About Washington, D.C.:

http://2016.ieeeglobalsip.org/

February 5, 2016 : Symposium proposals due
February 19, 2016 : Symposium selection decision made
February 29, 2016 : Call for Papers for accepted symposia will be publicized 
June 5, 2016 : Paper Submission Due
August 5, 2016 : Final Acceptance decisions notifications sent to all authors
September 5, 2016 : Camera-ready papers due.

 Digital Object Identifier 10.1109/MSP.2015.2484499
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The language of technical computing

Over one million people around 
the world speak MATLAB. 
Engineers and scientists in every field
from aerospace and semiconductors 
to biotech, financial services, and 
earth and ocean sciences use it 
to express their ideas. 
Do you speak MATLAB?

Cells in mitosis:  
high-throughput microscopy
for image-based screens.
Provided by Roy Wollman,
Univ. California, Davis.

Article available at 
mathworks.com/ltc

©
2012 The M

athW
orks, Inc.
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SIGNAL AND INFORMATION PROCESSING 
OVER NETWORKS

IEEE TRANSACTIONS ON

The new publishes high-quality papers 
that extend the classical notions of processing of signals defined over vector spaces (e.g. time and space) to 
processing of signals and information (data) defined over networks, potentially dynamically varying. In signal 
processing over networks, the topology of the network may define structural relationships in the data, or 
may constrain processing of the data. Topics of interest include, but are not limited to the following:

Editor-in-
-ieee 

Now accepting paper submissions

_________________________________

_____________________

Adaptation, Detection, Estimation, and Learning 
Distributed detection and estimation 
Distributed adaptation over networks
Distributed learning over networks
Distributed target tracking 
Bayesian learning; Bayesian signal processing
Sequential learning over networks 
Decision making over networks 
Distributed dictionary learning 
Distributed game theoretic strategies
Distributed information processing 
Graphical and kernel methods 
Consensus over network systems 
Optimization over network systems 

Communications, Networking, and Sensing 
Distributed monitoring and sensing 
Signal processing for distributed communications and 
networking
Signal processing for cooperative networking 
Signal processing for network security 
Optimal network signal processing and resource 
allocation 

Modeling and Analysis 
Performance and bounds of methods
Robustness and vulnerability
Network modeling and identification

Modeling and Analysis (cont.)
Simulations of networked information processing 
systems
Social learning  
Bio-inspired network signal processing 
Epidemics and diffusion in populations

Imaging and Media Applications 
Image and video processing over networks 
Media cloud computing and communication 
Multimedia streaming and transport 
Social media computing and networking 
Signal processing for cyber-physical systems 
Wireless/mobile multimedia 

Data Analysis 
Processing, analysis, and visualization of big data 
Signal and information processing for crowd 
computing 
Signal and information processing for the Internet of 
Things 
Emergence of behavior 

Emerging topics and applications 
Emerging topics 
Applications in life sciences, ecology, energy, social 
networks, economic networks, finance, social 
sciences, smart grids, wireless health, robotics, 
transportation, and other areas of science and 
engineering 
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Call for Papers 
IEEE Signal Processing Society 

IEEE Transactions on Signal and Information Processing over Networks 
 

Special Issue on Distributed Information Processing in Social Networks 

Over the past few decades, online social networks such as Facebook and Twitter have significantly changed the way 
people communicate and share information with each other. The opinion and behavior of each individual are heavily 
influenced through interacting with others. These local interactions lead to many interesting collective phenomena 
such as herding, consensus, and rumor spreading. At the same time, there is always the danger of mob mentality of 
following crowds, celebrities, or gurus who might provide misleading or even malicious information. Many efforts 
have been devoted to investigating the collective behavior in the context of various network topologies and the 
robustness of social networks in the presence of malicious threats. On the other hand, activities in social networks 
(clicks, searches, transactions, posts, and tweets) generate a massive amount of decentralized data, which is not only 
big in size but also complex in terms of its structure. Processing these data requires significant advances in accurate 
mathematical modeling and computationally efficient algorithm design. 
Many modern technological systems such as wireless sensor and robot networks are virtually the same as social 
networks in the sense that the nodes in both networks carry disparate information and communicate with constraints. 
Thus, investigating social networks will bring insightful principles on the system and algorithmic designs of many 
engineering networks. An example of such is the implementation of consensus algorithms for coordination and 
control in robot networks. Additionally, more and more research projects nowadays are data-driven. Social networks 
are natural sources of massive and diverse big data, which present unique opportunities and challenges to further 
develop theoretical data processing toolsets and investigate novel applications. This special issue aims to focus on 
addressing distributed information (signal, data, etc.) processing problems in social networks and also invites 
submissions from all other related disciplines to present comprehensive and diverse perspectives. 
Topics of interest include, but are not limited to: 

 Dynamic social networks: time varying network topology, edge weights, etc. 
 Social learning, distributed decision-making, estimation, and filtering 
 Consensus and coordination in multi-agent networks 
 Modeling and inference for information diffusion and rumor spreading 
 Multi-layered social networks where social interactions take place at different scales or modalities 
 Resource allocation, optimization, and control in multi-agent networks 
 Modeling and strategic considerations for malicious behavior in networks 
 Social media computing and networking 
 Data mining, machine learning, and statistical inference frameworks and algorithms for handling big data 

from social networks 
 Data-driven applications: attribution models for marketing and advertising, trend prediction, 

recommendation systems, crowdsourcing, etc. 
 Other topics associated with social networks: graphical modeling, trust, privacy, engineering applications, 

etc. 
Important Dates: 

 Manuscript submission due: September 15, 2016 
 First review completed: November 1, 2016 
 Revised manuscript due: December 15, 2016 
 Second review completed:  February 1, 2017 
 Final manuscript due: March 15, 2017 
 Publication: June 1, 2017 

Guest Editors: 
 Zhenliang Zhang, Qualcomm Corporate R&D (zhenlian@qti.qualcomm.com) 
 Wee Peng Tay, Nanyang Technological University (wptay@ntu.edu.sg) 
 Moez Draief, Imperial College London (m.draief@imperial.ac.uk) 
 Xiaodong Wang, Columbia University (xw2008@columbia.edu) 
 Edwin K. P. Chong, Colorado State University (edwin.chong@colostate.edu) 
 Alfred O. Hero III, University of Michigan (hero@eecs.umich.edu) 
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IEEE/ACM Transactions on Audio, Speech and Language Processing
Special issue on Sound Scene and Event Analysis 

It is still difficult for a machine listening system to demonstrate the same capabilities as human 
listeners in the analysis of realistic acoustic scenes. Besides speech and music, the analysis of other 
types of sounds, generally referred to as environmental sounds, is the subject of growing interest 
from the community and is targeting an ever increasing set of audio categories. In realistic 
environments, multiple sources are often present simultaneously, and in reverberant conditions, 
which makes the computational scene analysis challenging.  

Typical tasks on audio scene analysis are audio-based scene classification and audio event detection 
and recognition targeting categories such as “door knocks”, “gunshots”, “crowds”, “car engine 
noise”, as well as marine mammal and bird species, etc. The wide heterogeneity of possible sounds 
means that novel types of signal processing and machine learning methods should be developed 
including novel concepts for audio source segmentation and separation. Beyond recognizing sound 
scenes and sources of interest, a key task of complex audio scene analysis is sound-source 
localization.

Further, most of the methods developed until now are probably not tractable on big data so there is 
also a need for new approaches that are, by design, efficient on large scale problems. Acquiring large 
scale labelled databases is still problematic and such datasets are most likely collected on 
heterogeneous sets of acoustic conditions (mobile phone recordings, urban/domestic audio,…) most 
of which are usually offering a degraded version of the signal of interest with potential variable 
annotation strategies. Therefore methods to tackle large scale problems also have to be robust against 
signal degradation, acoustic variability, and annotation variability. 

We invite papers on various topics on Sound Scene and Event Analysis, including but not limited to : 

* Audio scene classification;     * Big data in environmental audio; 
* Sound event detection and classification * Environmental sound recognition;  
* Large-scale environmental audio data sets; * Computational auditory scene analysis; 
* Acoustic features for environmental sound analysis; 
* Source localization methods for environmental audio scene analysis
* Source separation for environmental audio scene analysis 

The authors are required to follow the Author’s Guide for manuscript submission to the IEEE 
/ACM Transactions on Audio, Speech, and Language Processing at  
http://www.signalprocessingsociety.org/publications/periodicals/taslp/taslp-author-information

Important Dates: 
Manuscript submission due: July 1st, 2016 
First review completed: Sept. 30th 2016 
Revised manuscript due: October 20th, 2016  
Second review completed: Dec. 1st, 2016 
Final manuscript due: Dec. 31st, 2016  
Publication date: February 2017  

Guest Editors: 
Gaël Richard, Télécom ParisTech, France (lead guest editor) 
Tuomas Virtanen, Tampere University of Technology, Finland 
Juan Pablo Bello, New York University, USA 
Nobutaka Ono, National Institute of Informatics, Japan
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The IEEE Transactions on Computational Imaging 
publishes research results where computation plays 
an integral role in the image formation process. All areas 
of computational imaging are appropriate, ranging from 
the principles and theory of computational imaging, to mod-
eling paradigms for computational imaging, to image for-
mation methods, to the latest innovative computational imaging system 
designs. Topics of interest include, but are not limited to the following: 

Computational Imaging Methods and  
Models 
 Coded image sensing 
 Compressed sensing 
 Sparse and low-rank models 
 Learning-based models, dictionary methods 
 Graphical image models 
 Perceptual models 
Computational Image Formation 
 Sparsity-based reconstruction 
 Statistically-based inversion methods 
 Multi-image and sensor fusion 
 Optimization-based methods; proximal itera-

tive methods, ADMM 
Computational Photography 
 Non-classical image capture 
 Generalized illumination 
 Time-of-flight imaging 
 High dynamic range imaging 
 Plenoptic imaging 

Computational Consumer  
Imaging 
 Mobile imaging, cell phone imaging 
 Camera-array systems 
 Depth cameras, multi-focus imaging 
 Pervasive imaging, camera networks 
Computational Acoustic Imaging 
 Multi-static ultrasound imaging 
 Photo-acoustic imaging 
 Acoustic tomography 
Computational Microscopy 
 Holographic microscopy 
 Quantitative phase imaging 
 Multi-illumination microscopy 
 Lensless microscopy 
 Light field microscopy 

Imaging Hardware and Software 

 Embedded computing systems 
 Big data computational imaging 
 Integrated hardware/digital design 

Tomographic Imaging 
 X-ray CT 
 PET 
 SPECT 
Magnetic Resonance Imaging 
 Diffusion tensor imaging 
 Fast acquisition 
Radar Imaging 
 Synthetic aperture imaging 
 Inverse synthetic aperture imaging 
Geophysical Imaging 
 Multi-spectral imaging 
 Ground penetrating radar 
 Seismic tomography 

Multi-spectral Imaging 
 Multi-spectral imaging 
 Hyper-spectral imaging 
 Spectroscopic imaging 

For more information on the IEEE Transactions on Computational Imaging see 
http://www.signalprocessingsociety.org/publications/periodicals/tci/ 

 
W. Clem Karl 

Boston University 
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Charles Bouman 
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The 23rd IEEE International Conference on Image Processing (ICIP) will be held in the Phoenix 
Convention Centre, Phoenix, Arizona, USA, on September 25 - 28, 2016. ICIP is the world’s largest 
and most comprehensive technical conference focused on image and video processing and computer 
vision. In addition to the Technical Program, ICIP 2016 will feature an Innovation Program focused 
on innovative vision technologies and fostering innovation, entrepreneurship, and networking.
The conference will feature world-class speakers, tutorials, exhibits, and a vision technology showcase.

Topics in the ICIP 2016 Technical Program include but are not limited to the following:
Filtering, Transforms, Multi-Resolution Processing
Restoration, Enhancement, Super-Resolution
Computer Vision Algorithms and Technologies
Compression, Transmission, Storage, Retrieval
Computational Imaging
Color and Multispectral Processing
Multi-View and Stereoscopic Processing
Multi-Temporal and Spatio-Temporal Processing
Video Processing and Analytics
Authentication and Biometrics

Biological and Perceptual-based Processing
Visual Quality Assessment
Scanning, Display, and Printing
Document and Synthetic Visual Processing
Applications to various fields (e.g., biomedical, 
Advanced Driving Assist Systems,  assistive 
living, security, learning,
health and environmental monitoring, 
manufacturing, consumer electronics)

The ICIP 2016 innovation program will feature a vision technology showcase of state-of-the-art vision 
technologies, innovation challenges, talks by innovation leaders and entrepreneurs, tutorials, and 
networking.

Paper Submission: Prospective authors are invited to submit full-length papers at the conference website, 
with up to four pages for technical content including figures and references, and with one additional 
optional 5th page for references only. Submission instructions, templates for the required paper format, 
and information on “no show” policy are available at www.icip2016.com.

Tutorials and Special Sessions Proposals: Tutorials will be held on September 25, 2016. Tutorial 
proposals should be submitted to tutorials@icip2016.com and must include title, outline, contact 
information, biography and selected publications for the presenter(s), and a description of the tutorial 
and material to be distributed to participants. Special Sessions proposals should be submitted to 
specialsessions@icip2016.com and must include a topical title, rationale, session outline, contact 
information, and a list of invited papers. For detailed submission guidelines, please refer the ICIP 2016 
website at www.icip2016.com.

Important Deadlines:
Special Session and Tutorial Proposals: November 16, 2015
Notification of Special Session and Tutorial Acceptance: December 18, 2015

Paper Submissions: January 25, 2016
Notification of Paper Acceptance: April 30, 2016

Visual Technology Innovator Award Nomination: March 30, 2016

Revised Paper Upload Deadline: May 30, 2016
Authors‘ Registration Deadline: May 30, 2016

General Chair
Lina Karam
    Arizona State University
General Co-Chair
Aggelos Katsaggelos
    Northwestern University
Technical Program Chairs
Fernando Pereira
    Instituto Superior Técnico
Gaurav Sharma
    University of Rochester
Innovation Program Chairs
Haohong Wang
    TCL Research America
Jeff Bier
    BDTI & Embedded Vision Alliance
Finance Chair
Sohail Dianat
    Rochester Institute of Technology
Plenary Chairs
Michael Marcellin
    University of Arizona
Sethuraman  Panchanathan
    Arizona State University
Special Sessions Chairs
Dinei Florencio
    Microsoft Research
Chaker Larabi
    Poitiers University
Zhou Wang
    University of Waterloo
Tutorials Chairs
Ghassan AlRegib
    Georgia Tech
Rony Ferzli
    Intel
Publicity Chair
Michel Sarkis
    Qualcomm Technologies Inc.
Awards Chairs
Vivek Goyal
    Boston University
Ivana Tosic
    Ricoh Innovations
Exhibits Chair
David Frakes
    Arizona State University &
    Google
Publication Chairs
Patrick Le Callet
    Nantes University
Baoxin Li
    Arizona State University
Local Arrangement Chairs
Jorge Caviedes
    Intel
Pavan Turaga
    Arizona State University
Registration Chair
Ricardo De Queiroz
    Universidade de Brasilia
Conference Management
Conference Management Services

http://www.facebook.com/icip2016

https://twitter.com/icip2016/

https://www.linkedin.com/groups/ICIP-2016-6940658

www.icip2016.com
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The 2016 IEEE Image, Video, and Multidimensional Signal Processing (IVMSP) 
Workshop is the 12th of a series of unique meetings that bring together researchers 
in academia and industry to share the most recent and exciting advances in image, 
video, and multidimensional signal processing and analysis. The main theme of 
the 2016 IVMSP Workshop is low-dimensional models for image and video 
processing and analysis. 

Yannick Berthoumieu 
Univ. of Bordeaux, France 
 
Technical program co-chairs 
 
Christine Guillemot, INRIA, France 
 
Mujdat Cetin, Sabanci Univ., Turkey  
 
Plenary and invited session chairs 
 
Béatrice Pesquet-Popescu, Telecom-
paristech, France 
 
Pascal Frossard, EPFL, Switzerland 
 
Financial chair 
 
Christian Germain, Univ. of 
Bordeaux, France 
 
Publication co-chairs 
 
Marc Donias, Univ. of Bordeaux, 
France 
 
Nelly Pustelnik, ENS Lyon, France 
 
Local arrangement co-chairs 
 
Nathalie Toulon, Univ. of Bordeaux, 
France 
 
Jean-Pierre Da Costa, Univ. of 
Bordeaux, France 
 

The scientific program of IVMSP 2016 will include plenary talks, invited sessions, 
as well as regular sessions with contributed research papers. Papers are solicited in 
(but not limited to) the following topics: 
 

 Image and video modeling on manifolds  
 Manifold learning for classification and recognition 
 Manifold sparse coding 
 Graph-based manifold ranking 
 Information geometry on probabilistic manifolds  
 Low dimensional models and low rank methods 
 Sparse and low-rank models in learning and pattern recognition  
 Graphical models for image and video analysis 
 Other related topics 

 
PAPER SUBMISSION 
Papers cannot be longer than 5 pages (double-column IEEE conference format), 
including all text, figures, and references. The 5th page cannot contain any text 
other than references. See the website for additional information regarding the 
submission process:  www.ivmsp2016.org. 
 
BEST STUDENT PAPER AWARDS  
The IVMSP Best Student Paper Awards will be granted to the first, second, and 
third best contributed papers in the regular sessions for which a student is the 
principal author and presenter. The selection will be based on the technical quality, 
originality, and clarity of the submission. 
 
IMPORTANT DATES 
 

Submission of full papers March 10, 2016
Notification of acceptance May 10, 2016 
Author advance registration June 1, 2016
Camera-ready paper submission June 1, 2016 

 

General chair

  
IEEE IVMSP Workshop 2016

11-12th July  2016  Bordeaux,  France
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Describing Multimedia Content Using Attention-Based Encoder-Decoder Networks (Invited Paper)
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RGB-D Object Recognition via Incorporating Latent Data Structure and Prior Knowledge http://dx.doi.org/10.1109/TMM.2015.2476660 . . .
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A Continuous Learning Framework for Activity Recognition Using Deep Hybrid Feature Models
http://dx.doi.org/10.1109/TMM.2015.2477242 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . M. Hasan and A. K. Roy-Chowdhury 1909

Unconstrained Multimodal Multi-Label Learning http://dx.doi.org/10.1109/TMM.2015.2476658 . . . . . . . . . . . Y. Huang, W. Wang, and L. Wang 1923
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Call for Papers 
IEEE Journal of Selected Topics in Signal Processing 

Special Issue on Measuring Quality of Experience  
for Advanced Media Technologies and Services 

Progress in technology has led to a stunning increase in the quality of multimedia content over the past few 
decades: Ultra-HD or 3D displays have become affordable nowadays, and high-definition streaming is 
quickly replacing conventional media libraries at home as well as on mobile devices. At the same time, 
quality considerations have become a lot more intricate because of the additional complexities in content 
generation, processing, distribution, and display. The challenge of Quality of Experience (QoE) 
measurement is taking into account not only system performance parameters and content quality metrics, but 
also notions such as user perception, personality, satisfaction, expectations, and context. With the 
exponentially growing amount of media being produced, shared, and consumed, as well as emerging new 
forms of media technologies and services (e.g. light-field imaging, or advanced spatial audio), many 
challenges remain in developing effective and practical subjective and objective QoE measurement methods. 

We solicit original papers describing innovative techniques for measuring the quality of experience (QoE) 
for multimedia content. Topics of interest include: 

 New Technologies: spatial/3D audio quality; stereo/multi-view video quality; high-dynamic range 
imaging; light-field imaging; holographic imaging; quality in immersive environments (virtual/ 
augmented/ mixed realities). 

 QoE for Mobile Devices: Quality evaluation for mobile devices; adaptive media streaming; impact 
of viewing conditions, context and device properties, user behavior. 

 Interactive Systems QoE: Tele-conferencing/tele-presence; multimedia-based group inter-action; 
online and cloud gaming; Web and social media applications. 

 Big data QoE analytics: Media streaming platforms such as Netflix, YouTube, etc.; crowdsourcing 
studies; massive open online courses (MOOCs); online gaming; machine learning for QoE. 

 QoE Fundamentals: Understanding experience and quality formation; alternatives to mean opinion 
score (MOS); quality vs. user satisfaction vs. acceptance; long-term quality measurement; 
physiological QoE assessment; sensory user experiences. 

 Reproducible QoE Research: Benchmarking and certification; multimedia quality databases; testing 
conditions and methods; standardization efforts; open-source QoE tools. 

Prospective authors should visit http://www.signalprocessingsociety.org/publications/periodicals/jstsp/ for 
information on paper submission. Manuscripts should be submitted at http://mc.manuscriptcentral.com/jstsp-
ieee. Manuscripts will be peer reviewed according to the standard IEEE process. 

Important Dates: 

Manuscript submission due: March 1st, 2016 
First review completed:  May 31st, 2016 
Revised manuscript due: July 15th, 2016 
Second review completed: Sept. 1st, 2016 
Final manuscript due:  Oct. 15th, 2016 
Publication date:  February 2017 

Guest Editors: 

Stefan Winkler, Advanced Digital Sciences Center (ADSC)/UIUC, Singapore (stefan.winkler@adsc.com.sg) 
Chang Wen Chen, State University of New York (SUNY) at Buffalo, USA (chencw@buffalo.edu) 
Alexander Raake, Deutsche Telekom Labs, TU Berlin, Germany (Alexander.Raake@telekom.de)  
Peter Schelkens, Vrije Universiteit Brussel (VUB) - iMinds, Belgium (Peter.Schelkens@vub.ac.be)  
Lea Skorin-Kapov, Faculty of EE and Computing, University of Zagreb, Croatia (Lea.Skorin-Kapov@fer.hr)  
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CALL FOR PAPERS 
IEEE Journal of Selected Topics in Signal Processing  

 

Special Issue on Exploiting Interference towards Energy Efficient and Secure Wireless 
Communications 

 
Interference has long been the central focus for meeting the ever increasing requirements on quality of service (QoS) in modern 
and future wireless communication systems. Traditional approaches aim to minimise, cancel or avoid interference. Contrary to this 
traditional view, which treats interference as a detrimental phenomenon, recent interest has emerged on innovative approaches that 
consider interference as a useful resource for developing energy efficient and secure 5G communication systems. These include 
exploiting constructive interference as a source of useful signal power at the modulation level by use of practical multiuser 
downlink precoding, and also the use of radio frequency radiation for energy harvesting that handles interference and unintended 
signals as a source of green energy. These techniques open new exciting opportunities in wireless communications by enabling 
energy self-sustainable and environmentally friendly networks with extended lifetimes, untethered mobility and independence 
from the power grid, and joint distribution of information and energy within networks. Interference is also being used for physical 
(PHY) layer secrecy, as an efficient means to jam potential eavesdroppers. This is particularly useful in networks without 
infrastructure to secure wireless links without the computational overhead imposed by standard cryptographic techniques. These 
research streams introduce a new vision about interference in wireless networks and motivate a plethora of potential new 
applications and services. The purpose of this special issue is to re-examine the notion of interference in communications networks 
and introduce a new paradigm that considers interference as a useful resource in the context of 5G communications. 
 

This special issue seeks to bring together contributions from researchers and practitioners in the area of signal processing for 
wireless communications with an emphasis on new methods for exploiting interference including symbol level precoding, physical 
layer security, radiated energy harvesting and wireless power transfer. We solicit high-quality original research papers on topics 
including, but not limited to: 
 

 Fundamental limits of communication by interference exploitation,  
 Modulation level precoding for interference exploitation, interference exploitation in 5G techniques, 
 Interference exploitation in the presence of channel state information errors, limited feedback and hardware imperfections, 
 Energy harvesting, cooperation and relaying in wireless networks, and in conjunction with 5G methods, 
 Time switching, power splitting and antenna switching for simultaneous energy and information transfer, 
 Interference exploitation and management in coexisting wireless communications and power transfer systems, 
 Joint optimisation of the baseband processing and RF circuit design for energy harvesting,  
 Joint interference exploitation and wireless power transfer techniques at the transmitter,  
 Security concerns in energy harvesting networks, 
 Signal processing for information-theoretic privacy,  
 PHY layer secrecy and jamming, PHY secrecy in 5G technologies, 
 Introducing artificial and controlled interference for enhancing wireless security, 
 Beamforming for PHY-layer secrecy and energy harvesting, 
 Interference exploitation and management in coexisting wireless communications and  power transfer systems 

 

In addition to technical research results, we invite very high quality submissions of a tutorial or overview nature; we also welcome 
creative papers outside of the areas listed here but related to the overall scope of the special issue. Prospective authors can contact 
the Guest Editors to ascertain interest on topics that are not listed.  
 

Prospective authors should visit http://www.signalprocessingsociety.org/publications/periodicals/jstsp/ for information on paper 
submission. Manuscripts should be submitted using the Manuscript Central system at http://mc.manuscriptcentral.com/jstsp-ieee. 
Manuscripts will be peer reviewed according to the standard IEEE process. 
 

Manuscript Submission:  January 30, 2016 
First review completed:  March 31, 2016 
Revised manuscript due:  May 15, 2016 
Second review completed:  July 1, 2016 
Final manuscript due:  August 15, 2016 
Publication date:  December 2016 

 

Guest Editors  
Dr. Ioannis Krikidis, University of Cyprus, Cyprus, email: krikidis.ioannis@ucy.ac.cy  
Dr. Christos Masouros, University College London, UK, email: c.masouros@ucl.ac.uk 
Dr. Gan Zheng, University of Essex, UK, email: ganzheng@essex.ac.uk  
Prof. Rui Zhang, National University of Singapore, Singapore, email: elezhang@nus.edu.sg  
Prof. Robert Schober, Universität Erlangen-Nürnberg, Germany, email: robert.schober@fau.de  
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LETTERS

Similarity Validation Based Nonlocal Means Image Denoising http://dx.doi.org/10.1109/LSP.2015.2465291 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Lossless Compression of Hyperspectral Imagery via Clustered Differential Pulse CodeModulationwith Removal of Local
Spectral Outliers http://dx.doi.org/10.1109/LSP.2015.2443913 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . J. Wu, W. Kong, J. Mielikainen, and B. Huang 2194

New Conditions on Achieving the Maximal Possible Dynamic Range for a Generalized Chinese Remainder Theorem of
Multiple Integers http://dx.doi.org/10.1109/LSP.2015.2469537 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . L. Xiao, X.-G. Xia, and H. Huo 2199

Double Strobe Technique for Unambiguous Tracking of TMBOC Modulated Signal in GPS http://dx.doi.org/10.1109/LSP.2015.2470240 . .
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Edge Propagation KD-Trees: Computing Approximate Nearest Neighbor Fields http://dx.doi.org/10.1109/LSP.2015.2469738 . . . . . . . . . . . . . . . .
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Image Matching with Multi-order Features http://dx.doi.org/10.1109/LSP.2015.2469297 . . . . . . . . . . . . . . . . . . . . . . . . . . . Y. Li, S. Zeng, and Y. Yang 2214
Anti-Forensics of Lossy Predictive Image Compression http://dx.doi.org/10.1109/LSP.2015.2472561 . . . . . . . . . . . . . . . . . . . . . . . . Y. Li and J. Zhou 2219
QoS Constrained Optimization forMulti-Antenna AFRelayingWithMultiple Eavesdroppers http://dx.doi.org/10.1109/LSP.2015.2472972 . .
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New for ICIP 2016:

maximize the visibility of your work via open preview: Papers accepted to ICIP 2016 will (upon author approval) be 
available on IEEE Xplore, freely accessible and downloadable by all in their final format from August 20, 2016 
through September 30, 2016.
nominate an individual or team for the Visual Innovation Award by March 31, 2016:  The Visual Innovation Award 
was created to recognize pioneers of transformative technologies and business models in areas within the technical 
scope of the IEEE ICIP conference series.
maximize the visibility of your work through reproducible research: ICIP 2016 supports reproducible research by 
allowing authors to submit supplementary material, including code and data.
maximize your networking and career connections: attendees will be given the opportunity to upload their CVs to 
be shared among interested recruiters for full-time, part-time, and consulting job opportunities.
experience state-of-the-art visual technology products and prototypes at the ICIP 2016 Visual Technology 
Showcase.

For more details on this and other new initiatives at ICIP 2016, visit 2016.ieeeicip.org and connect on social media.

Important Deadlines:
Challenge Session Proposals:  October 31, 2015 Special Session/Tutorial Proposals:  November 16, 2015

Paper Submissions:  January 25, 2016 Visual Innovation Award Nomination:  March 31, 2016
Visual Technology Showcase Submission: May 15, 2016

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

_____________

http://www.signalprocessingsociety.org
http://2016.ieeeicip.org
http://2016.ieeeicip.org
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


                                                                             www.signalprocessingsociety.org     [37]  JANUARY 2016

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

________________________

http://www.signalprocessingsociety.org
http://ssp2016.tsc.uc3m.es
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


                                                                         www.signalprocessingsociety.org     [38]  JANUARY 2016  

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

_________

__________

http://www.signalprocessingsociety.org
mailto:reprints@ieee.org
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com
mailto:reprints@ieee.org


                                                                             www.signalprocessingsociety.org     [39]  JANUARY 2016

Please PRINT your name as you want it to appear on your membership card and IEEE 
correspondence. As a key identifier for the IEEE database, circle your last/surname.

PERSONAL INFORMATION

To better serve our members and supplement member dues, your postal mailing address is made available to 
carefully selected organizations to provide you with information on technical services, continuing education, and 
conferences. Your e-mail address is not rented by IEEE. Please check box only if you do not want to receive these 
postal mailings to the selected address. 

Start your membership immediately: Join online www.ieee.org/join

Name & Contact Information1

I have graduated from a three- to five-year academic program with a university-level degree.    
 Yes      No

This program is in one of the following fields of study:
Engineering
Computer Sciences and Information Technologies
Physical Sciences
Biological and Medical Sciences
Mathematics
Technical Communications, Education, Management, Law and Policy
Other (please specify): _________________

This academic institution or program is accredited in the country where the institution 
is located.     Yes      No      Do not know

I have ______ years of professional experience in teaching, creating, developing, 
practicing, or managing within the following field:

Engineering
Computer Sciences and Information Technologies
Physical Sciences
Biological and Medical Sciences
Mathematics
Technical Communications, Education, Management, Law and Policy
Other (please specify): _________________

Attestation2

I hereby apply for IEEE membership and agree to be governed by the 
IEEE Constitution, Bylaws, and Code of Ethics. I understand that IEEE 
will communicate with me regarding my individual membership and all 
related benefits. Application must be signed.

Signature Date

Please Sign Your Application4

3 Please Tell Us About Yourself

 Male  Female           Date of birth (Day/Month/Year) /     /

Please complete both sides of this form, typing or printing in capital letters.
Use only English characters and abbreviate only if more than 40 characters and 
spaces per line. We regret that incomplete applications cannot be processed.

(students and graduate students must apply online)

A. Primary line of business
1. Computers
2. Computer peripheral equipment
3. Software
4. Office and business machines
5. Test, measurement and instrumentation equipment
6. Communications systems and equipment
7. Navigation and guidance systems and equipment
8. Consumer electronics/appliances
9. Industrial equipment, controls and systems

10. ICs and microprocessors
11. Semiconductors, components, sub-assemblies, materials and supplies
12. Aircraft, missiles, space and ground support equipment
13. Oceanography and support equipment
14. Medical electronic equipment
15. OEM incorporating electronics in their end product (not elsewhere classified)
16. Independent and university research, test and design laboratories and

consultants (not connected with a mfg. co.)
17. Government agencies and armed forces
18. Companies using and/or incorporating any electronic products in their

manufacturing, processing, research or development activities
19. Telecommunications services, telephone (including cellular)
20. Broadcast services (TV, cable, radio)
21. Transportation services (airline, railroad, etc.)
22. Computer and communications and data processing services
23. Power production, generation, transmission and distribution
24. Other commercial users of electrical, electronic equipment and services

(not elsewhere classified)
25. Distributor (reseller, wholesaler, retailer)
26. University, college/other educational institutions, libraries
27. Retired
28. Other__________________________

Over Please

B. Principal job function
9. Design/development 
  engineering—digital

10. Hardware engineering
11. Software design/development
12. Computer science
13. Science/physics/mathematics
14. Engineering (not elsewhere

specified)
15. Marketing/sales/purchasing
16. Consulting
17. Education/teaching
18. Retired
19. Other

1. General and corporate management
2. Engineering management
3. Project engineering management
4. Research and development 
  management
5. Design engineering management
  —analog
6. Design engineering management
  —digital
7. Research and development
  engineering
8. Design/development engineering
  —analog

D. Title
1. Chairman of the Board/President/CEO
2. Owner/Partner
3. General Manager
4. VP Operations
5. VP Engineering/Dir. Engineering
6. Chief Engineer/Chief Scientist
7. Engineering Management
8. Scientific Management
9. Member of Technical Staff

10. Design Engineering Manager
11. Design Engineer
12. Hardware Engineer
13. Software Engineer
14. Computer Scientist
15. Dean/Professor/Instructor
16. Consultant
17. Retired
18. Other 

C. Principal responsibility 
1. Engineering and scientific management
2. Management other than engineering
3. Engineering design
4. Engineering
5. Software: science/mngmnt/engineering

6. Education/teaching
7. Consulting
8. Retired
9. Other

Are you now or were you ever a member of IEEE? 
 Yes   No    If yes, provide, if known:

Membership Number                        Grade                            Year Expired

Select the numbered option that best describes yourself. This infor-
mation is used by IEEE magazines to verify their annual circulation. 
Please enter numbered selections in the boxes provided.

2016 IEEE MEMBERSHIP APPLICATION  

Title       First/Given Name                Middle                   Last/Family Surname

Primary Address

Street Address

City State/Province

Postal Code Country

Primary Phone

Primary E-mail

Secondary Address

Company Name Department/Division

Street Address  City State/Province

Postal Code Country

Secondary Phone  

Secondary E-mail

 Home  Business  (All IEEE mail sent here)  

 Home  Business  

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.ieee.org/join
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


                                                                         www.signalprocessingsociety.org     [40]  JANUARY 2016  

IEEE Aerospace and Electronic Systems AES010 25.00 12.50

IEEE Antennas and Propagation AP003 15.00 7.50

IEEE Broadcast Technology BT002 15.00 7.50

IEEE Circuits and Systems CAS004 22.00 11.00

IEEE Communications C0M019 30.00 15.00

IEEE Components, Packaging, & Manu. Tech. CPMT021 15.00 7.50

IEEE Computational Intelligence CIS011 29.00 14.50

IEEE Computer C016 56.00 28.00

IEEE Consumer Electronics CE008 20.00 10.00

IEEE Control Systems CS023 25.00 12.50

IEEE Dielectrics and Electrical Insulation DEI032 26.00 13.00

IEEE Education E025 20.00 10.00

IEEE Electromagnetic Compatibility EMC027 31.00 15.50

IEEE Electron Devices ED015 18.00 9.00

IEEE Engineering in Medicine and Biology EMB018 40.00 20.00

IEEE Geoscience and Remote Sensing GRS029 19.00 9.50

IEEE Industrial Electronics IE013 9.00 4.50

IEEE Industry Applications IA034 20.00 10.00

IEEE Information Theory IT012 30.00 15.00

IEEE Instrumentation and Measurement IM009 29.00 14.50

IEEE Intelligent Transportation Systems ITSS038 35.00 17.50

IEEE Magnetics MAG033 26.00 13.00

IEEE Microwave Theory and Techniques MTT017 17.00 8.50

IEEE Nuclear and Plasma Sciences NPS005 35.00 17.50

IEEE Oceanic Engineering OE022 19.00 9.50

IEEE Photonics PHO036 34.00 17.00

IEEE Power Electronics PEL035 25.00 12.50

IEEE Power & Energy PE031 35.00 17.50

IEEE Product Safety Engineering PSE043 35.00 17.50

IEEE Professional Communication PC026 31.00 15.50

IEEE Reliability RL007 35.00 17.50

IEEE Robotics and Automation RA024 9.00 4.50

IEEE Signal Processing SP001 22.00 11.00

IEEE Social Implications of Technology SIT030 33.00 16.50

IEEE Solid-State Circuits SSC037 22.00 11.00

IEEE Systems, Man, & Cybernetics SMC028 12.00 6.00

IEEE Technology & Engineering Management TEM014 35.00 17.50

IEEE Ultrasonics, Ferroelectrics, & Frequency Control UFFC020 20.00 10.00

IEEE Vehicular Technology VT006 18.00 9.00

PROMO CODECAMPAIGN CODE

 Yes     No     If yes, provide the following:

Member Recruiter Name ___________________________________

IEEE Recruiter’s Member Number (Required) ______________________

Credit Card Number

Name as it appears on card

Signature

Proceedings of the IEEE ................... print $47.00 or online $41.00
Proceedings of the IEEE (print/online combination) ..................$57.00
IEEE Standards Association (IEEE-SA) ................................................$53.00
IEEE Women in Engineering (WIE) .....................................................$25.00

Please total the Membership dues, Society dues, and other amounts 
from this page:
IEEE Membership dues    ............................................................. $_______
IEEE Society dues (optional)     ................................................. $_______
IEEE-SA/WIE dues (optional)    .................................................. $_______
Proceedings of the IEEE (optional)    ....................................... $_______
Canadian residents pay 5% GST or appropriate HST (BC—12%; NB, NF,
ON-13%;NS-15%) on Society payments & publications only.....................TAX $_______

AMOUNT PAID ................................................................................TOTAL $_______

Payment Method
All prices are quoted in US dollars. You may pay for IEEE membership 
by credit card (see below), check, or money order payable to IEEE, 
drawn on a US bank.

6

CARDHOLDER’S 5-DIGIT ZIPCODE

(BILLING STATEMENT ADDRESS) USA ONLY

MONTH                   YEAR
EXPIRATION DATE

5

7

7

Check

Please reprint your full name here

BETWEEN
1 MAR 2016-
15 AUG 2016

PAY

BETWEEN
 16 AUG 2015-
28 FEB 2016

PAY

Complete both sides of this form, sign, and return to:
IEEE MEMBERSHIP APPLICATION PROCESSING
445 HOES LN, PISCATAWAY, NJ 08854-4141 USA
or fax to +1 732 981 0225
or join online at www.ieee.org/join

Add IEEE Society Memberships (Optional)5 2016 IEEE Membership Rates 
(student rates available online)

6

More Recommended Options7

Payment Amount8

Were You Referred to IEEE?9

1
5

-M
EM

-3
8

5
 P

 6
/1

5

Minimum Income or Unemployed Provision
Applicants who certify that their prior year income did not exceed US$14,700
(or equivalent) or were not employed are granted 50% reduction in: full-year dues,
regional assessment and fees for one IEEE Membership plus one Society Membership. 
If applicable, please check appropriate box and adjust payment accordingly. Student 
members are not eligible.

I certify I earned less than US$14,700 in 2015
I certify that I was unemployed in 2015

The 39 IEEE Societies support your technical and professional interests.
Many society memberships include a personal subscription to the core journal, 
magazine, or newsletter of that society. For a complete list of everything 
included with your IEEE Society membership, visit www.ieee.org/join. 
All prices are quoted in US dollars.

Please check the appropriate box.

One or more Society publications

Society newsletter

Legend—Society membership includes:
Online access to publication

CD-ROM of selected society 
publications

IEEE member dues and regional assessments are based on where 
you live and when you apply. Membership is based on the calendar 
year from 1 January through 31 December. All prices are quoted 
in US dollars.

Please check  the appropriate box.

RESIDENCE
United States .................................................................$197.00 ............. $98.50
Canada (GST)*.............................................................$173.35 ............... $86.68
Canada (NB, NF and ON HST)*...........................$185.11 ............... $92.56
Canada (Nova Scotia HST)*...................................$188.05 ............... $94.03
Canada (PEI HST)*.....................................................$186.58 ............... $93.29

Canada (GST and QST Quebec)..........................$188.01 ............... $94.01
Africa, Europe, Middle East......................................$160.00 ............... $80.00
Latin America.................................................................$151.00 ............... $75.50
Asia, Pacific .....................................................................$152.00 ............... $76.00
*IEEE Canada Business No. 125634188

Auto Renew my Memberships and Subscriptions (available when paying by credit card).
I agree to the Terms and Conditions located at www.ieee.org/autorenew

BETWEEN
16 AUG 2015-
28 FEB 2016
PAY

BETWEEN
1 MAR 2016-
15 AUG 2016

PAY

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.ieee.org/join
http://www.ieee.org/join
http://www.ieee.org/autorenew
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


                                                                             www.signalprocessingsociety.org     [41]  JANUARY 2016

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

____________________________________
_____________________________

___________________
__

http://www.signalprocessingsociety.org
http://www.ieee.org/publications_standards/publications/authors/authors_journals.html
http://www.signalprocessingsociety.org/publications/overview-articles/
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


                                                                         www.signalprocessingsociety.org     [42]  JANUARY 2016  

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

____________________
_______________________________

________________
_______________________________

________________________________
______

__________________________________

________________________________

_______________________

_____________________________________

_________________________________

______________________________________

__________________________________

______________________________
__________________

http://www.signalprocessingsociety.org
http://www.ieee.org/publications_standards/publications/authors/authors_journals.html
http://www.ieee.org/publications_standards/publications/authors/auth_names_native_lang.pdf
http://www.signalprocessingsociety.org/publications/periodicals/tsp/TSP-EDICS/
http://www.signalprocessingsociety.org/publications/periodicals/image-processing/tip-edics/
http://www.signalprocessingsociety.org/publications/periodicals/taspl/taspl-edics/
http://www.signalprocessingsociety.org/publications/periodicals/forensics-edics
http://www.signalprocessingsociety.org/tmm/tmm-edics/
http://www.signalprocessingsociety.org/publications/periodicals/tci/tci-edics
http://www.signalprocessingsociety.org/publications/periodicals/tsipn/tsipn-edics
http://www.signalprocessingsociety.org/publications/overview-articles/
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org/about-sps/governance/policy-procedure/part-2


                                                                             www.signalprocessingsociety.org     [43]  JANUARY 2016

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

_____________

http://www.signalprocessingsociety.org
mailto:new.membership@ieee.org
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


                                                                         www.signalprocessingsociety.org     [44]  JANUARY 2016

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

_____________

http://www.signalprocessingsociety.org
mailto:new.membership@ieee.org
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

_____________

mailto:new.membership@ieee.org
http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com

	Zoom In: 
	Next Page: 
	Search Issue: 
	For navigation instructions please click here: 
	Zoom Out: 
	Contents: 
	http://www: 
	signalprocessingsociety: 
	org: 

	qmags: 
	com: 


	Previous Page: 
	Front Cover: 
	Page 6: 
	Page 11: 
	Page 141: 
	Page 4: 
	Page 144: 
	Page 151: 
	Page 158: 
	Page 163: 
	Page 166: 
	Page 14: 
	Page 120: 
	Page 94: 
	Page 78: 
	Page 57: 
	Page 37: 
	POP-UP: 
	p1: 
	Page 168: 
	Page 150: 
	Page 162: 
	Page 10: 
	Page 13: 
	Page 7: 
	Page 157: 
	Cover 1: 


