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[from the EDITORS]
Abdelhak Zoubir

Editor-in-Chief 
zoubir@spg.tu-darmstadt.de

http://signalprocessingsociety.org/
publications/periodicals/spm 

T
his is my last editorial for 
IEEE Signal Processing Mag-
azine (SPM) as my three-year 
term as editor-in-chief (EiC) 
expires in December 2014. 

Usually, in such situations, one tends to 
revisit his or her achievements with the 
readers. I will not do that, as I always 
believe that the readers are in a much bet-
ter position to judge the quality of the spe-
cial issues, feature articles, and columns 
and forum we brought you over the last 
three years and to draw conclusions based 
on the work the team has performed. How-
ever, I will mention a subject that has been 
much discussed among authors, readers, 
and publication boards. It is the impact 
factor (IF), the average number of citations 
received per paper published in a journal 
or magazine during the two preceding 
years. I am not a great believer of this met-
ric as a sole criterion for judging a journal 
or magazine, let alone its quality. To mea-
sure quality, one has to consider multiple 
facets that make it up and not reduce these 
to a single number. 

In fact, the IEEE issued a paper [1] 
(adopted by the IEEE Board of Directors, 
9 September 2013) where it recom-
mends “… the use of multiple comple-
mentary bibliometric indicators to offer 
an appropriate, comprehensive, and bal-
anced view of each journal in the space 
of scholarly publications.”

I started my term in January 2012 and, 
at that time, the magazine enjoyed the 

highest IF rank of 5.86 among all 247 publi-
cations listed in the electrical and electron-
ics engineering category in Journal 
Citation Reports, Science Edition 2010. 
However, as I just mentioned, I am not a 
believer in the importance of just a single 
number, but I knew all along that many col-
leagues and scientific communities take 
notice of it. Thus, I knew that it would be a 
challenge to maintain the high IF rank that 
SPM had accomplished. This past July, the 
2013 IF increased to 4.481 after a drop in 
2011 and 2012, placing SPM ninth among 

all EE publications. This is a pleasing out-
come, but again, please bear in mind that 
this measure does not reflect quality and 
cannot be considered as a stand-alone met-
ric. Even more pleasing is the fact that the 
immediacy index, the eigenfactor score, and 
the article influence score of SPM have also 
steadily increased over the last three years.

What was the biggest challenge during 
my tenure? Undoubtedly, it was to make 
SPM as attractive as possible and a most 
valuable resource for the whole communi-
ty. It is for that reason that my first priority 
was to appoint outstanding area editors for 
all positions, i.e., Fulvio Gini (Special 

Issues); Marc Moonen (Feature Articles); 
Andres Kwasinski and Andrea Cavallaro 
(Columns and Forum); and Z. Jane Wang 
and Christian Debes (e-Newsletter). They 
are all dedicated professionals who put 
their hearts into this venture. It was also of 
great importance to me to appoint respon-
sible professionals to the Senior Editorial 
Board. They supported me and especially 
my colleagues Fulvio and Marc immensely. 
It was my great pleasure to work with the 
Senior Editorial Board. I extend my thanks 
to them for their valuable support. I also 
wish to thank the IEEE Signal Processing 
Society staff for their continued support, 
particularly Rebecca Wollman, Theresa 
Argiropoulos, Deborah Blazek, Rupal 
Bhatt, and Denise Hurley, as well as SPM’s
managing editor, Jessica Barragué, and 
many others working in the background. 

I now welcome my successor Min Wu 
as the incoming EiC, who knows SPM very 
well and will do all that it requires to main-
tain the magazine’s high quality and repu-
tation, and also e-Newsletter Area Editor 
Christian Debes, who has energy and new 
ideas to drive eNews to a higher level.

Most importantly, I wholeheartedly 
thank all readers of SPM and all contribu-
tors. Without you, there would be no SPM!

REFERENCE
[1] Online. Available:  http://www.ieee.org/publications_
standards/publications/rights/bibliometrics_
statement.html
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[from the EDITORS] continued
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Inside Signal Processing e-Newsletter

L
aunched in 2007, Inside Signal 
Processing e-Newsletter has 
been a source of relevant infor-
mation for the signal processing 
community for more than seven 

years. With the newsletter Web site (http://
signalprocessingsociety.org/newsletter) 
and the monthly e-mail digest, IEEE 
Signal Processing Society (SPS) mem-
bers receive the latest news about our 
Society, updates from our technical com-
mittees, signal processing-related trends, 
and much more.

Regarding the e-Newsletter, we strive 
to bring relevant and timely information 
about the Society and beyond to all mem-
bers. Thus, it should never be seen as a 
static service but as a continuously evolv-
ing effort, always asking the question 
“What is it that SPS members care about? 
And how can we best present it to them?” 

Z. Jane Wang, the previous area editor 
for the e-Newsletter for nearly five years, 
did a great job in redesigning the newslet-

ter and making it more attractive to the 
readers. It is an honor and pleasure to 
build upon the work of Jane and her team 
and to bring the newsletter to the next 
level. To restructure the e-Newsletter and 

fill it with the relevant content for SPS 
members, a new team of associate editors 
has been appointed. I’m very happy that 
the following seven individuals agreed to 
join me in this effort: Csaba Benedek 
(Hungarian Academy of Sciences, Hunga-
ry), Paolo Braca (NATO Science and Tech-
nology Organization, Italy), Quan Ding 
(University of California, San Francisco, 
United States), Marco Guerriero (General 
Electric Research, United States), Yang Li 
(Harbin Institute of Technology, China), 
Yuhong Liu (Penn State Altoona, United 

States), and Andreas Merentitis (AGT 
International, Germany).

What can you expect from future 
e-Newsletters? Our main focus is to bring 
more relevant content to the readers. This 
includes a broader coverage of signal pro-
cessing-related activities from universities, 
industry, and other organizations around 
the world. The SPS e-Newsletter will have 
more reports on industry trends, signal pro-
cessing applications in emerging fields, new 
data sets for experimentation, and ongoing 
competitions. You will find short interviews 
that put SPS members in the spotlight. This 
is not all—there are many more ideas in the 
pipeline that you will see transforming into 
the monthly e-mail digest and the newslet-
ter Web site in the coming months.

As a member-centric service, the 
e-Newsletter is all about what is rele-
vant to you. Therefore, I sincerely invite 
you to e-mail me your thoughts and 
contributions.

[SP]
Digital Object Identifier 10.1109/MSP.2014.2354091

Date of publication: 15 October 2014

AS A MEMBER-
CENTRIC SERVICE, 

THE E-NEWSLETTER IS 
ALL ABOUT WHAT IS 
RELEVANT TO YOU.

ERRATA
The URL that was included in [6] of the “References” 
section in the September 2014 “From the Editor” 
column of IEEE Signal Processing Magazine has since 
expired. We apologize for the inconvenience. 

Interested readers can view the profiles of unsung 
engineering heroes that will be highlighted in 
“Special Report: Dream Jobs 2015” in the March 
2015 issue of IEEE Spectrum.

Digital Object Identifier 10.1109/MSP.2014.2358731

Christian Debes
Area Editor, e-Newsletter 

CDebes@agtinternational.com
http://signalprocessingsociety.org/

publications/periodicals/spm 
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A Chapter’s Role in Networking and Continuing Education

T
he IEEE is a nonprofit orga-
nization whose goal is to 
serve its Members. The IEEE 
Signal Processing Society 
(SPS) is one of the IEEE’s 38 

technical Societies. We are a membership 
organization, and our primary goal is to 
serve you, so it is very important for us to 
understand our members and what they 
expect from us. We cannot use a one-size-
fits-all approach as our membership is 
very diverse, both in terms on the job 
function (academia, graduate students, 
undergraduate students, industry, govern-
ment) and geography.

While IEEE membership has been 
steadily growing (from 380,000 in 2000 to 
430,000 in 2013), the number of total 
Society memberships has been decreasing 
(from 400,000 in 2000 to 350,000 in 
2013). Many IEEE Members joined Societ-
ies to gain access to their journals or mag-
azines. But when IEEE Xplore was 
introduced in 2001, many IEEE Members 
could access Societies’ publications 
through their university’s or company’s 
institutional membership. This started the 
decline in Societies’ memberships as the 
value proposition had changed.

After a steady drop in membership 
(from 20,000 in 2000 to 15,000 in 2009), 
the SPS started gaining members, ending 
2013 with 17,433, as the fourth-largest 
Society in the IEEE. Most of that growth 
came from Region 10 (Asia), whereas 
Society membership in the United States 
(Regions 1–6) had a slow but steady 
decline, accounting for 42% of all 

members in 2013 down from well over 
50% a decade ago. 

About 30% of those members are faculty 
in universities and 12% are graduate stu-
dents. Both faculty and graduate students 
comprise a large percentage of the attend-
ees to the Society’s conferences and also a 
large percentage of the contributors to 
papers and articles in the Society’s journals 
and magazine, respectively.  

About 50% of the Society’s members 
are in industry and 3% are undergraduate 
students. Many of these industry members 
have told us that they cannot easily attend 
international conferences, but that they 
would like to attend local events. Attend-
ing local Chapter events is something that 
ranks high in member surveys not only 
for industry members but also for stu-
dents, and academics.

The Society has 134 Chapters world-
wide. Society Chapters organize many 
activities for the members in their area, 
such as hosting talks and networking 
events. This is a great opportunity for our 
members to keep up with important new 
developments in signal processing. Such 
Chapter events usually offer refreshments 
either before or after the talk, providing 
members with an opportunity for net-
working. Many such talks are held in the 
evening to make it easier for working pro-
fessionals to attend.

This past August, I attended a talk by 
one of the Society’s Distinguished Lectur-
ers at an event organized by the Santa 
Clara Chapter. The talk was inspiring and 
the networking that took place was ener-
gizing. I was thrilled to see that 80 people 
attended this vibrant meeting. I’d like to 
thank the leadership of the Santa Clara 

Chapter for reinvigorating the Chapter, 
organizing many more events than in the 
past, all of which were very successful.

The Society’s Membership Board 
understands how important Chapters are 
in serving many of our members and how 
they help create a sense of community 
and pride in our profession. We have 
started to recognize Chapters that have 
done a great job through the Chapter of 
the Year Award: the Malaysia Chapter 
won the first award in 2011, the Tainan 
Chapter in 2012, and the Italy Chapter in 
2013. We have also started a Chapter cer-
tification process to help all our Chapters 
leverage best practices.

Chapters can also request funding 
from the SPS Membership Board (sp.
bd.membership@ieee.org) for activities 
such as SPS seasonal schools, meetings 
featuring industry executives, outreach 
programs to get students in primary 
schools interested in signal processing, 
and more.

Please help us increase the vitality of 
our Chapters by volunteering to serve on 
the board of your Chapter. You can con-
tact the SPS Vice President of Membership 
Kostas Plataniotis, Chapters Committee 
Chair Sven Longaric, or our Regional 
Directors: Anthony Kuh (Regions 1–6), 
Douglas O’Shaughnessy (Regions 7 and 
9), Mauro Barni (Region 8), and Mark Liao 
(Region 10). I’d also love to hear from 
you—how can we do better?

[SP]
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Looking at Machine Vision

B
efore we can enter a world in 
which cars and trucks drive 
themselves, autonomous air-
craft dot the skies, and robots 
pitch in to perform a virtually 

endless array of tasks, these systems will 
need to have a way of reliably and safely 
interacting with the surrounding world. 
Machine vision is the technology that 
will give future autonomous systems the 
ability to detect and react to various 
types of objects, terrains, and situations.

Signal processing lies at the heart of 
machine vision, opening ways of acquiring, 
processing, analyzing, and understanding 
images and other high-dimensional data 
from the real world. In multiple research 
areas, today’s machine vision developers 
are pioneering systems that in years ahead 
promise to make life more faster, safer, 
healthier, and more convenient in an 
almost endless number of areas.

CUTTING THROUGH THE CLUTTER
Object recognition is one of the most 
pressing challenges facing computer 
vision researchers, since a robot or other 
type of machine manipulating some-
thing in the real world needs to do more 
than simply recognize an item—it also 
must be able to perceive the object’s pre-
cise orientation. 

To enhance the ability of robots to 
determine the orientation of specific 
objects, researcher Jared Glover (Figure 1) 
turned to a lesser-known and semine-
glected statistical construct known as the
Bingham distribution. While a graduate 
student in the Massachusetts Institute of 
Technology’s (MIT’s) Department of Elec-
trical Engineering and Computer Science, 
Glover and coresearcher Sanja Popovic 

developed a new robot vision algorithm, 
based on the Bingham distribution, that he 
says turned out to be 15% more accurate 
at identifying familiar objects in cluttered 
scenes than the best previous models. 
(Glover graduated MIT in May 2014. Popo-
vic, also an MIT graduate, currently works 
at Google.)

Glover focused his research on a single 
basic question: How can a robot detect 
objects within a cluttered environment? “I 
started working on specific object detec-
tion, meaning my system was looking for 
objects that the robot already has a model 
of in its database,” Glover says. “The robot 
knows the 3-D (three-dimensional) shape 

of the object it’s looking for, it’s just trying 
to find that shape in the clutter.”

In noisy and jumbled landscapes, accu-
rate orientation detection hinges on pre-
cise alignments using multiple cues, such 
as 3-D point positions, surface normals, 
curvature directions, edges, and image fea-
tures. Glover observed that other than 
brute force optimization, no existing align-
ment method existed that could merge all 
of this information together in a meaning-
ful way.

The researcher identified the Bingham 
distribution as a useful tool because it 

enables an algorithm to squeeze more 
information out of each ambiguous, local 
feature. By connecting the Bingham dis-
tribution to the classical least-squares 
alignment problem, the researchers were 
easily able to fuse information from both 
position and orientation information into 
a principled, Bayesian alignment system 
that they called the Bingham procrus-
tean alignment.

In his research, Glover used a Micro-
soft Kinect camera to identify locations in 
an image where color or depth values 
change abruptly—likely object edge loca-
tions. The work was then narrowed down 
to taking two sets of points—the model 
and the object—and determining whether 
one could be superimposed on the other. 

Most algorithms, including Glover’s, 
will make an initial immediate attempt at 
aligning the points. If both sets of points 
really do describe the same object, they 
can be quickly aligned by rotating one of 
them around the right axis. For any given 
pair of points—from the model and the 
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SIGNAL PROCESSING 
LIES AT THE HEART OF 

MACHINE VISION, OPENING 
WAYS OF ACQUIRING, 

PROCESSING, ANALYZING, 
AND UNDERSTANDING 
IMAGES AND OTHER 

HIGH-DIMENSIONAL DATA 
FROM THE REAL WORLD. 

[FIG1] As an MIT graduate student, 
Jared Glover developed a new robot 
vision algorithm based on the Bingham 
distribution. (Photo courtesy of Jared 
Glover.)
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[special REPORTS]continued

object—one can effectively determine the 
probability that rotating one point by a 
particular angle around a particular axis 
will align it with the other. The challenge 
is that the same rotation might also move 
other pairs of points farther away from 
each other. Glover, in his research, showed 
that the rotation probabilities for any 
given pair of points can be described as a 
Bingham distribution, which can then be 
merged into a single, comprehensive 
Bingham distribution.

Getting noise under control proved to 
be one of the researcher’s major challenges 
“If you have noise, say, noisy estimates on 
the object’s depth, and, if that noise is dif-
ferent from the first time you saw it to the 
second time you saw the object—because 
you see it from a different view or under 
different lighting—then the system might 
not have an accurate model for the noise, 
and so it will get confused,” he says.

Nonetheless, in experiments using 
visual data about particularly cluttered 
scenes, the algorithm identified 73% of the 
objects in a given scene, compared to 64% 
from the best existing algorithm. With fur-
ther research and sources of information, 
Glover believes the algorithm’s perfor-
mance can be improved even more.

“Besides increasing accuracy and 
robustness, the biggest challenge is rela-
tionship understanding,” he explains. “If a 

robot can understand, for example, that 
the bowls are on top of each other, or 
things are touching each other in a cer-
tain way, or wrapped around each other, 

that’s the kind of information that is going 
to be necessary for it to manipulate 
objects in the real world.”

IDENTIFYING FACES IN THE CROWD
Multicamera, multiobject tracking has 
been an area of intense research for over a 
decade. Yet few automated techniques 
have been tested on objects located out-
side of well-controlled lab environments. 
To make tracking technology more useful 
in a potentially wide range of commercial 
and civic applications, researchers at 
Carnegie Mellon University recently 
developed an algorithm designed to track 
the locations of multiple individuals in 

complex, indoor settings via a network of 
video cameras.

Alexander Hauptmann (Figure 2), prin-
cipal systems scientist in the Carnegie Mel-
lon Computer Science Department, notes 
that developing an effective motion track-
ing system required overcoming a number 
of challenges. Something as apparently 
simple as tracking a person based on the 
color of the clothing worn proved to be 
frustratingly difficult because the apparel 
color can appear different to cameras in 
assorted locations due to lighting varia-
tions. Likewise, a camera’s view of an indi-
vidual can be blocked by people passing in 
hallways, by furniture or other stationary 
objects, or when someone enters a room 
or other area not covered by cameras. All 
of these situations, and others, make it 
necessary for individuals to be regularly 
reidentified by the system.

Hauptmann’s research team developed 
mathematical models that let them com-
bine critical information, such as appear-
ance, facial recognition, and motion 
trajectories. Using all of this information 
is key to successful tracking, Hauptmann 
says, but facial recognition provided the 
greatest help. “The core tracking was a 
particle filter tracker, based on appear-
ance,” Hauptman remarks. When the 
researchers removed facial recognition 
data from the tracking, accuracy col-
lapsed from 88% to 58%, not significantly 
better than existing tracking algorithms.

“The idea of particle filter tracking is 
that you don’t commit to any one thing, 
so what you’re tracking could be anywhere 
in the space, yet it’s more likely to be here 
and less likely to be there,” Hauptmann 
says. “So you always have these distribu-
tions of possible places for each particle 
that you’re tracking and in the end you 
find that, overall, this is the most likely 
place for a particular person,” he adds.

The algorithm’s input consists of a set 
of person detection results at each time 
instant. “The person detection results from 
different camera views mapped to a com-
mon 3-D coordinate system using camera 
calibration and ground plane parameters 
provided,” Hauptman says. Each person 
detection result is described by a color his-
togram. “Our algorithm’s main task is to 
predict a label for each result,” Hauptmann 

HAUPTMANN’S RESEARCH 
TEAM DEVELOPED 

MATHEMATICAL MODELS
THAT LET THEM COMBINE 
CRITICAL INFORMATION, 
SUCH AS APPEARANCE, 

FACIAL RECOGNITION, AND 
MOTION TRAJECTORIES.

[FIG2] Alexander Hauptmann, principal systems scientist in the Carnegie Mellon 
Computer Science Department (right), and a student view motion-tracking system 
images. (Photo courtesy of Carnegie Mellon University.)
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explains. “To perform the prediction task, 
our algorithm incorporates two main 
innovative components, which are mani-
fold learning in appearance space, with 
spatiotemporal constraints, and trajectory 
inference by nonnegative discretization.

The algorithm was able to automati-
cally follow 13 individuals within a nurs-
ing home, with the residents’ consent, 
despite the fact that people occasionally 
moved out of camera range. The research-
ers used 6 min of footage recorded by 15 
cameras in a nursing home in 2005 to 
develop the algorithms and test the sys-
tem. The team took advantage of multiple 
cues within the video, including trajec-
tory, clothing color, person detection, and, 
most critically, facial recognition. “We 
thought it would be easy,” Hauptmann 
said of multicamera tracking, “but it 
turned out to be incredibly challenging.” 

After working on the project for nearly 
a decade, Hauptmann notes that a series of 
relatively small technology and technique 
advancements can have as big an impact 
in an area like object tracking as a major 
breakthrough. “There’s a big disconnect in 
computer vision between things that are 
published and things that work,” he says. 
“What tends to get published are really 
novel ways of thinking about it—novel 
theories and novel algorithms.”

But real life isn’t quite that simple. 
Camera angle, for instance, can make a big 
difference in results. “Most research is 
done in a lab with a good camera position, 
so if a person eating is directly facing the 
camera, you’ve got high enough resolution 
to see their mouth moving, track points 
around the corners of their mouth and so 
on,” Hauptmann says. “This approach is 
really impressive in that sort of laboratory 
situation, but when you take it into the 
real world it’s a different story, and that’s 
why this project took us so long.”

After years of hard work, Hauptmann 
regards the project as a success. “Our 
algorithm exhibited the robust localiza-
tion and tracking of persons-of-interest 
not only in outdoor scenes, but also in a 
complex indoor real-world nursing 
home environment,” he says.

Hauptmann acknowledges, however, 
that the algorithm still has some limita-
tions. “Our objective function does not 

have a spatial locality constraint on a tra-
jectory,” he says. “Therefore, our algorithm 
is not effective in very crowded sequences 
where each person wears the same color 
clothes.” Another challenge is that optimi-
zation converging to a severe local optima, 
making initialization crucial. “Bad initial-
ization may cause the performance to 
degrade,” Hauptmann says.

While real-world deployment of the 
technology is still years away, Hauptman 
sees identification applications in venues 
beyond nursing homes, ranging from 
casinos to prisons. “We’re still improving 
the accuracy,” he says. “We’re trying to 
get it so that we can easily apply it to 
other places.”

SPEEDY CELL SORTING
Machine vision can also be used to rec-
ognize and differentiate objects as small 
as a biological cell. Researchers at the 
University of California, San Diego 
(UCSD), say that with the assistance of 
computer vision and hardware optimiza-
tion they are now able to analyze and 
sort cells up to 38 times faster than with 
previous methods.

The approach, based on research origi-
nated at the University of California, Los 
Angeles (UCLA), improves imaging flow 
cytometry, a technique that uses a micro-
scope-mounted camera to capture the 
morphological features of up to thousands 
of cells per second. The technology sorts 
cells into different categories, such as 
benign or malignant cells, based on their 
shape and structure. “The idea is, can we, at 
50,000 frames per second, accurately iden-
tify each cell?” says Ryan Kastner, a UCSD 
professor of computer science (Figure 3).

Algorithms currently used take any-
where from 10 s to 0.4 s to analyze a single 
frame, making imaging flow cytometry 
far too slow for routine clinical use. The re-
searchers’ new approach promises to speed 
processing rates up to between 11.94 ms 
and 151.7 ms, depending on the hardware 
used. For enhanced performance, the 
team created a custom field-gate program-
mable array (FPGA). Low-range perfor-
mance results, still significantly faster 
than currently achievable rates, were ob-
tained by using an off-the-shelf graphics 
processing unit (GPU).

Four stages are necessary to perform 
the morphological analysis necessary for 
high-speed cell sorting: Blob Search, 
Image Interpolation and Adjustment, Find 
Center, and Coordinate Conversion/Radius 
Extraction. “Each module had to be care-
fully designed to achieve our performance 
targets,” Kastner says. Yet reaching for 
maximum speed also required making 
some tradeoffs. “For example, at the end 
of the process, histogram equalization 
works better than image adjustment for 
contrast enhancement,” Kastner explains. 
“Histogram equalization requires more 
complex processing leading to a lower 
throughput. Therefore, we sacrificed qual-
ity for performance.”

The Blob Search module analyzes the 
images to detect the cell’s area. The 
module then transforms the mono-
chrome cell image into a binary digital 
image (only the pixels representing the 
cell are highlighted). The module then 
creates a histogram and crops a 20 # 20 
pixel image around the cell.

To improve the fidelity of the analysis, 
the selected cell area from the Blob 
Search module is resized by a factor of 
ten. The Interpolation step also generates 
a higher contrast image by linearly 
adjusting the brightness level. The resized 
200 # 200 image is input to the Find 

[FIG3] Ryan Kastner, a UCSD professor 
of computer science, leads a project 
aimed at speeding cell analysis and 
sorting. (Photo courtesy of UCSD.)

(continued on page 117)
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Robert W. Heath, Jr., Geert Leus, 
Tony Q.S. Quek, Shilpa Talwar, 

and Peiying Zhou

[from the GUEST EDITORS]
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Signal Processing for the 5G Revolution

C
ellular communication sys-
tems are continuing to in-
corporate advanced signal 
processing techniques. 
Third-generation cellular 

systems are already widely deployed and 
are being followed by fourth-generation 
(4G) systems. Since 4G cellular technolo-
gy development is considered to have 
concluded in 2011, the attention of the 
research community is shifting toward 
what will be the next set of innovations in 
wireless communication technologies 
that are now broadly known as fifth-gen-
eration (5G) technologies. 

Given a historical ten-year cycle for ev-
ery generation of cellular advancement, it 
is expected that networks with 5G tech-
nologies will be deployed around 2020. 
While 4G standards were designed to meet 
requirements issued by the International 
Telecommunication Union-Radio, no defi-
nition for 5G is currently available. Ex-
perts vary in opinion whether the next 
generation of cellular networks will con-
tinue to enhance (peak) service rates 
further, focus on spectral efficiency en-
hancements, or move to newer metrics 
such as energy efficiency, cost- and utiliza-
tion-efficiency, or even define new metrics 
around service quality experience. There is 
also the possibility that 5G will enable 
digital sensing, communication, and pro-
cessing capabilities to be ubiquitously 
embedded into everyday objects, turning 
them into the Internet of Things (IoT) or 
machine-to-machine (M2M). In this new 
paradigm, smart devices will collect data, 
relay the information or context to each 
other, and process the information collab-
oratively over the 5G cellular networks. 
No matter what the eventual metric or 

system, it is certain that signal processing 
will play an important role in the features 
that define 5G.

This issue of IEEE Signal Processing 
Magazine (SPM) provides an overview of 
recent advances in signal processing for 
communication with an emphasis on sig-
nal processing techniques that will be rel-
evant for 5G cellular systems. It covers a 
wide range of topics including modula-
tion, beamforming, cross-layer optimiza-
tion based on different performance 
metrics, location-aware communication, 
cloud computing, and cloud radio access 
networks. The articles provide a diverse 
perspective on the potential challenges in 
5G cellular systems.

The first set of articles addresses 
challenges related to the optimization of 
5G systems. 

The article by Björnson et al. considers 
the problem of operating a 5G system with 
conflicting performance metrics including 
higher peak rates, improved coverage with 
uniform user experience, higher reliabili-
ty, lower latency, and better energy effi-
ciency. The authors review a mathematical 
framework known as multiobjective opti-
mization that can be used to solve prob-
lems with multiple competing objectives. 
The article concludes with an example ap-
plication to massive multiple-input, multi-
ple-output (MIMO) systems.  

Cavalcante et al. consider optimizations 
related to energy efficiency, arguing that 
reducing the transmit energy per bit may 
increase the total energy consumption in 
the network. Traffic patterns and interfer-
ence calculus are used to suggest algo-
rithms for energy efficiency. The article 
concludes with a detailed example where 
an interference calculus approach is used 
to adaptively select a subset of active base 
stations based on prior traffic history, using 
the majorization–minimization algorithm. 

The second set of articles addresses 
challenges related to cloud computing and 
cloud radio access networks.  

The article by Wübben et al. reviews the 
benefits that cloud computing can offer in 
5G cellular networks. Signal processing is-
sues related to the cloud implementation of 
three representative parts of the signal pro-
cessing chain are described in detail: hybrid 
automatic repeat request, forward error 
correction, and multiuser detection. 

In the article by Barbarossa et al., the 
authors approach cloud computing from 
the perspective of offloading computations. 
They provide a mathematical formulation 
of a computation offloading problem 
aimed at jointly optimizing the communi-
cation and computation resources subject 
to latency and energy constraints. They 
consider computation offloading strategies 
and different ways to jointly optimize com-
munication and computation resources. 

Baligh et al. look at cloud computing 
from the perspective of interference manage-
ment and network provisioning. They  pro-
pose a cross-layer optimization framework 
for joint user admission, user base station 
association, power control, user grouping, 
transceiver design as well as routing and 
flow control, suggesting that they should be 
treated in a unified way for 5G networks. 

Park et al. consider the topic of fron-
thaul compression for cloud radio access 
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networks. The fronthaul is the connection 
between remote radio heads and the cen-
tralized control unit with cloud comput-
ing technology. This article surveys work 
on fronthaul compression, especially mul-
titerminal compression and structured 
coding, leveraging insights derived from 
network information theory. 

The third set of articles focuses on 
more traditional physical-layer signal 
processing techniques relevant to 5G cel-
lular systems. 

The article by Banelli et al. considers 
the topic of modulation, speculating that 
5G may employ another modulation strat-
egy besides orthogonal frequency-division 
multiplexing. It reviews other competing 
modulation strategies including filter bank 
multicarrier, faster-than-Nyquist/time-fre-
quency packing, and single-carrier modu-
lations. The article concludes with a review 

of the potential interactions between the 
choice of modulation and other 5G re-
quirements: high data rates, small cells, 
IoT, low latency, and energy efficiency. 

Razavizadeh et al. examine a multiple 
antenna technique known as three-dimen-
sional beamforming, where antenna ele-
ments in both horizontal and vertical 
directions are used. It reviews the concepts 
of two- and three-dimensional beamform-
ing and discusses various challenges includ-
ing channel modeling and array design.

The final article by Di Taranto et al. 
considers how 5G networks might ben-
efit from precise location information at 
different layers of the protocol stack. 
Different applications of location are 
discussed including radio channel pre-
diction and the ways that it can be used 
at the physical, medium access control, 
and higher layers. 

In summary, we received many contri-
butions in response to the call for papers of 
this special issue. Based on relevance and 
fit, many high-quality papers were not in-
vited for full-paper submission. We would 
like to express our appreciation to all the 
authors who submitted white papers and 
full articles to this special issue. We would 
also like to thank all the reviewers who 
provided critical reviews of the diverse set 
of papers that we received. Finally, we 
would like to acknowledge Abdelhak Zou-
bir, SPM’s editor-in-chief, who was very 
supportive of our issue, and Fulvio Gini, 
the special issues area editor who provided 
assistance and encouragement along with 
countless reminders, and, of course, Re-
becca Wollman for her assistance with the 
entire process. We hope that you will enjoy 
the articles in this special issue of SPM.

[SP]
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T
he evolution of cellular networks is driven by the 
dream of ubiquitous wireless connectivity: any data 
service is instantly accessible everywhere. With each 
generation of cellular networks, we have moved 
closer to this wireless dream; first by 

delivering wireless access to voice communica-
tions, then by providing wireless data ser-
vices, and recently by delivering a 
Wi-Fi-like experience with wide-area 
coverage and user mobility man-
agement. The support for high 
data rates has been the main 
objective in recent years [1], as 
seen from the academic focus 
on sum-rate optimization and 
the efforts from standardiza-
tion bodies to meet the peak 
rate requirements specified in 
IMT-Advanced. In contrast, a 
variety of metrics/objectives 
are put forward in the techno-
logical preparations for fifth-
generation (5G) networks: higher 
peak rates, improved coverage with 
uniform user experience, higher reli-
ability and lower latency, better energy 
efficiency (EE), lower-cost user devices 
and services, better scalability with number of 
devices, etc. These multiple objectives are coupled, 
often in a conflicting manner such that improvements in 
one objective lead to degradation in the other objectives. Hence, 
the design of future networks calls for new optimization tools that 
properly handle the existence of multiple objectives and tradeoffs 
between them. 

In this article, we provide a review of multiobjective optimi-
zation (MOO), which is a mathematical framework to solve 
design problems with multiple conflicting objectives [2]–[6]. In 

contrast to conventional heuristic approaches where some 
objectives are converted into constraints, MOO 

enables a rigorous network design. MOO has 
been applied in many engineering and 

economic related fields but has 
received little attention from the 

signal processing and wireless 
communication communities. 

We provide a survey of the 
basic definitions, properties, 
and algorithmic tools in 
MOO. This reveals how sig-
nal processing algorithms 
are used to visualize the 
inherent conflicts between 
5G performance objectives, 
thereby allowing the network 

designer to understand the 
possible operating points and 

how to balance the objectives in 
an efficient and satisfactory way. 

For clarity, we provide a case study 
on massive multiple-input, multiple-

output (MIMO) systems, which is one of 
the key enablers of 5G cellular networks.

INTRODUCTION
We are currently at a point in time when many researchers in 
industry and academia are trying to formalize their expectations 
and requirements on next-generation wireless communication 
networks. These views are expressed in various magazine articles, 
white papers, and plenary talks. To get a sense of the range of 
expectations, one can take a look at the project Mobile and Wire-
less Communications Enablers for the 2020 Information Society
(METIS), where telecommunications manufacturers, network 

[Emil Björnson, Eduard Jorswieck, Mérouane Debbah, and Björn Ottersten]

[The way to balance conflicting metrics in 5G systems]
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operators, and academic partners are gathering their 5G require-
ments (for more information, see http://www.metis2020.com). 
The following summarizes their main objectives [7]: 

■ Higher user data rates: 10–100 times higher average user 
rates are expected, at least in urban scenarios.  
■ Higher area data rates: 1,000 times higher average rates 
per unit area are anticipated.  
■ More connected devices: With the respective expected 
increases in user and area rates, 10–100 times more devices 
can be accommodated per unit area. 
■ Higher EE: The throughput should be improved without 
increasing the operational cost or the energy consumption, 
thus greatly improving the EE. If EE is measured as area data 
rate per power expenditure, this requires a 1,000 times EE 
improvement. 
Furthermore, heterogeneity appears as a keyword that can 

be tied to a variety of network aspects: 
■ Heterogeneous networks: The combination of access points 
with different ranges, traffic loads, radio access technologies, 
licensed/unlicensed spectrum, and hardware capabilities makes 
the network highly heterogeneous. The same deployment strat-
egy cannot be used everywhere and the same resource manage-
ment scheme cannot be used throughout the day. 
■ Heterogeneous user conditions: As the performance 
requirements become tighter, the mobility and path loss of a 
specific user determines its quality of service, unless the net-
work is designed to counteract these effects. 
■ Heterogeneous devices: The differences in functionality 
and hardware capability of user devices are expected to grow. 
Large handheld devices can, for example, achieve high data 
rates by spatial multiplexing and advanced signal processing, 
while small sensors seek low data rates under extremely tight 
energy constraints. 
■ Heterogeneous service requirements: Some cyberphysical 
systems and public-safety applications require very fast and 
reliable response times, while best-effort delivery is fine for 
other types of data services. Similarly, certain multimedia 
applications have tight and continuous quality-of-service 
requirements, while other services are bursty in nature. 
There are apparently many different requirements, or objec-

tives, to keep in mind when designing future wireless networks. 
Unfortunately, these objectives cannot be treated separately 
because they are coupled; sometimes in a consistent fashion, but 
often in conflicting ways such that improvements in one objective 
lead to deterioration of other objectives. This is because the same 
network resources (for example, time, frequency, space, power, and 
hardware) play key roles in all these requirements/objectives, but in 
incompatible ways. As a simple example, higher peak user rates can 
be achieved by using more power (which affects the EE), allocating 
more transmission resources to users with good channels (which 
means less uniform user experience and higher latencies), or mak-
ing use of intricate signal processing algorithms (which increases 
the complexity and cost of user devices). 

To achieve the ambitious 5G goals, efficient network opera-
tion with respect to all the conflicting 5G objectives is required. 

This calls for a design framework that handles multiple objec-
tives and supports the search for the best attainable operating 
point. But can we really formulate and solve multiobjective 
problems rigorously or is heuristic trial and error the only 
option? Is there even any optimal solution? These are questions 
that we address in this article. 

CONVENTIONAL SINGLE-OBJECTIVE OPTIMIZATION
The conventional approach to physical-layer system optimiza-
tion is that of selecting a scalar network utility function that is 
maximized under a set of constraints [8], [9]. A common prob-
lem formulation is that of maximizing the weighted sum of the 
users’ data rates under transmit power constraints [6], [10], 
[11]. Alternatively, one can minimize the transmitted power 
under the constraint of guaranteeing certain data rates to each 
user [12], [13]. In recent years, the EE (in bit/Joule) has also 
arisen as a utility function [14]–[16]. 

In essence, the conventional approach is to select one of the 
objectives listed above as the sole objective, while the other 
objectives are transformed into constraints. The inherent heu-
ristic assumptions are 1) one of the objectives is of dominating 
importance and 2) it is known beforehand what are good values 
for the constraints related to the other objectives. Moreover, the 
short-term values of the different objectives are usually consid-
ered in these network utility problems and not the long-term 
values, which are of main importance in the network design. 
Given the increased complexity due to heterogeneity, the need 
for long-term network optimization, and the diverse expecta-
tions on 5G networks, the conventional approach is no longer 
viable. However, we later show how to construct more appropri-
ate single-objective problems. 

NEW PARADIGM: MULTIOBJECTIVE OPTIMIZATION
Instead of assuming that one of the objectives is the sole objective, 
the fundamental approach is to recognize the existence of multiple 
objectives [2]: ( ), ( ), , ( ),g g gx x xM1 2 f  where M  is the number of 
objectives. These objective functions can, for example, be area 
throughput, guaranteed rates for different classes of users, number 
of simultaneously active users, EE, etc. Explicit examples are given 
later in this article, while the theory is applicable for any arbitrary 
functions. The notation ( ) [ ( ),gg x x1= ( ), , ( )]g gx xM

T
2 f  is used 

to emphasize that the objective is vector valued. 
The available resources (for example, time, frequency, space, 

power, and hardware) are modeled by a compact set ,RD1|

which is called the resource bundle and has any finite dimension 
.D   Each vector |x !  represents a feasible way of utilizing the 

network resources. The satisfaction of this resource utilization 
equals ( )g x Rm !  with respect to the mth  objective function. A 
larger value corresponds to higher satisfaction. For tractability, we 
assume that ( )g xm  is a bounded continuous function of x  and 
nonnegative. We also assume that there exists a point |x0 !  such 
that ( )g 0xm 0 =  for all .m  This operating point is the dissatisfac-
tion of turning off the network and makes the satisfaction (for 
each objective) become a number from zero and upward. Not all 
practical objectives satisfy these conditions by nature; for example, 
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latency and error probability are typically to be minimized. How-
ever, there are standard transformations that reformulate such 
metrics into objective functions in our framework [3]–[6]. 

A key assumption is that the M  objectives are not ordered 
and therefore studied without any preconceptions—all doors 
are kept open. In contrast to game theory, where each objective 
belongs to one of the competing agents, we assume that there is 
a network designer that would like to design the network to 
maximize all the M  objectives simultaneously: 

( ) [ ( ), ( ), , ( )]g g gmaximize g x x x xM
T

1 2x
f=

|.subject to x ! (1) 

Note that (1) is the maximization of the vector ( )g x  containing the 
M  objectives, which is defined as maximizing all elements simulta-
neously. This is known as a MOO problem (MOOP) or, alternatively, 
as a multicriteria or vector optimization problem [2]–[6]. These 
types of problems arise in many engineering fields because of the 
difficulty to find a scalar metric that exactly describes what we 
would like to achieve. We review the main concepts and properties 
related to MOOPs in this article. We provide the basic tools to 
understand the structure of MOOPs and how to solve these prob-
lems in practice. The properties are stated without proofs, while we 
recommend [3]–[5] for further details and [6] for a recent survey 
aimed at communication applications. 

This is the first important insight from the multiobjective 
framework; we cannot solve (1) in any globally optimal sense 
because there are only subjectively optimal solutions. There-
fore, we turn the attention to the attainable objective set 

|{ ( ) : },g x xG != (2)

which contains all the combinations of objective values 
( ), ( ), , ( )g g gx x xM1 2 f  that are simultaneously attainable under 

the available resources. The relationship between the resource 

bundle |  and the attainable objective set G  is visualized in 
Figure 1. Note that the origin is always in the objective set, 

[ ] ,0 00 GTf !=  due to the assumptions made earlier. 
When formulating the MOOP, the resource bundle |  is 

selected to minimize the preconditions made on the utilization of 
network resources. This keeps all the options on the table, because 
it is generally difficult to articulate the network requirements a
priori—at least in a strict mathematical sense. Nevertheless, the 
resource bundle can include certain fundamental network perfor-
mance constraints (for example, that the M  metrics should be 
better than in previous network generations). 

PARETO OPTIMAL OPERATING POINTS
The shape of the attainable objective set G  depends on the 
objective functions and the resource bundle |,  but it is usually 
a compact set with the property that g G!  implies cg G!  for 
all [ , ]c 0 1!  (that is, the performance can be uniformly 
degraded). The set G  can be convex or nonconvex. Although 
Property 1 expresses that there is no global optimum, most 
points in G  are strictly suboptimal. In fact, any point in the 
interior of G  can be discarded because there exist other points 
in G  that are more preferable with respect to all M  objectives. 
The remaining points belong to the Pareto boundary. 

The strong Pareto boundary consists of the attainable oper-
ating points that cannot be objectively dismissed, because none 
of the objectives can be improved without degrading other 
objectives. Evidently, any point that is not on the strong Pareto 
boundary is suboptimal because there exist other operating 
points that are better or at least as good for every objective. The 
strong Pareto boundary is as close to global optimality as one 
can get in multiobjective optimization; the operating points in 
G2  are mutually unordered and can only be compared by sub-

jective means. Each point g G2!  describes a particular trad-
eoff between the M  objectives. Hence, the Pareto boundary 
describes the set of (Pareto) efficient potential operating points 
from which we, as network designers, should select the one that 
is subjectively preferable to us. 

The strong Pareto boundary is a subset of the upper bound-
ary of .G  The complete upper boundary is referred to as the 
weak Pareto boundary and also contains points were some of 
the objectives (but not all) can be improved without degrading 
other objectives. This is illustrated in Figure 2, where the 
strong Pareto boundary either equals the complete upper 
boundary as in (a) or is a strict subset thereof as in (b). Figure 2 
also shows the utopia point, which is defined as 

|

|

[ ]
( )

( )
.

max

max
u u

f

f
u

x

x
M

T

M

1

1
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x

x

f h= =
!

!

> H (3)

x3

x2

x1

2 (x)

Objective
Functions
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Objective
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Resource Bundle 

(a) (b)
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[FIG1] An illustration of a MOOP with a three-dimensional 
resource bundle |  and a two-dimensional attainable objective 
set. For each resource utilization |[ ] ,x x x x T

1 2 3 !=  the 
objective functions (x)g1  and ( )g x2  assign a vector ( ) .g x G!

DEFINITION 1 (PARETO BOUNDARY)
The strong Pareto boundary, ,G2  consists of all points 
g G!  for which there does not exist any \ { }g gG!l  with 
g gm m$l  for , , .m M1 f=

PROPERTY 1
The M  objectives in (1) are conflicting and since there is 
no total order of vectors, there is (generally) no global 
optimum to the MOOP in (1).

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [17] NOVEMBER 2014

This is the ideal operating point that simultaneously maximizes 
all M  objectives. If ,u Gutopia !  the MOOP is trivial because the 
strong Pareto boundary consists of only the utopia point, 

{ },uG utopia2 =  and it is the unique global optimum. 

Single-objective optimization problems are MOOPs with 
M 1=  and are thus trivial from the MOO perspective. Since the 
Pareto boundary consists of all tentative effective operating 
points, we need to find the network parameters (that is, the 
resource utilizations) that attain these points. 

The mapping from a Pareto optimal point x*  to the Pareto 
boundary is given by the vector-valued multiobjective function 

( )g x*  and is, hopefully, given in closed form. The inverse map-
ping is, on the other hand, hard to derive in most cases. The 
multiobjective function might not be bijective, which means 
that multiple points in |  can give exactly the same objective 
point. This happens frequently when transmitting from mul-
tiantenna arrays, where the beamforming coefficients are only 
unique up to a common phase rotation [6]. 

SOLVING A MOOP BY VISUALIZATION
In practice, we would like to go beyond the Pareto boundary and 
actually solve the MOOP, in the sense of selecting a single
Pareto optimal point x*  and its corresponding operating point 

( ) .g x G2!*  To this end, we need to bring in the subjective 
preference of the network designer to compare different operat-
ing points at the Pareto boundary. This is not as simple as it 
might seem, because neither the Pareto boundary G2  nor the 
objective set G  are known beforehand. Simple closed-form 
expressions are seldom available. In fact, one needs to spend 
considerable computational resources on learning the objective 
set. For example, one can characterize G  by computing a dis-
crete set of sample points, which enables the network designer 
to visualize the different possibilities and make an informed 
decision. This is known as the a posteriori method, because the 
network designer formulates its subjective preference after the 
numerical computations have taken place [2]. 

We describe two approaches to compute sample points: 
1) Traverse the resource bundle | by computing ( )g x  over a finite 
grid of |.x !  For example, if x0 1m# # , then we can limit 
ourselves to the six discrete values { , . , . , . , . , } .x 0 0 2 0 4 0 6 0 8 1m !   
If the same number of discrete values are taken for all D resource 
variables in |, we have 6D grid points to consider. 
2) Traverse the strong Pareto boundary G2  by searching for 
the outermost point in G  in different directions. The search 
directions can be represented by vectors [ ]v vv M

T
1f=  that 

point out (nonnegative) geometric directions from the origin 

(recall that 0 G!  by definition). Each search corresponds to 
solving the single-objective optimization problem 

maximize
,x

m
m

( ) , , , ,g v m M1subject to xm m f$ m = |,x ! (4)

which is a referred to as a weighted Chebyshev problem in the 
MOO literature [3]–[6] (in fact, it is the epigraph form of it 
[17]). If *m  is the optimal value for a given ,v  we can be sure 
that v G* !m  and that this point lies on the weak Pareto 
boundary (upper boundary). If needed, one can guarantee to 
attain the strong Pareto boundary by slightly modifying (4); see 
[3] for details. By solving (4) for a finite set of search directions 
(for example, equally spaced in the angular sense), one can 
obtain a set of sample points that characterizes the weak/
strong Pareto boundary.
These two approaches have their respective pros and cons. 

The first approach is computationally efficient, assuming that 
the function values ( )g x  are easy to evaluate. The main limit-
ing factor might be the memory storage, since the number of 
samples scales exponentially with .D  Extensive postprocessing 
might also be required because most sample points will be in 
the interior of G  and can be discarded since there are other 
samples that are better with respect to all M  objectives. The 
resource bundle can sometimes be parameterized more effi-
ciently by exploiting the objective functions. This can be used 
to improve the resolution of the objective set G  using fewer 
samples. For example, transmit beamforming can be repre-
sented by one parameter per user [6, Sec. 3.2], which removes 
redundancy in multiantenna wireless communications where 
the number of beamforming coefficients equals the number of 
users times the number of transmit antennas. 

The second approach guarantees a high resolution because 
every sample point lies on the weak Pareto boundary. The down-
side is the computational complexity, which is proportional to the 
complexity of solving the search problem in (4). Indeed, this 
approach can only be utilized if there is a tractable way of solving 
(4). This is the case whenever there exists an efficient way to 
make a membership test; that is, to determine if a given point 
g RM!u  belongs to the objective set or not. We elaborate on this 
in “Finding the Pareto Boundary by Bisection.” 

[FIG2] An illustration of the Pareto boundary, which is either the 
complete upper boundary of G  as in (a) or a subset of the upper 
boundary as in (b). The unattainable utopia point is also shown.

uutopia uutopia

Weak
Pareto

Boundary

Strong/Weak
Pareto Boundary

Strong
Pareto

Boundary

(a) (b)

2 (x)2 (x)

1 (x) 1 (x)

PROPERTY 2
Any MOOP with multiple conflicting objective functions is 
nontrivial in the sense that u Gutopia !Y  and, consequently, 
there is no global optimum.

DEFINITION 2 (PARETO OPTIMAL POINT)
A point |x !*  in the resource bundle is a Pareto optimal 
point if ( ) .g x G2!*
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Figure 3 illustrates the two approaches. The first approach 
gives sample points that provides a sense of the shape of G:  Is it 
convex? What are the numerical ranges? Are the objectives 
strongly or weakly conflicting? The density of points is nonuni-
form and it is not guaranteed that any sample point is exactly 
on the Pareto boundary. In contrast, the second approach gives 
a sparse set of sample points that are exactly on the Pareto 
boundary. Each point is found by searching in a certain direc-
tion (for example, ,v1 ,v2  and )v3  from the origin. 

By looking at visualizations of the Pareto boundary, such as 
the ones in Figure 3, the network designer can understand the 
fundamental properties and tradeoffs between conflicting objec-
tives. Visualization is a powerful tool that supports the network 
designer in making an informed decision. This is the essence of 

the a posteriori method. Since it is difficult to visualize more 
than three dimensions at a time, one needs to limit the granu-
larity to a few objectives at a time. This issue can be treated in 
an iterative fashion where the network designer makes prelimi-
nary decisions (for example, regarding the preferred minimal 
level for different objectives), which replaces the current 
resource bundle |  with a smaller set | |.1u  This interactive 
process continues until the network designer is satisfied—a 
type of psychological convergence [4].

SOLVING A MOOP BY SCALARIZATION
An alternative way to solve MOOPs in practice is to let the net-
work designer articulate preferences before any computations 
take place. This is referred to as the a priori method. The pur-
pose is to find the operating point g G!  that satisfies these 
preferences as well as possible. In particular, the designer can 
specify a goal function :f RRM "  that for any conceivable 
operating point g  (attainable or not) produces a scalar describ-
ing how preferable that point is (large value means high prefer-
ence). The goal function describes a certain subjective tradeoff 
between the objectives and thus imposes an order on the vec-
tors in the objective set .G  Consequently, the MOOP in (1) is 
converted into the single-objective optimization problem 

( ( ), ( ), , ( ))f g g gmaximize x x xM1 2x
f

|.subject to x ! (5)

This conversion is called scalarization, and the solution is a 
weak Pareto boundary point and usually also belongs to the 
strong Pareto boundary. In contrast to the conventional 
approach of having a sole performance objective and expressing 
other potential objectives as constraints, (5) combines the M
objectives into a scalar goal function and has no additional con-
straints. It is indeed possible to impose constraints on the 
acceptable values for certain objectives also in the scalarization 
case, but it is not required. 

The goal function can take many forms and a variety of 
classes of functions can be found in the literature; see [3]–[6]. 
We describe four important goal function classes. The most 
common goal function might be the weighted sum 

FINDING THE PARETO BOUNDARY BY BISECTION
The single-objective optimization problem in (4) finds 
the weak Pareto boundary in the direction v  from the 
origin. This problem can be solved by checking if a 
series of points, each denoted [ ] ,RM

T M
1f !n n n=

belong to the attainable objective set G  or not. This is 
determined by the membership test 

|

( ) .g

find

subject to

x
x*

m m

!

n= (S1)

The complexity of this feasibility problem is a baseline 
for other optimization problems that involve the same 
resource bundle and objective functions—if the mem-
bership test is computationally intractable, there is lit-
tle chance that any meaningful problem formulation is 
practically solvable. Fortunately, there are many cases 
when the membership test is efficiently solvable; for 
example, it is a convex problem in many beamforming 
design problems for cellular networks [6]. 

Equipped with a tractable membership test, we can solve 
(4) by first defining a range [ , ]min maxm m  of values for ,m
such that v Gmin !m  and .v Gmax !m Y  The lower limit can be 

,0minm =  since the origin is always attainable. The upper 
limit is selected for the MOOP at hand, for example, by 
exploiting the utopia point (if it is known) or by relaxing the 
problem to find other unattainable points. The following 
algorithm solves (4): 

Input: Range [ , ]min maxm m  and accuracy 02e
while max min 2m m e- do

Make membership test (S1) for ( / )2 vmax minn m m= +^ h

if G!n then
( ) /2min max min!m m m+

else
( ) /2max max min!m m m+

end if
end while
Output: Attainable point a vminm= .

This is a classical bisection algorithm that cuts the range 
[ , ]min maxm m  in half in each iteration [17]. Bisection has 
fast convergence and the distance between a  and the 
Pareto boundary is below ve  for the given .02e

(a) (b)

Search
Directions

Sparse
Sample
Points

Nonuniform
Cloud of Sample

Points in 

1 (x) 1 (x)

2 (x)2 (x)

1

2
3

[FIG3] An illustration of the two approaches to visualize the 
objective set G  by computing sample points. (a) Approach 1. 
(b) Approach 2.
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( ) ( ),f w g xm
m

M

m
1

sum =
=

$ / (6)

where , ,w wM1 f  are positive weights that specify the priority 
of each objective; the priority of the mth  objective grows by 
increasing the corresponding weight .wm  One should be careful 
when interpreting the relative priorities, because the objectives 
can have different scales, units, and couplings. 

Similarly, one can consider the weighted product 

( ) ( ) ,f g xm
w

m

M

1
product

m=
=

$ ^ h% (7)

where the weights are defined as before but act differently. Note 
that (7) is the (weighted) geometric mean, while (6) is the 
(weighted) arithmetic mean. Generally speaking, the geometric 
mean is better at comparing objectives with different numerical 
ranges, because the relative scaling has no impact. 

The weighted Chebyshev formulation, also known as the 
weighted max-min formulation, played a key role when we com-
puted sample points on the Pareto boundary in the a posteriori 
method. The weighted Chebyshev goal function is 

( )
( )

.minf
w

g x
C

m M m

m

1
hebyshev =

# #
$ (8)

This scalarization is equivalent to (4) if we write it on epigraph 
form [17] and select the weights , ,w wM1 f  as w vm m=  for all 

.m  Hence, this scalarization searches for the Pareto boundary in 
the direction [ ]w wM

T
1f  from the origin. 

Alternatively, the network designer can specify a preferable 
operating point RM!y  (for example, the utopia point 

) .uutopiay =  The distance goal function is defined as 

( )f ( )g xdistance -y=-$ (9)

and measures the distance from the preferable point in some 
appropriately selected norm .:  The norm ( )g xy -  should 
be small (preferably zero), thus the negative sign in (9) is used to 
achieve a goal function that is to be maximized.

The final operating point is determined by the choice of goal 
function. Interestingly, the computational complexity also varies 
with the goal function; the scalarized problem in (5) may be con-
vex (that is, solvable in polynomial time) for some classes of func-
tions, while other classes give nonconvex problems with 
exponential complexity—or even worse. For example, [11] proved 
that transmit beamforming optimization in cellular networks is 
(quasi)convex for the weighted Chebyshev goal function and 
strongly NP-hard for most other goal functions. This result has 
general implications. 

Since goal functions are inherently subjective, no choice is bet-
ter than the others in terms of optimality. Property 3 inspired [6] 
to propose what is known as the pragmatic approach to resource 
allocation: select the weighted Chebyshev goal function (due to its 
tractable complexity) and exploit the weights to adapt to the needs 
of the network designer. 

The operating points attained by different scalarizations are 
illustrated in Figure 4, for a scenario where the attainable ranges 
are different for the two objectives. The goal functions in (6)–(9) 
are considered for .w w 11 2= =  Let f *  denote the optimal func-
tion value in (5), which of course is different for each goal func-
tion. The optimal operating point with the sum goal function lies 
on the level curve ( ) ,f fsum $ = )  which is the red line in Figure 4. 
Similarly, ( )f fproduct $ = ) gives the blue parabolic level curve of the 
product goal function. These level curves touch the objective set 
G  in unique Pareto boundary points, which are the optimal oper-
ating points for the respective scalarized problems. As described 
earlier, the Chebyshev goal function searches on a line from the 
origin. For w w 11 2= = , this is the line where the two objectives 
have equal values. If there is a preferable operating point G!j Y  as 
in Figure 4, (5) provides the operating point that minimizes the 
distance to G  (the Euclidean distance is used in Figure 4). 

The function classes in (6)–(8) are parameterized by the 
weights [ , , ] .w ww M

T
1 f=  Different weight selections give dif-

ferent Pareto optimal points when solving (5). By varying w  over 
the set { : , }w m w0 1w RW m m

M
m

6$ != =/  of positive 
weights that sum up to one, we can attain the whole Pareto 
boundary or a subset thereof, depending on the function class [4]. 
Since each scalarization in (5) is a single-objective optimization 
problem, it is equipped with conventional Karush–Kuhn–Tucker 
(KKT) optimality conditions [17]. By considering all ,w W!
these can be extended to a joint set of optimality conditions for all 
points achieved by the function class [5]. These optimality condi-
tions describe the structure of the resource utilizations that 
achieve the Pareto boundary; for example, it was utilized in [6, 
Sec. 3.2] to parameterize any efficient transmit beamforming.

Finally, we note that game theory provides an alternative way 
to select operating points from the Pareto boundary, by specifying 
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[FIG4] An illustration of the Pareto optimal operating points 
achieved by scalarization using common goal functions.

PROPERTY 3
The weighted Chebyshev goal function is the safest choice in 
terms of computational complexity; if there exists a tractable 
membership test for the objective set, then it can be solved 
efficiently as described in “Finding the Pareto Boundary by 
Bisection.”
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[FIG5] An illustration of the scenario in the case study: a cellular network with N  antennas per BS and K  users per cell.
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the rules of a game instead of a goal function [18]. These tech-
niques are mainly for systems with separate agents/objectives that 
compete for shared resources, while single-operator networks typ-
ically have dedicated resources. 

CASE STUDY: DESIGNING MASSIVE MIMO SYSTEMS
We exemplify the usefulness of MOO by a case study. The goal is to 
visualize tradeoffs between conflicting 5G objectives and describe 
how the framework can be used to acquire new insights and prove 
old heuristic observations. In recent years, coordinated multipoint 
(CoMP) techniques have shown the potential to greatly improve 
the area rates in cellular networks. This is achieved by deploying 
antenna arrays at base stations (BSs) and apply a coordinated 
space division multiple access (SDMA) scheme across the network 
[6], [19]–[21]. Unfortunately, CoMP is difficult to implement since 
the coordination signaling is limited [22], the signal processing 
complexity increases drastically [11], and the performance gains 
are not robust to the interuser interference caused by having 
imperfect channel state information (CSI) [20]. 

The concept of massive MIMO has gained traction since it 
might eliminate the CoMP issues listed above [23]–[26]. Massive 
MIMO is based on the idea of deploying large arrays with uncon-
ventionally many active antennas at the BSs and serve a much 
smaller number of users; for example, hundreds of antennas that 
serve several tens of users. One would imagine that adding more 
antennas and users into a system would make CoMP even more 
difficult to implement, but the beauty of massive MIMO is that 
this is not the case [23]. The excessive number of antennas brings 
robustness to imperfect CSI, makes low-complexity signal pro-
cessing close to optimal [24], and allows for simple implicit 

intercell coordination [25]. Massive MIMO systems are even 
robust to the distortions caused by hardware imperfections [26]. 

In this case study, we strive to optimize the downlink transmis-
sion of a massive MIMO system to balance M 3=  conflicting 
objectives: high average user rates, high average area rates, and 
high EE. The cellular network that we consider has 16 cells, each 
consisting of a BS with N  antennas and K  single-antenna users. 
The bandwidth is ,B 10 MHz=  the emitted power per BS is 
denoted P W, and 10 W2 13v = -  is the average noise power.

Each cell is a square of size 250 250#  m (that is, the area 
is . )A 0 25 km2 2=  and we apply classic wrap-around to avoid 
edge effects; the scenario is shown in Figure 5. The K  users 
are uniformly distributed in the cell, with a minimum distance 
of 35  m. For a randomly picked user, let servingm  be the channel 
variance from the serving BS and P intercellm  be the average 
intercell interference power. We are concerned with average 
behaviors and define the expectations { / }1E1 servingmK =  and 

/{ }E2 intercell servingm mK =  for later use. Using the same 3GPP 
path loss model as in [16], we get .1 72 10·1

9K =  and 
. .0 542K =

The optimization/resource variables in this case study are 
the number of BS antennas ,N  the number of users ,K  and the 
transmit power P  per cell. The resource bundle is

| ,[ ] :

,

,K N P

K N

N N
P NP

1 2
2
0

max

max

T

# #

# #

# #

=

Z

[

\

]]

]]

_

`

a

bb

bb (10)

where N 500max =  is the maximal number of antennas that can 
fit at each BS, P 20 Wmax =  is the maximal emitted power per 
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BS antenna, and the constraint /NK 2#  makes sure that we 
have many more BS antennas than active users. 

Next, we define the average user rate and the total power 
consumption per cell. For simplicity, we assume that each BS 
has obtained perfect CSI for its users and applies zero-forcing 
precoding, which is a signal processing technique that cancels 
out intracell interference by beamforming and adapts the power 
allocation to guarantee the same rate to each user. Similar to 
[16], the average user rate can be shown to be

( )
,logR B K

P
K
P N K

1 12 2
1 2

average
vY K K

= - +
+

-
` fj p (11)

under the assumption that each user knows its useful channel 
and treats intercell interference as noise. The prelog-factor 
( / )K1 Y-  accounts for the necessary overhead for channel 
acquisition, and ,1 000Y =  is the number of channel uses that 
the channel stays fixed. It is selected as ,Bcoherence coherencexY =
where B 200 kHzcoherence =  is the coherence bandwidth and 

5 mscoherencex =  is the coherence time. Looking inside the loga-
rithm of (11), /P K  is the average transmit power per user, 
N K-  is the effective array gain, and P2

1 2v K K+  is the aver-
age degradation from noise and intercell interference. 

Based on the models and the practical numbers in [16], [27], 
and [28], the total power consumption per cell is given by 

,P P NC KC L
C

CN K 0total
precoding

h
= + + + + (12)

where .0 31h =  is the efficiency of the power amplifiers at the 
BS, C 1 WN =  is the hardware power consumed per transmit 
antenna, .C 0 3 WK =  is the hardware power per user, and 
C 10 W0 =  is the static hardware power. In addition, Cprecoding =

( / )K N B T3 2  is the floating-point operations per second (flops) re-
quired to compute zero-forcing precoding, while . /L 12 8 Gflops=

W is a typical computational efficiency. 
We are now ready to define our three objective functions: 

( )g Rx1 average= ][bit/s/user (13)

( ) ]g A
K R [bit/s/kmx2

2
average= (14)

[ ],bit/J( )g P
K R

x3
total

average
= (15)

where [ ]K N Px T=  are the optimization/resource variables. 
The objective ( )g x1  is the average user rate, ( )g x2  is the aver-
age area rate, and ( )g x3  is the EE. 

DESIGNING MASSIVE MIMO BY MOO FRAMEWORK
We have now defined a MOOP of the type in (1). The resource 
bundle is given by (10) and the three objectives are defined in 
(13)–(15). We now describe how the MOO framework can be 
used to study tradeoffs between these objectives, with the pur-
pose of deriving new insights and confirming old beliefs. 

The tradeoff between the average user rate and the EE is 
shown in Figure 6. The objective set with respect to these two 
objectives was generated by the second approach described ear-
lier (that is, searching for the Pareto boundary in different 
directions). Figure 6 shows that these two objectives are aligned 
up to the point .g 20 4 Mbit/s/user1 =  and . ,g 11 1Mbit/J3 =

where the maximal EE is achieved. The objectives are then con-
flicting, because the user rates can only be further increased by 
making drastic sacrifices in the EE. 

Another tradeoff is illustrated in Figure 7, where the average 
area rate and the EE are compared. These objectives are also 
aligned until the EE reaches its maximum value. However, one 
can increase the area rate beyond this point with only minor 
losses in EE. By noting that ( ) ( / ) ( )K Ag gx x2 1=  and comparing 
with the previous figure, this obviously means that the area rate 
is improved by transmitting to more users (that is, having a 
larger )K  and not by increasing the rate per user. This conclu-
sion is supported by Figure 8, which shows the three-dimen-
sional objective set with respect to all objectives. 

Figure 8 reveals that high area rates are only achievable 
when the rate per active user is low, which means that we serve 
many user devices in parallel. In contrast, high rates per user is 
only achievable by having fewer active users. High EE is possi-
ble when the rate per user is small. These different operating 
points are achieved by different resource utilizations |;x !
thus, the number of antennas/users are different and the signal 
processing related to precoding changes. This proves the other-
wise heuristic belief that the network architecture must be flexi-
ble (for example, in terms of switching off antennas and 
precoding adaptation) if different operating points should be 
attainable in different traffic cases. 

The previous discussion is typical for the a posteriori method; 
we analyzed the shape of the Pareto boundary and drew conclu-
sions on which operating points that are preferable to us. If we 
would instead utilize the a priori method, then we need to spec-
ify a goal function. This can be done by picking any of the func-
tion classes described in (6)–(9) and selecting the corresponding 
parameters (for example, weights) to describe our subjective 
goals. To aid us in this process, suppose we know the utopia 
point uutopia  [defined in (3)] in advance. This point contains the 
maximal value for each objective if we would focus completely on 
it. If the three objectives are equally important to us, it makes 
sense to normalize their numerical ranges. This is achieved by 
setting [( / ) ( / ) ( / )]u u u1 1 1w T

1 2 3=  in the weighted sum goal, 
[ ]1 1 1w T=  in the weight product goal, and w uutopia=  in the 

weighted Chebyshev goal formulation. The corresponding operat-
ing points when solving the scalarized problem in (5) are shown 
in Figures 6 and 7. The shape of the region has a great impact on 
the spread of the operating points, but different weights still give 
different operating points (as discussed earlier). The utopia point 

[ ]u u uu T
1 2 3utopia =  is also shown in these figures. We observe 

that it is far outside the attainable objective set in Figure 6, since 
the two objectives are strongly conflicting. On the contrary, the 
utopia point is quite close to the objective set in Figure 7, where 
the conflict is rather mild. 
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Finally, we remark that the a posteriori and a priori methods 
can be combined. The network architecture can, for example, be 
designed by studying the shape of the attainable objective set 
and making sure that the network can adapt and achieve differ-
ent operating points at the Pareto boundary at different times. 
The system designer can then formulate multiple goal functions 
that are exploited for efficient real-time network adaptation, 
based on current traffic load, service requirements, and capabil-
ity of the user devices. 

CONCLUSIONS AND FUTURE DIRECTIONS
The design expectations on 5G wireless networks cannot be prop-
erly articulated by a single performance objective. There are 
many conflicting objectives, such as improving the peak user 
rates, average area rates, and EE. The network design thus calls 
for multiobjective optimization, which is rigorous framework for 
studying and solving design problems with multiple objectives. 
This article provided a survey on this topic. There is no objec-
tively optimal solution to this type of problems, but there are two 
main methods to find subjectively optimal solutions that fit the 
needs of the network designer. The a posterior method computes 
sample points on the Pareto boundary—the set of tentative oper-
ating points where no objective can be improved without degrad-
ing another objective. These sample points are used to visualize 
the Pareto boundary for the network designer, who can then 
make well-informed design decisions. Alternatively, the network 
designer can specify a goal function that describes the acceptable 
tradeoffs between objectives and infers an order on the attainable 
operating points. One can then maximize this tradeoff by solving 
a conventional optimization problem and thereby obtain the 
most suitable Pareto boundary point. 

We also provided a case study on network dimensioning of 
cellular networks that allows for massive MIMO deployment. 
This example illustrates our vision of how the MOO framework 
can be utilized to balance conflicting performance objectives 
when designing future wireless communication networks. While 
the analytic tools provided by MOO are well established, the 
applications to communication networks are greatly unexplored. 
A particular research challenge is to formulate MOOPs with a 
modeling granularity that allows us to answer fundamental 
design questions related to how the system can efficiently man-
age the heterogeneous 5G characteristics described in the intro-
duction of this article. To this end, the models must capture the 
main practical propagation characteristics, be robust to hard-
ware imperfections and uncertain model parameters, and allow 
for optimization of the signal processing techniques. All of this is 
to be done while making the basic optimization operations (for 
example, the membership test described previously) computa-
tionally tractable. 
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[FIG6] Visualization of the tradeoff between two objectives in 
the case study: average user rate and EE.
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T
he densification and expan-
sion of wireless networks 
pose new challenges on 
energy efficiency. 
With a drastic in-

crease of infrastructure nodes 
(e.g. ultradense deployment of 
small cells), the total energy 
consumption may easily ex-
ceed an acceptable level.  
While most studies focus on 
the energy radiated by the 
antennas, the bigger part of 
the total energy budget is ac-
tually consumed by the hard-
ware (e.g., coolers and circuit 
energy consumption). The ability 
to shut down infrastructure nodes 
(or parts of it) or to adapt the trans-
mission strategy according to the traf-
fic will therefore become an important 
design aspect of energy-efficient wireless 
architectures. Network infrastructure should be 
regarded as a resource that can be occupied or released on 
demand, and the modeling and optimization of such systems are 
highly nontrivial problems. In particular, elements of the network 
infrastructure should be released by taking into account traffic fore-
casts to avoid losing the required coverage and capacity. However, 

even if traffic profiles were perfectly known, 
the determination of the elements to be 

released is complicated by the poten-
tial interference coupling between 

active elements and the sheer size 
of the optimization problems in 
dense networks.

INTRODUCTION
Due to the compelling need for 
broadband mobile access to 
the Internet, there has been a 
dramatic growth in demand for 
wireless access worldwide over 
the past decade. This growth is 

expected to continue in the years 
to come, driven by an increasing 

interest in various wireless services 
and novel types of machine-to-

machine (M2M) and device-to-device 
(D2D) communications. The vision is to cre-

ate the so-called Internet of Things by integrat-
ing billions of sensors and actuators into physical 

objects and connecting them to the network via wireless con-
nections. Requiring no human involvement, such communications 
may exceed any existing limits on information dissemination, lead-
ing to a data explosion of unprecedented magnitude. 

This vision can only be brought to reality if we introduce major 
changes to the way current cellular networks are designed and 
operated. The need for such changes can be partially justified by 
the results in the landmark study by Gupta and Kumar [1]. This 
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study strongly suggests that traditional large-scale networks (i.e., 
networks of spatially and temporarily independent sources, arbi-
trarily located source and destination nodes, and arbitrary traffic 
demands) inevitably face the problem of asymptotically vanishing 
per-user throughputs whenever the following restrictions hold: 1) 
nodes are stationary, 2) interference is treated as noise [2], and 3) 
the network operates without any underlying infrastructure such 
as the presence of base stations (i.e., the information needs to be 
carried from node to node in a multihop fashion). As an immediate 
consequence, to overcome this fundamental limit, we must drop at 
least one of the restrictions when designing wireless networks to 
provide additional dimensions for network optimization. 

The first restriction of the study in [1] has been lifted in 
[3], where the authors analyze an infrastructureless network 
with mobile nodes and interference treated as noise. It has 
been shown that mobility can stabilize the throughput at the 
cost of delay. Further studies reveal and characterize a funda-
mental tradeoff between throughput and delay (for example, 
[4]). From these studies, we conclude that mobility may be 
an important ingredient in enhancing the performance of 
future wireless networks, but, due to strict delay constraints 
of many wireless applications, it cannot be the ultimate solu-
tion to the problem. 

By dropping the second restriction, we can make nodes 
exploit, shape, or reject interference through advanced multiuser 
transmission and reception techniques. The studies in [5] and [6] 
have shown that the throughput in large-scale infrastructureless 
networks can be stabilized by resorting to cooperation and other 
multiuser communications strategies that are derived from 
information-theoretic results on broadcast, multiple-access, and 
relay channels. An additional performance-enhancing approach 
falling into the class of interference-shaping techniques is inter-
ference alignment [7]. However, these interference-mitigating 
methods alone cannot deliver the promised gains in practice 
because of, for example, the lack of channel state information 
and the lack of perfect synchronization in real systems. There-
fore, a fixed network infrastructure, which is of vital importance 
to current networks, is also envisioned to play a crucial role in 
future systems. 

In particular, networks with densely deployed infrastructure 
nodes are one of the main pillars in the current fifth-generation 
(5G) discussion to enhance the throughput of cellular networks 
at relatively low operational costs [8]. The vision is to have small 
and low-cost base stations to form small cells and to provide 
Internet access by using short-distance links [9]. This vision is 
partially motivated by the analysis in [1]; the study in [10] shows 
that the per-user throughput can be improved significantly even 
when interference is treated as noise, provided that the density 
of infrastructure nodes grows sufficiently fast with the number 
of users. 

One of the main challenges that may limit the acceptable 
density of future networks is the high capital and operational 
costs. In particular, a large part of operational costs is 
directly related to the energy consumed for transmission and 
for operation of the network infrastructure [11]. We argue in 

this article that future 5G wireless communications technol-
ogies need to be energy efficient to reduce the total cost per 
transmitted bit, thereby providing cost-effective, affordable 
wireless bandwidth. 

ENERGY EFFICIENCY IN WIRELESS NETWORKS
In the literature, there are different notions of energy efficiency, 
and selecting a suitable definition is a multifaceted problem 
with profound theoretical and practical implications. 

In communication systems with finite energy constraints, it 
is natural to relate the energy efficiency to the amount of 
energy that we need to transmit a finite number of bits subject 
to a given error probability. This fact has led researchers to con-
sider the capacity per unit of energy (or the capacity of finite-
energy channels in bits), where the energy of the codewords is 
kept finite as the code length tends to infinity [12] (see also the 
discussion in [13, p. 15]). This notion, which measures the max-
imum rate per unit of energy (bit per second per Joule), is diffi-
cult to handle with the framework of classical multiuser 
information theory. Therefore, information-theoretic studies 
have typically considered the notion of energy per one bit 
(power divided by data rate), which is defined as the amount of 
energy that is required for reliable (i.e., asymptotically error-
free) communication of one bit of information at some rate 
[14]. We emphasize that the two notions are not equivalent 
because, if the number of bits tends to infinity at some rate, and 
the energy per bit is fixed, then the total energy used for trans-
mission tends to infinity [13]. In particular, the notion of energy 
per bit, which commonly only considers the energy radiated by 
an antenna, is often used to show that recent techniques such 
as advanced multiuser communication, massive multiple-input, 
multiple output (MIMO), interference alignment, and network 
coding are energy-efficient solutions. However, as Example 1 
shows, when other sources of energy consumption (such as 
hardware and signal processing operations) are taken into 
account, then the energy savings provided by these solutions 
may not be so clear. For convenience, in the text that follows, 
we use the general term radiated energy to refer to the energy 
radiated by antennas, and we reserve the term operating energy
to refer to the remaining sources of energy consumption. 

EXAMPLE 1
The study in [15] investigates the impact of infrastructure 
nodes (base stations, access points, etc.) on the throughput 
scaling. Inspired by the operation of current practical systems, 
where the interference is treated as noise and the transmission 
is considered successful if a given signal-to-interference-plus-
noise (SINR) ratio is attained, the authors propose a communi-
cation scheme for random networks (i.e., wireless devices 
placed randomly in an uniform and independent manner, 
whereas infrastructure nodes are placed arbitrarily in a pre-
defined manner, independent of the placement of the wireless 
devices) that achieves the throughput scaling of ( / ),m nH pro-
vided that ( ) ( )( / )logm n nn! ~ and .( ) ( / )lognm n O n!

Here, m  denotes the number of base stations, and n  is the 
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number of users. It can be shown [16, Deliverable D4.2] that, 
for this scheme and this scaling of base stations, by choosing 

( ) ( / )lognm n n b=  with ( / ), ],b 1 2 1!  the radiated energy per 
information bit diminishes to zero as the number of users 
tends to infinity. In contrast, the operating energy consumed 
per information bit ( )E nb  increases at the order of 

.( ) ( ( ) )/logE n n n nb
b! H ■

Example 1 reveals that, although the transmit energy per bit 
may vanish as the number of nodes increases in the considered 
scenario, the operating energy per transmitted information bit 
increases without bound [in the best case as ( )log nH ]. There-
fore, in highly dense networks (m  and n  large), the energy 
consumed by hardware is dominant, so we draw the following 
important conclusion (Fact 1). 

FACT 1
Advanced multiuser communication strategies such as coop-
erative (relaying) techniques, massive MIMO, interference 
alignment, and network coding are 
highly promising approaches to 
push the performance of wireless 
networks with respect to through-
put, delay, and error probability to 
orders of magnitude beyond the 
performance limits of contempo-
rary cellular networks. These tech-
nologies can decrease the transmit 
energy per bit, but alone, they do 
not reduce significantly the operating energy. On the con-
trary, they may lead to a significant increase of the operating 
energy. This is due to the increased number of antennas (and 
the accompanying hardware), and the energy-expensive and 
time-consuming signal processing algorithms. 

One of the major design principles to reduce the consump-
tion of the radiated energy and the operating energy is to adjust 
the capacity of the network to the demand. In particular, in 
delay-sensitive applications, one option is to devise load-depen-
dent algorithms that deactivate network elements in a coordi-
nated manner to provide the desired coverage and throughput 
performance at any given point in time. The energy-saving 
capabilities of these algorithms is limited by a fundamental 
tradeoff between energy efficiency and delay constraints, which, 
to a large extent, remains an open problem [17]. We can take 
this idea one step further and consider that the algorithms are 
also able to choose the most suitable multiuser communication 
strategy (for example, network coding, MIMO technique, etc.) 
for the active network elements. Signal processing tools that 
can be used to develop and to support these load-adaptive 
schemes are the topic of the remaining sections. 

TRAFFIC PATTERNS
In current communication networks, traffic typically follows a 
roughly periodic pattern; traffic is high during the day and low at 
night, with some local variations depending on whether we con-
sider industrial, commercial, residential, or rural areas. These 

spatial and temporal fluctuations create opportunities to save 
energy by switching off unnecessary network elements. To 
exploit this approach to its fullest potential, we need reliable 
forecasts of local traffic, a task that calls for machine-learning 
algorithms and statistical tools. 

In general, the prediction power of learning algorithms 
improves as we increase the amount of available prior informa-
tion, and one of the most natural assumptions to use in traffic 
forecasts is the rough periodicity of the time series. However, 
especially in future networks, assumptions of this type have to 
be used carefully for two main reasons. First, in current net-
works, much of the traffic is generated by users, so the patterns 
are correlated to those of the human activity. For instance, users 
are more likely to watch streaming videos during the day or 
early   evening than very late at night. In contrast, in future net-
works, it is envisioned that M2M and D2D communications will 
be ubiquitous and, for the devices requesting such services, the 
time of the day when data is sent may be irrelevant or it may 

be even desirable to send data 
when other users are less active (for 
example, noncritical software 
updates or backups could be per-
formed while users are sleeping to 
avoid unnecessary congestion in the 
network). Second, current studies 
showing the coarse periodicity of 
traffic typically consider traffic 
aggregated over regions of the net-

work, but at a local scale (individual cells of the network) the 
patterns many not necessarily follow the global trend too closely. 
This last observation has already been noticed in historical data 
coming from a real network of a large European city [16, Deliv-
erable D6.2], where the time series of key performance indica-
tors (KPIs) related to data traffic are less regular than those 
related to voice calls. In Figure 1, we show synthetic voice and 
data traffic with similar statistical properties to those found in a 
typical cell of the aforementioned real network. Note that, when 
data traffic is considered, bursts of traffic are frequently observed 
in periods when voice traffic is predictably low. The practical 
implication of these observations is that, especially at a local 
scale, forecasting algorithms should take into account the type 
of the service. The clear periodicity of current traffic patterns 
may not be necessarily present in future systems. In particular, 
prediction algorithms for data traffic should use statistically 
robust methods because of the irregularity of the time series, 
whereas prediction algorithms for voice traffic may be able to 
safely assume the coarse periodicity observed in Figure 1(a). 

To produce forecasts of time series strongly related to 
voice calls, we can use approaches similar to those used for 
electrical load forecasting because electrical load in power 
grids and voice calls in cellular networks present similar 
periodicity. This knowledge and other contextual informa-
tion, such as the presence of holidays and major events, can 
be easily incorporated into algorithms based on Gaussian 
processes (GPs) [18] and other kernel-based methods [16, 

ONE OF THE MAJOR
DESIGNS PRINCIPLES TO

REDUCE THE CONSUMPTION
OF THE RADIATED ENERGY AND
THE OPERATING ENERGY IS TO
ADJUST THE CAPACITY OF THE
NETWORK TO THE DEMAND.
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Deliverable D4.1]. The main idea is to choose a covariance or 
kernel function based on the observed features of the time 
series under consideration. In particular, the framework of 
GPs is a promising approach that enables us to specify those 
features merely in general terms, and confidence intervals 
for the predictions are readily available. For example, we 
assume that the time series in Figure 1(a) has a clear peri-
odic pattern, so we can specify a periodic covariance function 
and leave the period as a free parameter (hyperparameter) to 
be selected by maximizing a merit function with a very natu-
ral probabilistic interpretation [18, Ch. 5] (for example, the 
marginal log-likelihood). This example is not particularly 
interesting because the period can be easily obtained by sim-
ply looking at the data, but the approach can be straightfor-
wardly applied to capture more subtle features such as small 
variations of traffic according to the day of the week. To this 
end, we can design “atomic” covariance functions, each of 
which is responsible for capturing one desired feature of the 
time series. Then we construct the final covariance function 
by combining the atomic functions with operations that pre-
serve covariance functions, and we compute the hyperpa-
rameters by maximizing the marginal log-likelihood. In 
Figure 1(c), we show results for the prediction of voice traffic 
obtained by following the general guidelines for the selection 
of the covariance function outlined in [18, Ch. 5.4.3]. For 
this result, we use synthetic data, but the same algorithm 
provides good forecasts for most cells of a real network. How-
ever, if the time series contains too many bursts of traffic, 
such as that depicted in Figure 1(b), the traditional frame-
work of GPs may have bad generalization properties. In such 
cases, robust statistical tools are required, and we now 
review possible approaches. 

It has been observed that, in the short/medium term (up 
to a couple of months), samples of traffic-related KPIs for 
either working days or holidays can be assumed to come 
from independent and identically distributed (i.i.d.) random 
variables for most cells of a real network [16, Deliverable 
D6.2] if they are spaced by multiples of 24 hours (an indica-
tion of the validity of this assumption can be obtained with 
the turning point test [19]). As a result, we can use simple 
robust tools based on order statistics, such as tolerance 
intervals [19], to obtain knowledge about upper bounds for 
traffic at any given hour of the day. More precisely, let 
X X: :n n n1 f# #  be the sorted values of the i.i.d. random 
variables , ,X Xn1 f  corresponding to traffic measurements 

, ,x xn1 f  for a given hour of the day. Denote the cumulative 
distribution function of the random variables by ( )F x  and 
t he inverse cumulat ive  d ist r ibut ion funct ion by 

( ) { ( ) },supF p x F x p1 ; #=-  where ] , [.p 0 1!  Then, for a 
fixed quantile ,p  the following holds [20]: 

( ) ( ) ,P F X p
n
i

p p1 1: i k
n

k n
i n i2 = - -

=

-^ ch m/

which is an exact value that does not depend on the distribution 
of the random variables. If this probability is sufficiently low and 

p  sufficiently high, we can configure the cell or base station to 
serve, at most, traffic value .X :k n  Similar, strikingly simple, and 
exact results exist to other types of intervals (for example, pre-
diction intervals), and good agreement between the theoretical 

[FIG1] Normalized traffic as a function of time. (a) Synthetic 
voice traffic in a single cell of a global system for mobile 
communications (GSM) network. (b) Synthetic data traffic in a 
single universal mobile telecommunications system (UMTS) cell. 
(c) Forecast for voice traffic obtained with the framework of 
Gaussian processes (“std” stands for standard deviation)—three 
weeks of data are used for training.
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and empirical results has been obtained with real network data 
[16, Deliverable D6.2]. 

A major limitation of the aforementioned robust approaches is 
that they are unable to detect trends and to capture correlations 
between samples from consecutive hours of the day (samples from 
different hours are analyzed independently). Correlations and 
trends can be captured by robust machine learning tools such as 
those described in [21]. To improve further the estimates, we can 
also try to exploit temporal and spatial correlations among cells. 
Extensions of this type should consider carefully the computa-
tional complexity because of the large number of network ele-
ments in future networks. Unfortunately, obtaining data sets for 
research from real networks is difficult, a fact that has limited the 
literature on this important topic. 

NETWORK INTERFERENCE CALCULUS
Even with good traffic forecasts, identifying the best action to 
save energy still remains a difficult problem because of the pos-
sible interference coupling among active network elements. 
Therefore, it comes as no surprise that energy-saving algo-
rithms also need at least a rough estimate of the interference 
patterns; we now turn the attention to some basic results on 
interference calculus [22], [23], a general mathematical frame-
work that unifies many interference models in wireless systems. 
The presentation is heavily based on the study in [22], which 
shows algorithms for power control in code division multiple 
access systems. From a mathematical perspective, these algo-
rithms solve general fixed-point problems, so they have been 
used in applications different from that originally envisioned. 
We expect these algorithms based on interference calculus to 
play an important role in the analysis of future systems owing to 
the generality of the framework. 

STANDARD INTERFERENCE FUNCTIONS
In the following discussion, R+  denotes the set of nonnegative 
reals, R++  is the set of strictly positive reals, and 1 is a vector of 
ones. Inequalities involving vectors should be understood as ele-
ment-wise inequalities. Interference functions are defined as 
follows (for convenience, our definitions are slightly different 
from that originally stated in [22]). 

DEFINITION 1
A function :I R RM "+ ++  is said to be a standard interference 
function if the following axioms hold:

1) (Scalability) ( ) ( )x xI I2a a  for all x RM! +  and all .12a
2) (Monotonicity) ( ) ( )x xI I1 2$  if .x x1 2$

Given M  standard interference functions : ,I R Ri
M "+ ++

, , ,i M1 f=  we call the mapping :R RJ M M"+ ++  with 
( ) : [ ( ), , ( )]x x xI IJ M

T
1 f=  a standard interference mapping or 

simply interference mapping.
Checking whether a given function is a standard inter-

ference function by using the definition is not necessarily 
easy. Fortunately, the following proposition shows that a 
large class of functions frequently used to model wireless 
systems are standard interference functions. We note that 

the simple result shown below has been explicitly men-
tioned in the nonpublic report [16, D52] (see also [24] and 
references therein). 

PROPOSITION 1
Concave functions :I R RM "+ ++  are standard interference 
functions. 

The usefulness of Proposition 1 lies in the fact that there 
exist many simple and well-known techniques to identify con-
cave and convex functions [25]. The converse of Proposition 1 
does not, in general, hold. However, we can expand the class of 
functions that can be easily identified with the help of Proposi-
tion 1 by using the following operations that preserve interfer-
ence functions/mappings. 

FACT 2  
Operations that preserve standard interference functions/map-
pings are as follows [22], [23]:

1) Standard interference functions are closed under finite 
addition and multiplication by strictly positive constants. 
For instance, if :I R RM

1 "+ ++  and :I R RM
2 "+ ++  are stan-

dard interference functions, then ( ) ( ) ( )x x xI I I1 1 2 2a a= +l

for , 01 2 2a a  is a standard interference function. 
2) If :I R Ri

M "+ ++ , ( { , , },i N1 f!  and )N N!  are standard 
interference functions, then ( ) : ( )minx xI I{ , , }i N i1= f!l  and 

( ) : ( )maxx xI I{ , , }i N i1= f!m  are standard interference functions. 
3) Standard interference mappings are closed under finite 
composit ion. For example, i f :R RJ M M

1 "+ ++  and 
:R RJ M M

2 "+ ++  are standard interference mappings, then 
( ) ( ( ))x xJ J J1 2=l  is a standard interference mapping.

We are mostly interested in studying fixed points of standard 
interference mappings, and the following result can be used for 
this purpose. When interference calculus is used to investigate 
the performance of communication systems, the fixed points 
describe, for example, the load or interference experienced by 
network elements. 

FACT 3
Selected properties of standard interference mappings [22]: Let 

:I R Ri
M "+ ++  be a standard interference function for every i !

{ , , },M1 f  and consider the corresponding mapping :RJ M "+

RM
++  given by .( ) : [ ( ), , ( )]x x xI IJ M

T
1 f=  Then the follow-

ing holds: 
1) If the mapping J has a fixed point (i.e., ( ) :0 Fix J! =Y

{ |  ( )}),x x xR JM! =+  then the fixed point is unique. 
2)  The mapping J  has a fixed point if and only if there 
exists x RM! ++l  satisfying .( )x xJ #l l

3) If J  has a fixed point, then the sequence { }xn n N!  gener-
ated by ( )x xJn n1 =+  satisfies the following: 

For an arbitrary vector ,x RM
0 ! +  the sequence { }xn n N!

converges to the fixed point ( ) .x Fix J!)

If ,x 00 =  then the sequence { }xn n N!  is monotonously 
increasing; i.e., .x xn n1 $+

If ( ) ,xxJ 0 0#  then the sequence { }xn n N!  is monoto-
nously decreasing; i.e., .x xn n1 #+
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Remark 1
Suppose that, in addition to being an interference mapping, 

:R RJ M M"+ ++  is also upper bounded; i.e., ( )x B 1J #  for some 
fixed B R!  and every .x RM! +  In this case, Facts 3.1 and 3.2 
guarantee the existence of a unique fixed point ,x)  and Fact 3.3 
suggests the following iterative procedure to compute the fixed 
point. Produce in parallel two sequences { ( )}x xJn n1 =+l l  and 
{ ( )},x xJn n1 =+m m  where x 00 =l  and  .x B 10 =m  Fact 3 shows that 
x x xnn # #)l m  for every n N!  and that both sequences { }xnl  and 
{ }xnm  converge to .x)  Furthermore, x xn n1 $+l l  and .x xn n1 #+m m  We 
can therefore stop the algorithm at iteration n  whenever 

x xn n # e- 3l l  is satisfied, where 02e  is the desired precision. 
The algorithm is guaranteed to terminate with a finite number of 
iterations. In other words, xnl  and xnm  can serve as lower and 
upper bounds, respectively, for .x)

We now relate these results to load estimation in multicarrier 
systems with fast link adaptation (as envisioned in 5G systems). 
The couplings of the models shown next have been originally stud-
ied on a case-by-case basis, but recently their connection to inter-
ference calculus has been independently established in [16, 
Deliverable D5.2] and [24]. 

LOAD ESTIMATION IN WIRELESS NETWORKS
The model described below is based on the discussion in [26], and 
this or similar models have been used for various network optimi-
zation tasks for many years. Later, we use this model to gain 
insight onto the challenges associated with the formulation of 
energy-saving optimization problems. 

In more detail, we focus on a cellular radio network with M
base stations (or cells) and N  test points (an abstract concept to 
represent demand of users in a given region). We denote the set 
of base stations by , , , M1 2M f= " , and the set of test points 
by ., , , N1 2N f= " ,  The quality-of-service (QoS) requirement 
of each test point j N!  is represented by a minimum amount 
of data d Rj ! ++  that needs to be sent during a unit of time. We 
denote by { , }X 0 1 M N! #  the assignment matrix; the component 
of its ith  row and jth  column takes the value x 1,i j =  if test 
point j  is assigned to base station i  or the value x 0,i j =  other-
wise (we also assume that each base station serves at least one 
test point). The power gain between base station i  and test point 
j  is denoted by .g R,i j ! +  Each base station i M!  transmits 

with fixed power spectral density per minimum resource unit 
(for example, resource blocks in multicarrier systems, time slots 
in time division multiple access systems, etc.) in scheduling, 
which we denote by .P Ri ! ++  The load vector of the base sta-
tions is given by : [ , , ] ,RM

T M
1 f !t t t= +  where Ri !t +  is the 

load at base station .i  The load it  is defined as the ratio between 
the number of resource units requested by test points served by 
base station i M!  and the number K  of resource units avail-
able in the system. We can obtain an estimate of t  by solving 
the following system of nonlinear equations [26]: 

( ), , ( ),I IM M1 1 ft tt t= = (1)

where 

( ) : ( ) ,I K
d x

,

,

i j

j i j

j
1

N

t
t~

=
!

/ (2)

2v  is the noise power, and 

( ) : logB
P g

P g
1,

,{ }

,
i j

l l jl i l

i i j
2 2

M

t~
h t v

= +
+

=!`
e

j
o/ (3)

is the the spectral efficiency (i.e., the effective bit rate per resource 
unit) of the link connecting base station i  to test point .j  In (3), ,i j~

depends on the effective bandwith per resource unit B  and the SINR 
,h  which are parameters that are typically fitted from simulations of 

measurements of the actual spectral efficiency ,i j~  as a function of 
t  for a particular network configuration (choice of schedulers, 
MIMO transmission scheme, etc.); see [27] for additional details. 
Intuitively, each term in the sum in (2) is the fraction of resource 
units, relative to the total number of resource units K, that the test 
point j  requests from base station i  if data rate d j  is desired. 

A positive vector [ , , ] TM1 ft t t= ) ))  is a solution of the sys-
tem of nonlinear equations in (1) if and only if t)  is a fixed point 
of ( ) : ( ), , ( )I IJ T

M1 ft t t= 6 @  [i.e., ( )Fix J!t) ]. Once a solu-
tion is obtained (assuming that it exists and is unique), we can 
verify whether the network configuration can support the traffic 
demand by checking whether 1i #t

)  for every { , , };i M1 f!

i.e., base stations do not use more resource units than available, 
in which case we say that the network configuration is feasible. 
As a result, answering questions regarding uniqueness and exis-
tence of a fixed point of J  (and also iterative methods to com-
pute fixed points) is crucial to verify the feasibility of networks. 
To this end, we can use the result in Proposition 1 and Fact 3. 
More precisely, we note that ( )Ii t  is a standard interference 
function because it is positive and concave (see Proposition 1). 
Concavity of Ii  follows from simple facts [25]: 1) 

( ) : / ( / )logf x x1 1 12= +  is a concave function on the domain 
,R++  2) composition of concave functions with affine transfor-

mations preserves concavity, and 3) the set of concave functions 
is closed under addition and multiplication by strictly positive 
real numbers. (See [26] for an alternative argument.) By identify-
ing J  as a standard interference mapping, we can now use the 
known results in Fact 3 to compute fixed points, answer ques-
tions regarding existence and uniqueness of fixed points, etc. 
Note that some previous studies have not identified the functions 
Ii  as standard interference functions. The advantage of working 
with the framework of interference calculus (in addition to 
showing that many existing results are direct consequences of 
Fact 3) becomes clear when we extend the interference coupling 
model in (1) by using simple operations that preserve interfer-
ence mappings. By doing so, we can analyze more complex com-
munication systems than those described previously (see also 
[24] and [16, Deliverable D5.2] for more details on the examples). 

EXAMPLE 2
Assume that the spectral efficiency ,i j~  in (3) is upper bounded 
by ,~r  which is a natural assumption in real systems. In such 
cases, we can evaluate the feasibility of a network by computing 
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the fixed point of the mapping ( ) : ( ), , ( ) ,I IJ M1 ft t t=l l l6 @
wh ere  .( ) : ( / ( )), ( / )maxI d x K d x K, , ,j i j i j j i jj1 N

t t~ ~=
!

l r" ,/
Note that we can easily verify that Iil is a standard interference 
function by using Fact 2. ■

EXAMPLE 3
Suppose that the system considered in Example 2 is not feasi-
ble; i.e., the interference mapping J l either does not have a 
fixed point or, if a fixed point exists, some of its components 
have value strictly larger than one (in which case at least one 
of the base stations require more resource units than available 
in the system). In such cases, the system may still work with 
overloaded base stations dropping users (i.e., only a fraction of 
the traffic of the overloaded base stations is served), but the 
fixed point of J l  is not useful to indicate the load in non-
overloaded base stations. To capture this feature of real sys-
tems, we can impose limits on the maximum possible load by 
using the interference mapping ( ) : [ ( ), , ( )],I IJ M1 ft t t=m m m

where .( ) : { ( ), }minI I 1i it t=m l  We have already seen that each 
function Iil  is a standard interference function, so Fact 2 
shows that J m  is also a standard interference function. By 
noticing that ( ) 1J #tm  for every 

,RM!t +  Fact 3.2 shows that J m  is 
guaranteed to have a fixed point, 
which can be computed with the 
scheme with the nonheuristic 
stopping criterion in Remark 1. ■

The aforementioned interfer-
ence coupling models are also use-
ful to highlight limitations of 
interference calculus, which should 
be addressed in future extensions of 
the framework. As discussed in the 
“Introduction” section, future systems will be composed of 
combinations of many energy-efficient transmission schemes. 
In particular, when network elements are cooperative or apply 
interference-exploiting methods, extending the above models 
while remaining under the framework of interference calculus 
is difficult. For example, although the model in (3) can be 
adjusted to account for some limited advanced communication 
strategies (the presence of intelligent schedulers, MIMO trans-
mitters, etc.), it is an approximation that can be too crude in 
future systems where cooperation among network elements 
will be taken to completely new levels. We refer the reader to 
[23] for recent advances in the field.

ALGORITHMS FOR ENERGY SAVINGS
We now turn our attention to algorithms that have the objective 
of switching off as many network elements as possible while sat-
isfying constraints such as coverage and data rate requirements. 
These algorithms typically use as an input the traffic forecasts 
and interference models described in previous sections. To avoid 
notational clutter, we assume, for the moment, that all network 
elements consume the same amount of energy and that the 
radiated energy is negligible. In particular, the latter 

assumption is an acceptable approximation in current cellular 
systems [11]. All assumptions are later dropped to take into 
account heterogeneous systems with hardware more energy 
efficient than that available today. 

We associate network elements of a communication system 
with a vector [ , , ] { , } ,x x x 0 1M

T M
1 f !=  where M  is the num-

ber of network elements and each variable { , }x 0 1i !  takes the 
value one if network element i  is active, or the value zero other-
wise. By X , we denote the set of configurations { , }x 0 1 M!  satis-
fying some required constraints (for example, capacity 
constraints). The mathematical problem that energy-saving algo-
rithms try to solve can be typically described as a variation of the 
following combinatorial problem: 

xminimize 0 (4)
,xsubject to X!

{ , } ,x 0 1 M! (5)

where x 0  is the function, informally called l0-norm ( 0$

does not satisfy all axioms of norms), which returns the number 
of nonzero elements of the vector .x  The above energy prob-

lems are typically NP-hard, so we 
cannot expect to solve them both 
fast and optimally, especially when 
considering the densification of 
future networks, which will lead to 
problems of huge dimensions. If 
optimality is desired, we can use a 
branch and bound algorithm, but 
solving even fairly small problems 
often takes a very long time [28]. As 
a result, with the densification of 
the networks, recent studies [29]–

[32] have focused on fast but suboptimal heuristics, and many of 
them [28]–[30], [32] build upon theoretically sound methods 
that aim at solving discrete optimization problems by using the 
l1-norm as a proxy of the l0-norm. The reason for this approxi-
mation is that the l1-norm is a (convex) sparsity promoting 
norm [25], [28], [33], and convex problems are typically easier 
to solve than nonconvex problems. (We can also interpret the 
l1-norm as the convex envelope of the l0-norm for an appropri-
ate domain [25].) By also relaxing nonconvex constraints to con-
vex constraints, many efficient optimization techniques become 
available [25], [32]. In particular, we often replace the discrete 
constraint in (5) by 

.[ , ]x 0 1 M! (6)

The solution of the resulting convex optimization problem 
(assuming that X  is also a convex set) can then guide other heu-
ristics to make the final hard decisions on the active set of network 
elements. This approach is used in, for example, the study in [32], 
which considers an antenna selection problem in energy limited 
point-to-point communication systems with constraints given in 
terms of the required channel capacity. 

ADVANCED COMMUNICATION
TECHNIQUES, SUCH AS MASSIVE

MIMO AND INTERFERENCE
ALIGNMENT, CAN DECREASE

THE TRANSMIT ENERGY PER BIT, 
BUT ALONE, THEY MAY

GREATLY INCREASE THE TOTAL
ENERGY CONSUMPTION OF

THE NETWORK.
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In the compressive sensing com-
munity, problems with the l0-norm 
in the objective are increasingly 
being solved with a method called 
reweighted l1-norm [33], which, in 
recent years, is finding applications 
in cellular communication systems 
[29], [30]. We first review the 
majorization-minimization (MM) 
algorithm to then explain these ideas. 

THE MM ALGORITHM
The discussion here follows closely that of the studies in [33] 
and [34]. Suppose that the objective is to minimize a function 

: ,f RX "  where .RX M1  Unless the optimization problem 
has a very special structure that can be exploited, such as con-
vexity, finding an optimal solution x)  (provided that one 
exists) is intractable in general. To devise a suboptimal 
approach, assume that we are able to construct a function 

: ,g RX X "#  hereafter called a majorizing function, satisfy-
ing the following properties: 

( ) ( , ), ,x x y x yf g X6# ! (7)

and 

( ) ( , ), .x x x xf g X6 != (8)

Then, starting from ,x X0 !  the MM algorithm produces a 
sequence { }x Xn 1  by 

.( , )arg minx x xgn n1
x X

!+
!

(9)

We can verify that the sequence { ( )}xf n  is monotonously 
decreasing: ( ) ( , ) ( , ) ( , )x x x x x x xf g g gn n n n n n n1 1 1 1# #= =+ + + +

( ),xf n  where the equalities follow from (8), and the first and sec-
ond inequalities follow from (7) and (9), respectively. As a result, 

( )xf c Rn " !  for some ( )xc f$ )  as ,n " 3  where we assume 
that x)  is a solution of the original optimization problem. In prac-
tice, we stop the algorithm when we observe no progress in the 
objective value, and we note that convergence of { ( )}xf n  does not, 
in general, imply the convergence of the sequence { } .xn

The main challenge in applying the MM algorithm is to find a 
majorizing function g  such that the iteration in (9) can be imple-
mented efficiently. Fortunately, in some special cases of practical 
interest, we can construct a majorizing function easily. For exam-
ple, if f  can be decomposed as ( ) ( ) ( ),x x xf f f1 2= +  where f1  is a 
differentiable concave function and f2  is a convex function, then 
we can use 

( , ) ( ) ( ) ( ) ( )x y y y x y xg f f fT
1 1 2d= + - + (10)

as the majorizing function, where ( )yf1d  is the gradient of f1  at y
(if f1  is not differentiable, we can replace the gradient by an arbi-
trary subgradient). With this choice, the optimization problem in 

(9) becomes a convex optimization 
problem provided that the set X  is 
convex, hence it can be solved with 
efficient methods [25], [32]. We can 
verify the validity of the property in 
(7) from the first-order characteriza-
tion of concave functions [25]. 

Let us turn our attention to the 
optimization problem in (4) and (5) 
with the constraint in (5) replaced by 

that in (6). It is well known that the l0-norm satisfies the following 
[33], [34]: 

( )
( ) ( )

,lim
log

log log
x

x
1

i

i

M

0 0 1
1 e

e e
=

+

+ -
"e -

=

/ (11)

which, if each component xi  of the vector [ , , ]x x xM
T

1 f=  is 
constrained to be nonnegative as in (6), suggests the use of the 
function ( ) ( ( ) ( )) / ( )log log logxf x 1ii

M

1
1e e e= + - +e =

-/  with a 
small design parameter 02e  as a approximation of the 
l0-norm (other choices are possible [33]). Furthermore, note that 
the function ( )xfe  is concave, so the MM algorithm can be used to 
generate a sequence of vectors { }xn  with decreasing objective 
value as discussed earlier. 

ENERGY-SAVING OPTIMIZATION PROBLEMS
IN CELLULAR NETWORKS
We now exemplify how to apply the aforementioned ideas to 
energy saving problems in cellular networks. (These problems 
also highlight the need to study interference coupling in energy 
efficient networks.) To this end, consider the notation intro-
duced in the previous section on interference calculus, and 
assume that, for each test point ,j N!  we have an estimate of 
the traffic demand per unit of time, which, as before, we denote 
by .d 0j 2  This estimate can be obtained with learning algo-
rithms. We assume that the operating energy of each base sta-
tion (which here can also designate a cell, a radio unit, etc.) 
i M!  is given by ,c 0i 2  and the energy related to radiation 
is approximated by a function : [ , ]f 0 1 Ri " +  of the load 

[ , ] .0 1i !t  To detect base stations that can be switched off, we 
may try to solve the following problem: 

. | | ( )min c fi
i

M

i i
i

M

i
1

0
1

t t+
= =

/ / (12)

( ) ,K
d

x is.t. M
,

,i
i j

j

j

N

i j
1

!
t

t
~

=
=

/ (13)

x 1,i j
i

M

1
=

=

/ j N!

,x 0 1,i j ! " , i j, NM! ! (14)

[ , ]0 1i !t ,i M! (15)

where { }x , ,i j i jM N! !  (assignment variables) and { }i i Mt !  (load at 
base stations) are the optimization variables, and |0|x  is the 
function that takes the value 0 if x 0=  or the value 1 otherwise. 

DENSE AND ULTRADENSE
DEPLOYMENTS OF FUTURE

5G NETWORKS WILL HARDLY
BECOME REALITY UNLESS THE

SCALING OF BASE STATIONS CAN
BE DECOUPLED FROM THE GROWTH 

OF OPERATING POWER.
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By solving (12)–(15), base stations with no load (i.e., those with 
)0it =  can be deactivated. In the problem, we assume that the 

constraints are feasible. If not, we can add slack variables and an 
additional l0  or l1  penalty norm to the merit function, but, for 
brevity, we do not consider such extensions here. One of the 
main complications of the problem in (12)–(15) is the interfer-
ence coupling appearing in the nonconvex constraint in (13). 
We have already seen in previous sections that computing inter-
ference or load, even with fixed network configurations, is a 
nontrivial task. Therefore, it is common in the literature to fix 
the value of the spectral efficiency of the link connecting base 
station i  to test point j  to some constant ,,i j~u  which is 
obtained by considering the worst-case interference or an aver-
age case. Unfortunately, even with this simplification, the result-
ing problem is difficult to solve because it is a generalization of 
the standard bin-packing problem, which is NP-hard. To obtain 
a fast heuristic, we can use the MM algorithm as follows. First, 
as discussed in the previous section, we relax the discrete con-
straint in (14) to consider continuous values , .x 0 1,i j ! 6 @  (In 
particular, this modification is natural when base stations are 

allowed to serve only a fraction of the traffic requested at test 
points.) Then, by also using the approximation discussed below 
(11), we obtain the following optimization problem, which can 
be efficiently addressed with the MM algorithm if ( )fi it  is a con-
vex or concave function [see the discussion above (10)], and we 
note that a linear function is often considered a good approxi-
mation of the energy related to radiation [11]: 

.
( )

( ) ( )
( )min

log
log log

c f
1

i
i

M
i

i i
i

M

1
1

1e

e t e
t

+

+ -
+

=
-

=

/ / (16)

,K
d

x i0 1s.t. M
,

,i
i j

j

j

N

i j
1

# # !t
~

=
=

u/ (17)

,x j1 N,i j
i

M

1
!=

=

/

[ , ] , .x i j0 1 M N,i j ! ! ! (18)

A solution of this modified problem provides a good indica-
tion of which base stations to switch off ( it  close to zero), a 
result that can guide other heuristics to make the final hard 
decisions. Empirical evidence suggests that these algorithms 
based on convex optimization are competitive, in terms of 
energy savings, against heuristics that deal with the nonconvex 
problems directly. We also note that convex optimization tech-
niques can naturally consider the energy related to radiation, 
and they can exploit the rich structure of the problems to 
decrease the computational effort (for example, many assign-
ments are impossible owing to the distances involved). We refer 
the reader to [29] for a comparison of the aforementioned MM-
based method against the cell zooming approach in [31]. In Fig-
ure 2, we compare the solution obtained with ten iterations of 
the MM algorithm against the optimal solution of the problem 
in (12)–(15) with the constraints in (13) replaced by the worst-
case constraints in (17). To obtain discrete values for each 
assignment x ,i j  after applying the MM algorithm to the prob-
lem in (16)–(18), we use the heuristic outlined in [29]. All opti-
mization problems have been solved with CPLEX, a standard 
commercial solver. The simulated network mimics a long-term 
evolution system with 100 base stations where the radiated 
energy is neglected, which is done to simplify the process of 
obtaining optimal solutions. The bandwidth of each base sta-
tion is set to 100 MHz, and the data rate requirement of each 
test point/user is 128 kbit/s. All other parameters are exactly the 
same as the network simulated in [29]. We observe in Figure 2 
that, although we obviously lose optimality by applying the MM 
algorithm, the time to obtain a network with fairly low energy 
consumption grows slowly as we increase the number of test 
points, which stands in sharp contrast to the algorithm that 
obtains optimal solutions. For a variation of the above ideas to 
the problem of energy efficiency of small cell networks with best 
effort users, we refer the reader to [30]. These results indicate 
that techniques based on convex optimization (which, unlike 
discrete heuristics, can easily deal with the energy related to 
radiation) have great potential to scale to very large problems. 
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[FIG2] A comparison between the optimal solution of the 
discrete problem with the MM heuristic in a system with 100 
base stations. We obtain the error bars corresponding to 95% 
confidence intervals by estimating the error in the mean from 
100 realizations of the simulations. (a) The average number of 
active base stations as a function of the number test points/
users. (b) The average computational time as function of the 
number of test points/users.
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SUMMARY AND OUTLOOK
We showed that many communica-
tion schemes aiming at reducing the 
transmit energy per bit may, in fact, 
increase the total energy consump-
tion. The analysis and development 
of wireless communication systems 
have traditionally considered only the energy radiated by anten-
nas, but neglected the energy required for operating the network. 
By means of information-theoretic arguments, we showed that 
the latter cannot be neglected when considering dense deploy-
ments of base stations. One way of saving on operating power is to 
adjust the network to the demand by switching off unnecessary net-
work elements. We devised algorithms to select repeatedly a suitable 
subset of the network’s base station. 

These tools for saving energy need to be refined and extended 
to consider, for example, mobility, temporal traffic profiles, and the 
high level of cooperation among network elements of future sys-
tems. In particular, the following issues remain open concerning 
the presented energy-saving optimization approach based on MM: 

■ Under which conditions does the sequence produced by the 
MM algorithm converge in this particular application domain? 
To the best of our knowledge, MM-based algorithms have not 
been formally shown to converge even when applied to prob-
lems in compressive sensing. 
■ How are realistic load estimates in the optimization prob-
lems (not average or worst-case estimates) used, since the spec-
tral efficiency is a function of the assignments { } ?x , ,i j i jM N! !

Integrating the results on interference calculus into the energy-
saving problems may be a direction for future research. 
■ How are temporal traffic patterns and mobility exploited to 
save energy? This topic is particularly important for content-
centric networking, where we have the additional option of 
caching content with the intent to save energy by consider-
ing current and future channel conditions. 
■ How are distributed versions of the optimization algo-
rithms implemented? The information exchange among net-
work elements may consume wireless resources, but this fact 
is not considered in most optimization models. 
■ How is the flexibility of choosing different communication 
strategies (for example, cooperative transmission schemes) 
added while keeping the energy-optimization problems tracta-
ble? Adding this level of flexibility complicates the optimiza-
tion problems. As illustrated earlier, even the simpler task of 
computing load in the presence of cooperative systems is 
already difficult. 
In summary, our work shows that dense and ultradense 

deployments of future 5G networks will hardly become reality 
unless the scaling of base stations can be decoupled from the 
growth of operating power. Switching off network elements 
when they are not required is one way to do so. 
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C
loud computing draws signifi-
cant attention in the infor-
mation technology (IT) 
community as it pro-
vides ubiquitous on-

demand access to a shared pool 
of configurable computing 
resources with minimum 
management effort. It gains 
also more impact on the 
communication technology 
(CT) community and is cur-
rently discussed as an enabler 
for flexible, cost-efficient and 
more powerful mobile network 
implementations. Although 
centralized baseband pools are 
already investigated for the radio 
access network (RAN) to allow for 
efficient resource usage and advanced 
multicell algorithms, these technologies 
still require dedicated hardware and do not 
offer the same characteristics as cloud-computing 
platforms, i.e., on-demand provisioning, virtualization, 
resource pooling, elasticity, service metering, and multitenancy. 
However, these properties of cloud computing are key enablers for 
future mobile communication systems characterized by an ultra-
dense deployment of radio access points (RAPs) leading to severe 
multicell interference in combination with a significant increase 
of the number of access nodes and huge fluctuations of the rate 
requirements over time. In this article, we will explore the benefits 

that cloud computing offers for fifth-genera-
tion (5G) mobile networks and investigate 

the implications on the signal process-
ing algorithms. 

INTRODUCTION
The evolution toward 5G mobile 
networks is characterized by an 
exponential growth of traffic. 
This growth is caused by an 
increased number of user ter-
minals, richer Internet con-
tent, more frequent usage of 
Internet-capable devices, and 
by more powerful devices with 

larger screens. This implies also 
the need for more scaling possi-

bilities in mobile networks to han-
dle spatially and temporally 

fluctuating traffic patterns, terminals 
with different quality requirements, and 

more diverse services. Current mobile net-
works are not able to support this diversity effi-

ciently but are designed for peak-provisioning and typical 
Internet traffic. 

The use of very dense, low-power, small-cell networks with 
very high spatial reuse is a promising way to allow for handling 
future data rate demands [1], [2]. Small cells exploit two funda-
mental effects. First, the distance between the RAP and terminals 
is reduced, which increases the line-of-sight probability and 
reduces the path loss. Second, the spectrum is used more effi-
ciently because each RAP uses the same spectrum. Small cells 
complement existing macrocellular deployments that are required 
to provide coverage for fast-moving users and in areas with low 
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user density. In Third-Generation Partnership Project (3GPP) 
long-term evolution (LTE), small cells draw significant attention 
on both the physical and higher layer [3], [4], where impacts on 
the RAN protocol and system architecture are discussed. 

As networks become denser, intercell interference increases 
and interference scenarios become more complex due to multitier 
interference. Furthermore, the higher the deployment density, the 
higher the chance that a RAP will carry no or only low traffic-load 
due to spatial and temporal traffic fluctuations. Currently, 15–20% 
of all sites carry about 50% of the total traffic [5]. Centralized pro-
cessing permits to selectively turn RAPs on and off to address the 
spatiotemporal traffic fluctuations. In addition, it allows for effi-
cient interference avoidance and cancellation algorithms across 
multiple cells as well as joint detection algorithms. Centralized 
RAN (C-RAN) recently attracted attention as one possible way to 
efficiently centralize RAN processing [6]. In C-RAN, remote radio 
heads (RRHs) are connected through optical fiber links to a data 
center where all baseband processing is performed [7], [8]. Thus, 
by pooling baseband processing in baseband units (BBUs), central-
ization gains are achieved. However, BBUs are based on specialized 
hardware platforms utilizing digital signal processors (DSPs) [9]. 
As a long-term goal, it is beneficial to deploy cloud-computing 
platforms running on general-purpose hardware, leading to a 
cloud-RAN system as outlined subsequently in this article. 

Only fiber links are capable of supporting the necessary data 
rates between the RRH and the BBU. This constitutes the main 
drawback of C-RAN, i.e., it requires very high data rate links to 
the central BBU. In [8], the authors report a required backhaul 
(BH) transmission rate of 10 Gbit/s for time-domain LTE (TD-
LTE) with eight receive antennas and 20-MHz bandwidth. Due to 
the use of optical fiber, C-RAN deployments are less flexible as 
only spots with existing fiber access may be chosen or fiber 
access must be deployed, which is very cost-intense. Future 
mobile networks will deploy heterogeneous BH solutions that are 
optimized for different scenarios. This mix of BH characteristics 
will also imply a mix of more C-RAN solutions that require high-
capacity BH and more decentralized solutions compatible with 
BH solutions that introduce high latency and stronger through-
put constraints [10]. 

The RAN as a Service (RANaaS) concept is introduced in [11]. 
It addresses the deficiencies of C-RAN to allow for a centralization 
over heterogeneous BH. The main characteristics of RANaaS are 
the flexible assignment of RAN functionality between the RAPs 
and the central processor, the deployment of commodity hardware 
at the central processor, and the tight integration of RAN, BH net-
work, and central processor. In this article, we focus on the chal-
lenges and benefits of implementing signal processing algorithms 
on a cloud-computing platform. Hence, in the following, we refer 
to the concept of centralization toward commodity cloud-comput-
ing platforms as cloud-RAN. More details on the architecture 
design of the underlying 5G mobile network as well as fundamen-
tal concepts from medium access control (MAC) and network 
layer of the cloud-RAN concept are given in [11]. Further chal-
lenges in 5G mobile networks, which are beyond the scope of this 
article, are introduced in [2] and [12], among others. However, 

cloud-RAN will foster approaches currently under discussion for 
5G such as massive multiple-input, multiple-output (MIMO) and 
multiple radio access technologies. 

FLEXIBLE CENTRALIZATION THROUGH CLOUD-RAN 

FLEXIBLE ASSIGNMENT OF RAN FUNCTIONALITY 
A flexible assignment of RAN functionality can consider both 
the cloud-platform resource availability and the small-cell BH 
characteristics. In addition, cloud-computing platforms allow 
for the scalability that is required to cope with temporal and 
spatial traffic fluctuations in mobile networks. This scalability is 
a fundamental requirement to improve the utilization of mobile 
networks and to allow for an economically and ecologically sus-
tainable operation of mobile networks. 

Cloud-RAN is a disruptive technology in many ways and 
imposes new challenges on the signal processing in 5G mobile 
networks. Most importantly, it will exploit standard processor 
technology [general-purpose processors (GPPs)] to execute RAN 
functionality. By contrast, currently discussed C-RAN technology 
considers a baseband pooling approach where a large number of 
DSPs are provided at a central entity [8], [9]. Although this allows 
for resource sharing, C-RAN still uses specialized and expensive 
hardware and software. Hence, it is misleading to consider C-RAN 
as an example of cloud computing according to the IT definition 
by the U.S. National Institute of Standards and Technology [13]. 

Cloud-RAN will further foster scalable algorithms that are 
designed for cloud-computing environments and leverage massive 
parallelism. This implies that algorithms should not be simply 
ported to cloud-computing platforms but rather redesigned to gain 
from the available computing resources. Cloud-RAN allows for the 
deployment of algorithms that scale with the need for cooperation 
and coordination among the individual cells, i.e., depending on the 
traffic demand and user density, RAPs may be differently grouped 
or different algorithms may be deployed. In the following sections, 
this article provides more detailed examples for algorithms that 
benefit from an application to cloud-computing platforms. 

To enable cloud-RAN, it is necessary to have a system architec-
ture that provides the required interfaces without disruptive 
changes to an existing deployment. This architecture has been 
introduced in [11]. It does not imply changes to existing interfaces 
but introduces the concept of a virtual eNodeB (veNB). A veNB is 
composed of one or more RAPs, a cloud-computing platform, and 
the necessary BH links between these nodes. It maintains the 
same interfaces as a 3GPP LTE eNodeB (eNB) to maximize back-
ward-compatibility. This system architecture requires 1) that the 
functionality at the eNB can be decomposed into reassignable 
functions and 2) that each function can be assigned either to the 
central processor or local RAPs. Furthermore, a tight integration 
of RAN, BH, and central processor is required, e.g., through joint 
coding as introduced in [14]. 

OPPORTUNITIES OF CLOUD-RAN 
Cloud computing offers the ability of computational load balan-
cing to RANs. This allows for spending more computational 
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efforts on critical operations, e.g., in the case of interference 
scenarios or difficult channel conditions. In these scenarios, 
more advanced and computationally intense algorithms may be 
needed and could be executed in a cloud environment. By con-
trast, traditional implementations are hard real-time systems. 
Hence, a certain task such as decoding or scheduling is always 
executed within the same time window. 

A flexible assignment of functionality will also allow for shaping 
the signaling load on the BH connection. For instance, in the case 
of high-capacity, low-latency BH, the central processor may process 
directly in-phase/quadrature (I/Q) samples. In the case of higher 
latency and lower bandwidth on the BH, the central processor may 
only perform upper-layer functionality. This will require changes to 
the operation of the BH and the signal processing platform, and it 
may require changes to the RAN protocol stack. 

Cloud-RAN will open the door for many new applications in 
5G. It offers the possibility of using signal processing software ded-
icated to a special purpose based on the actual service. It reflects 
the diversity of services, use cases, and deployments through flexi-
bility and scalability of the signal processing platform. In addition, 
it may even take into account the complexity and abilities of ter-
minals during the processing of signals. Finally, cloud-RAN avoids 
the typical vendor lock-in as in current deployments that follow a 
similar development observed in the mobile core network, which 
may be implemented on cloud-platforms [15]. 

The flexible centralization of RAN functionality will impact the 
operation of the 3GPP LTE RAN protocol stack and may even be 
limited by dependencies within the protocol stack. Table 1 pro-
vides an overview of promising functions of the 3GPP LTE radio 
protocol stack, which may be considered for a partial centraliza-
tion. In general, the lower we place the functional split within the 

protocol stack, the higher the overhead and the more stringent 
BH requirements are. Centralizing functionality on the physical 
layer (PHY) allows for computational diversity that depends 
directly on the number of users per RAP. Due to temporal and spa-
tial fluctuations, the computational load can be balanced across 
cells. Central processing also allows for implementing multicell 
algorithms to avoid or exploit interference, e.g., intercell interfer-
ence coordination and cooperative multipoint processing [16]. 

FUNCTIONAL SPLIT 
In this subsection, we introduce several functional split options 
that determine the execution of processing in the RAP or in the 
cloud-platform and directly influence the required BH data rate. 
The discussion is focused on the uplink (UL) since its process-
ing load dominates the downlink (DL) processing. Detailed 
investigations of such splits have also been conducted in [17], 
but here we focus more on the opportunities of a flexible split. 
By relying on GPPs as opposed to dedicated hardware as used in 
the C-RAN concept, and through extensive use of function vir-
tualization, the envisioned architecture allows us to adapt the 
functional split flexibly in time (e.g., according to traffic 
demand) and location (e.g., depending on the density of the 
deployment). Figure 1 illustrates the principle LTE signal pro-
cessing chain of an UL receiver and different options of placing 
a functional split. Notice that similar shifts are also possible for 
DL processing as considered, e.g., in the context of precoding 
for massive MIMO systems in [18]. 

Subsequently, we discuss these split options and give numer-
ical results on the required BH data rates per link between one 
RAP and the cloud-platform for a simple configuration as speci-
fied in Table 2. 

[TABLE 1] THE BENEFITS AND SIGNAL PROCESSING CHALLENGES FOR THE CENTRALIZATION
OF SELECTED 3GPP LTE RADIO PROTOCOL FUNCTIONALITY ON THE PHY AND LOWER MAC LAYER.

CENTRALIZED
FUNCTIONALITY 

CENTRALIZED
REQUIREMENTS 

CENTRALIZATION
BENEFITS

CHALLENGES FOR
SIGNAL PROCESSING

DETECTION AND
FEC-DECODING

■ DEPENDS ON CONTROL
OVERHEAD IN UL
■ LATENCY REQ. DEPENDS
ON TIMING REQ. IN DL
■ STRONG RELIABILITY

■ COOPERATIVE RECEIVER (RX) 
■ COMPUTATIONAL DIVERSITY

■ PREDETECTION AT RAP TO REDUCE
BH OVERHEAD
■ OPTIMAL QUANTIZATION OF
SIGNALS AND EXCHANGE OVER BH

FEC-ENCODING AND
MODULATION
AND PRECODING

■ DEPENDS ON CONTROL
OVERHEAD IN DL
■ STRONG RELIABILITY

■ COOPERATIVE TRANSMITTER (TX)
■ ADVANCED PRECODING
■ COMPUTATIONAL DIVERSITY

■ SEPARATE PRECODING DECISION
AND EXECUTION AT RAP AND
CENTRAL PROCESSOR
■ OPTIMAL QUANTIZATION OF
SIGNALS AND EXCHANGE OVER BH

LINK RELIABILITY
PROTOCOLS
(E.G., HARQ)

■ DEPENDS ON ENTITY THAT
PERFORMS RETRANSMISSION
DECISION

■ SIMPLIFIED CENTRALIZATION OF
SCHEDULING AND DECODING

■ PREDEFINED TIMING OF (N)ACK
MESSAGES
■ SEPARATION OF RETRANSMISSION
DECISION AND PACKET COMBINING
■ STRONG INTERACTION WITH OTHER
FUNCTIONS, E.G., SCHEDULER, EN-/
DECODER

SCHEDULING AND
INTERCELL RRM

■ FLEXIBLE REQUIREMENTS ■ MULTICELL GAINS
■ COMPUTATIONALLY EXPENSIVE
ALGORITHMS
■ GAINS DEPEND ON BH QUALITY

■ SCALABLE LATENCY REQUIREMENTS
MUST BE SUPPORTED
■ INTERCELL INTERFERENCE
COORDINATION (ICIC) BASED ON
CHANGING QUALITY OF CHANNEL
STATE INFORMATION
■ CHANGING COMPUTATIONAL
COMPLEXITY
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I/Q FORWARDING (A)
By immediately forwarding the time-domain receive signals 
that have been downconverted to the baseband and analog-to-
digital (AD) converted (indicated by block RF/AD), the complete 
receive frame including the cyclic prefix (CP) has to be trans-
mitted over the BH link to the cloud-platform. This approach is 
usually referred to as radio-over-fiber (RoF) and is used in the 
common public radio interface (CPRI) standard [19]. The main 
benefit of this split is that almost no digital processing devices 
are required at the RAPs, potentially making them very small 
and cheap. If a flexible split varying over time is envisioned, the 
processing devices would have to be available at the RAPs any-
way, nullifying this benefit. Also, the required BH data rate for 
I/Q forwarding is comparatively high and given as 

. . .

D N f N N2

2 30 72 2 10 2 2 46

· · · ·

· MHz · · bit · Gbit/s

A
O S Q RBH =

= = (1)

SUBFRAME FORWARDING (B)
By removing the CP and transforming the Rx signal to fre-
quency-domain using fast Fourier transformation (FFT), guard 
subcarriers can be removed (block CP/FFT). Since the number 
of guard subcarriers in LTE is %,40.  this decreases the 
required BH data rate significantly. 

, .

D N T N N2

1 200 66 2 10 2 720

· · · ·

· s · · bit · Mbit/s

B 1

1

Sc S Q RBH

n

=

= =

-

-^ h (2)

As an FFT can be implemented on dedicated hardware very effi-
ciently, the implementation in the RAP is worthwhile compared to 
the split option I/Q forwarding (A). As the per-cell based processing 
does not depend on the actual load of the RAP, load balancing 
gains can be only achieved if RAPs are completely turned off. 

RX DATA FORWARDING (C)
If only a part of the resource elements (REs) are actually uti-
lized by the user equipment (UE) in a cell, only these REs 
remain after RE demapping (block RE Demap) and have to be 
forwarded to the cloud-platform. The required BH data rate is 
directly given by the fraction of utilized RE and thus, the subse-
quent splits can profit from load balancing gains. 

. .D D 720 0 5 360· Mbit/s · Mbit/sC B
BH BH h= = = (3)

To allow for a joint processing of received signals from multiple 
RAPs, it has to be ensured that only REs of UE not considered 
for joint processing are removed, even if they are not (primar-
ily) associated with the current RAP. 

SOFT-BIT FORWARDING (D)
The receive processing (block Rx Proc) per user consists of equal-
ization in frequency domain, inverse discrete Fourier transforma-
tion (IDFT), MIMO receive processing, and demapping. In a MIMO 
scheme utilizing receiver diversity, the signals of multiple antennas 
are combined during channel equalization, thus removing the 
dependency on the number of receive antennas. This results in a 
reduced BH load of /D D NCD

BH RBH = .180 Mbit/s=  In contrast, for 
spatial multiplexing with NS  layers per UE, the BH would corre-
spond to / .D D N N·D C

S RBH BH=  By this split, only joint decoding of 
soft bits forwarded by several RAPs is possible in the cloud-plat-
form. Also note that usually the number of soft bits per symbol 
would depend on the modulation scheme (e.g., three soft-bits per 
information bit), and thus NQ and the BH data rate would depend 
directly on the modulation order, which in turn depends on the 
access channel quality due to radio resource management (RRM). 

MAC (E)
During forward error correction (FEC) decoding (block DEC), 
data bits are recovered from the received symbols and redundant 

[TABLE 2] EXEMPLARY TRANSMISSION PARAMETERS FOR
CALCULATING THE IMPACT OF FUNCTIONAL SPLIT CHOICES
ON THE BH DATA RATE.

PARAMETER SYMBOL VALUE
BANDWIDTH B 20 MHz

SAMPLING FREQUENCY fS 30.72 MHz

OVERSAMPLING FACTOR NO 2

NUMBER OF USED SUBCARRIERS NSc 1,200

SYMBOL DURATION TS .66 6 sn

QUANTIZATION/SOFT BITS PER I/Q NQ 10

RX ANTENNAS NR 2
SPECTRAL EFFICIENCY S 3 bit/cu

ASSUMED RB UTILIZATION h 50%

RF
and A/D 

CP
and FFT 

RE
Demap

Rx
Proc.

DEC MAC

User  Processing Cell Processing 

(A) (B) (C) (D) (E)

[FIG1] The functional split between RAPs and the cloud-platform for UL transmission.
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bits are removed, resulting in the pure MAC payload at the 
decoder output. The resulting BH data rate depends largely on the 
used modulation and coding scheme (MCS), which is reflected 
here by the exemplary spectral efficiency .S 3 bit/cu=

, . .

D N T S

1 200 0 5 3 27

· · ·

· 66 s · · bit/cu Mbit/s

E 1

1

Sc SBH h

n

=

= =

-

-^ h (4)

FEC decoding is a complex task that is commonly performed 
on dedicated hardware and hence a centralized decoding on GPPs 
has not been considered in C-RAN. However, as outlined later in 
this article, recent results show that it can be performed on GPPs. 
On the other hand, performing decoding in the RAPs according 
to the split option MAC (E) terminates the possibility for joint 
PHY-layer processing in the cloud-platform and only cooperation 
on higher layers, e.g., joint scheduling, remains possible. As PHY-
layer cooperation mainly revolves around interference mitigation, 
this option is beneficial in scenarios were RAPs are well separated, 
e.g., for indoor deployments or in narrow street canyons. 

Obviously, the required BH data rate and the required process-
ing power in the cloud decreases significantly when the func-
tional split is shifted to the higher PHY processing layers or even 
to the MAC. However, this is traded off with lower centralization 
gains in terms of spectral efficiency and computational load bal-
ancing. The advantage of a flexible split is that we can reap the 
benefits of both extremes: load balancing for low traffic situations 
and high spectral efficiency by cooperative processing for high 
traffic. Since current BH standards like CPRI only support a very 
specific functional split, new and more flexible standards will have 
to be defined to enable cloud-RAN architectures. 

The huge BH bandwidth requirements of functional shifts on 
the lower PHY layers also shows that improved and optimized 
BH technologies are required. While technologies offering suffi-
cient bandwidth are already available [10], a joint design of radio 
access and BH links should be also considered to use the 
deployed capacity as efficiently as possible. Additionally, to fur-
ther limit the BH rate between the RAPs and the cloud-platform, 
cooperative processing strategies could be used to directly 
exploit lower-layer interaction between RAPs. This would allow 
the use of heterogeneous BH technologies to interconnect the 

RAPs and implement joint distributed detection techniques as 
depicted in Figure 2 and discussed in the next section. 

SIGNAL PROCESSING IN THE CLOUD 
The difficulty of implementing RAN functionality in a cloud-plat-
form lies in the tight constraints caused by the 3GPP LTE protocol 
stack. This implies that individual tasks need to finish within a 
predefined time window. Figure 3 shows relevant parts of the 
3GPP LTE protocol stack and two exemplary functional splits that 
correspond to options (C) and (D) in Figure 1. In the following, we 
discuss the benefits and challenges of a cloud implementation of 
three representative parts of the signal processing chain. 

HYBRID AUTOMATIC REPEAT REQUEST
Among all the timers defined in LTE, the one associated to the 
acknowledgment (ACK) of a UL physical frame at the MAC layer 
is the most critical one. The reception status of any frame sent 
through the air interface needs to be fed back to the transmitter, 
to proceed to the transmission of a new frame ACK or to 
attempt a retransmission negative ACK (NACK). This hybrid 
automatic repeat-request (HARQ) operation is performed at the 
MAC level, after all the physical processing of a codeword is 
done (detection, demodulation, and FEC decoding). In LTE, 
each frame sent at subframe n  needs to be acknowledged (ACK 
or NACK) at subframe n 4+  in both UL and DL directions, a 
subframe lasting 1 ms [20]. Hence, the overall receive process 
has to finish in 3 ms to stay compliant with the 3GPP LTE 
HARQ timing. This timing includes the processing at the RAPs 
of the physical blocks located before the split (see Figure 3 and 
both functional split options therein), the processing at the 
cloud-platform of the physical blocks located after the split and 
the round-time trip through the BH. However, some algorithms 
such as turbo-decoders underly a computational jitter which 
implies that the decoding time may vary. Hence, it may happen 
that packets are retransmitted even though they would have been 
decoded with more computational resources, i.e., either more 
time or more parallel processors. This computational jitter also 
adds up to the overall delay that needs to be considered. 

To relax the timing constraint for the receive processing, we 
may adapt the HARQ process. The authors in [17] suggest for 

RAP 1

RAP 2

RF
and A/D

RF
and A/D

CP
and FFT

CP
and FFT

RE
Demap

RE
Demap

Rx
Preprocessing

Rx
Preprocessing

RANaaS

Final
Rx

Processing
MAC

[FIG2] The cooperative Rx preprocessing among RAPs with final Rx processing in the central processor.
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example to suspend the HARQ process until the end of the receive 
processing. In the case that the receive processing is not finished 
in time, an ACK is sent after 3 ms  to meet the timing require-
ments while receive processing is continued. If, at the end, suc-
cessful decoding is not possible, a NACK is sent. As the UE does 
not immediately drop out a package when receiving an ACK to 
cope with transmission errors on the feedback channel, a retrans-
mission of the particular packet can be scheduled later. However, 
this approach halves the achievable UE peak rate [17]. This draw-
back can be avoided by a preliminary HARQ process, where the 
initial feedback message is determined by estimating the decoding 
success based on the quality of the received signals (e.g., using 
models from link level simulations [21]). If correct decoding is 
likely, a preliminary ACK is sent to the UE, otherwise a prelimin-
ary NACK. Again, the standard techniques capturing feedback 
errors automatically handle erroneous preliminary feedback mes-
sages. This approach relaxes the timing constraints for the receive 
processing chain. It separates the most complex processing parts 
and the most latency-critical parts but still allows for high data 
rates depending on the reliability of preliminary ACK/NACK. 

FORWARD ERROR CORRECTION 
The tight requirement of finishing the overall detection within 
3 ms poses a significant challenge for executing FEC decoding 
within the cloud-platform due to its high complexity. Usually, 
FEC decoders are implemented in specialized hardware, such as 
application-specific integrated circuit (ASIC) designs or field-pro-
grammable gate array (FPGA) implementations [22]. However, 
the introduction of many-core architectures opens new perspec-
tives for massively parallel implementations. To meet stringent 
requirements on data rates, cloud-based FEC decoders will need 
to fully exploit the available parallelism of a cloud-computing 
platform. In this context, low-density parity check (LDPC) [23] 
and turbo codes [24] are two promising candidates because both 
allow for accommodating various degrees of parallelization. 

From a high-level perspective, two main approaches can be 
used to exploit parallelism in multicore platforms. The first 
approach parallelizes the decoder itself through decomposition of 
the decoding algorithms into multiple threads that run in parallel. 
Second, multiple codewords may be decoded in parallel. The first 
approach decreases the latency per codeword but introduces more 
synchronization overhead across different threads. By contrast, 
the second approach uses less synchronization objects and there-
fore increases the parallelization gain. However, it may introduce a 
higher latency per codeword compared to the first approach. 

For very high throughput applications, LDPC codes are known 
to compare favorably against turbo codes because LDPC decoding 
allows for a higher degree of parallelism [25], [26]. Hence, LDPC 
codes are suitable for the first approach of decoder parallelization. 
However, software-based parallel LDPC decoders barely achieve 
throughputs of a few tens of Mbit∕s, as reported in [27] for graphi-
cal processing units (GPUs), or in [28] for the signal processing 
on-demand architecture (SODA). In both cases, the main reason is 
the need for synchronization across different threads to access 
shared objects that results in scalability issues [27]. 

By contrast, parallelizing multiple codewords eliminates the 
need for synchronizing objects. This results in better scalability 
properties and the throughput of the multicodeword decoder is 
known to increase almost linearly with the number of cores [29]. 
Furthermore, it allows for different codes, algorithms, and con-
figurations running in parallel. Multicodeword LDPC decoders 
have been reported to achieve throughputs up to 80 Mbit/s on 
the IBM CELL Broadband Engine [27], [30], with 24–96 code-
words decoded in parallel. Recently, central processing unit 
(CPU) and GPU implementations of multicodeword turbo decod-
ers have also been reported in [31] with a peak throughput from 
55 Mbit/s  to ,122 Mbit/s  as the number of decoding iterations 
decreases from eight to four. 

Figure 4 shows experimental results for spectral efficiency and 
required computational complexity of an 3GPP LTE UL decoder. 
To obtain these results, the turbo-decoder has been implemented 
on a default VMWare ESXi server with Ubuntu Linux host operat-
ing system, GNU C++ compiler, and codeword multithreading to 
account for the virtualization overhead. We measured the 
required CPU time to decode one codeword and determined the 
average CPU time within the 90% confidence interval. 

Figure 4(a) shows the achievable spectral efficiency for a given 
signal-to-noise ratio (SNR) (additive white Gaussian noise, no fad-
ing). We illustrate the results for two cases: maximum through-
put (high number of iterations possible) and low complexity 
(number of iterations limited to two). Reducing the complexity of 
the decoding process results in a performance penalty of 1–2 dB. 
In Figure 4(b), we show the required computational resources for 
a 10-MHz 3GPP LTE system. The required complexity strongly 
depends upon the SNR. First, it increases linearly with the num-
ber of information bits, which implies a logarithmic increase of 
complexity in SNR. Second, the complexity increases with the 
number of iterations that are necessary to decode a codeword. As 
shown in [32], the complexity increases superlinearly with 
decreasing SNR (in decibels) for a fixed MCS. In Figure 4(b), 
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[FIG3] The LTE protocol stack and exemplary functional splits. 
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markers show the SNR where the next higher MCS has been cho-
sen. We notice at each of these markers an increase of the com-
putational demand, which is then quickly decreasing in SNR. 

Apparently, this strongly varying computational demand allows 
for the exploitation of multiuser computational diversity at the cen-
tralized processor. For instance, the central processor can perform 
computational load balancing across multiple users to reduce the 
ratio of peak-to-average computational efforts. Furthermore, the 
central processor can actively shape the computational demand by 
selecting MCS to satisfy a computational constraint, e.g., in the 
case of a traffic burst the computational requirements may signifi-
cantly increase and may exceed the available resources if MCSs are 
chosen based on maximum throughput. Finally, the computational 
load can be actively shaped by adjusting the number of quantiza-
tion bits NQ used for forwarding the Rx signals from the RAP to 
the cloud-platform over the BH. Figure 5 shows the tradeoff 
between number of turbo iterations and quantization bits NQ for 
different modulation schemes at a target bit error rate (BER) of 

.10 4-  Obviously, the decoding latency can significantly been 
reduced by increasing the number of quantization bits NQ on the 
cost of a higher BH transmission rate. 

MULTIUSER DETECTION 
Consider again the functional split option, Rx Data Forwarding 
(C) in Figure 3. In this case, I/Q samples are forwarded over high-
capacity BH links to the central processor that performs joint 
multiuser detection (MUD) using the Rx signals of several RAPs. 
The joint processing of many RAPs implements a virtual MIMO 
architecture and the huge computational power offered by the 
cloud-platform allows for aggressive RRM across the RAPs. How-
ever, due to the heterogeneous nature of BH networks, it is also 
beneficial to use a mix of local processing at RAPs, cooperative 
processing among RAPs, and central processing in the cloud-plat-
form. Promising techniques that are adaptable to changing BH 
and radio access parameters are, among others, multipoint 
turbo detection (MPTD) and in-network processing (INP). 

The underlying idea of MPTD [33] is to schedule (edge) 
users attached to different RAPs on the same resource. Then, a 
joint detection of these users through a turbo processing 
approach is performed [21], [34]. Such processing could be 
done either centrally on the cloud-platform or locally in each 
RAP. If it is fully centralized, MPTD benefits from high degree 
of spatial diversity due to the different locations of the 
involved RAPs. Due to this spatial diversity increase, the cen-
tralization gain can be quite significant compared to a clas-
sical distributed detection. 

This split of functionality may offer significant centraliza-
tion gains compared to distributed detection methods. This is 
illustrated in Figure 6 for an UL scenario with N 2UE =  users 
each equipped with N 1T =  transmit antenna. Both users 
interfere with each other at N 2RAP =  RAPs each equipped 
with N 2R = receive antennas. We assume the worst case of 
identical path-losses. In addition, these results consider Ray-
leigh channel fading and LTE-compliant MCSs [20]. Figure 6 
shows that at a frame error rate (FER) of 0.01 a centralization 

gain of about 17 dB can be achieved by MPTD compared to a 
linear minimum mean square error (MMSE) filter with inter-
ference rejection combining (IRC) [35]. 

An alternative approach that faces the joint MUD problem 
from an optimization perspective is INP. It allows for the solution 
of general estimation problems in a distributed, decentralized way 
within a network. The special class of consensus-based algorithms 
achieves this by iteratively reaching consensus of the estimates 
among the processing nodes [36], [37]. The adaptation of INP for 
an iterative distributed MUD has recently been presented in [38]. 
Due to its generic structure, INP can also be implemented with 
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[FIG5] The number of turbo iterations required for BER 10 41 -

versus number of quantization bits NQ per I/Q dimension.

[FIG4] Throughput and computational complexity results for 
turbo-decoding using an out-of-the-box cloud-computing 
platform and 3GPP LTE MCSs.(a) Spectral efficiency. (b) Required 
CPU cores.
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the desired mix of local, cooperative, and central processing 
within the distributed architecture in Figure 2 allowing for shift-
ing the BH traffic flexibly within the network. 

By combining for each RE the NT  transmit signals of all 
NUE  users into the signal vector ,x  the receive signal vector at 
RAP j  is given by y H x nj j j= +  with H j  denoting the effective 
channel matrix and n j  representing the additive noise vector. 
In case of a fully centralized solution, the receive signals yj  of 
all NRAP  RAPs have to be forwarded to the central processing 
node and can be collected into the receive signal vector 
y y y Hx nH

N
H H

1 RAPg= = +6 @ , where H  and n  denote the stacked 
channel matrix and the stacked noise vector. The solution of a cen-
tralized least squares (LS) problem 

argminx y Hx
x

2= -t (5)

is given by x H y= +t  with the Moore–Penrose pseudo-inverse 
( ) .H H H HH H1=+ -  For a distributed calculation of this central 

solution, local estimates x ju  per node j  are introduced to refor-
mulate the LS problem by a set of local optimization problems 

argminx y H x
|x

j
j

j j j
j

N
2

1Jj

RAP

= -
! =

t
" ,

/ (6a)

, ,x x j is.t. J Nj i j6 ! != (6b)

where J  denotes the set of all RAPs and N j  the set of all RAPs 
connected with RAP .j  The consensus constraint (6b) directly 
couples estimates of neighboring nodes guaranteeing that the esti-
mates of all nodes converge to the central LS solution (5). In [37], 
the distributed consensus-based estimation (DiCE) algorithm has 
been introduced, which allows for parallel processing across the 
involved RAPs. Furthermore, the required information exchange 
is reduced by the reduced-overhead-DiCE (RO-DiCE) [39] 
approach and the fast-DiCE implementation improves the conver-
gence speed [40]. 

Figure 7 shows the BER for uncoded  binary phase shift keying  
transmission with N 2UE =  users with N 2T =  transmit antennas 
to N 4RAP =  RAPs with N 4R =  over Rayleigh-fading channels and 
fully connected mesh network of RAPs. It further compares the 
three different DiCE implementations for a fixed SNR of 10 dB ver-
sus the number of signals exchanged among the RAPs. Obviously, 
with an increasing number of iterations the BER performance 
improves at the cost of an increased communication overhead. In 
particular, the Fast-DiCE approach allows for a faster convergence 
and the RO-DiCE reduces the overhead by 60% at the same BER. 

MUD imposes new challenges on signal processing within a 
cloud-computing environment. Among other challenges, syn-
chronization needs to be maintained and taken into account. 
Furthermore, the data exchange between virtual machines 
needs to be orchestrated to allow for low delays during the MUD 
process. Scalability and resource pooling are two major advan-
tages of cloud computing. This requires a hypervisor that takes 

into account requirements and con-
straints from the RAN functionality and 
distributes the work load accordingly, e.g., 
resources per virtual machine, assign-
ment of users to virtual machines, map-
ping of communication clusters to virtual 
machines, and massive parallelization 
across multiple virtual machines and pos-
sible different hardware racks. 

CONCLUSIONS
This article discussed benefits and chal-
lenges that may be implied by cloud-com-
puting platforms on signal processing 
algorithms. The novel RANaaS concept was 
introduced, which realizes cloud technolo-
gies in 5G mobile networks and allows for a 
flexible functional split between RAPs and 
the centralized cloud-platform. This allows 
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[FIG7] The BER over BH overhead at SNR of 10 dB.
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for centralization benefits, but also introduces challenges due to 
the strict timing constraints imposed by the 3GPP LTE protocol 
stack. These challenges were identified and enabling technologies 
were discussed. 
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C
urrent estimates of mobile data traffic in the years to 
come foresee a 1,000 # increase of mobile data traf-
fic in 2020 with respect to 2010, or, equivalently, a 
doubling of mobile data traffic every 
year. This unprecedented growth 

demands a significant increase of wireless 
network capacity. Even if the current 
evolution of fourth-generation (4G) 
systems and, in particular, the ad-
vancements of the long-term evo-
lution (LTE) standardization 
process foresees a significant 
capacity improvement with 
respect to third-generation 
(3G) systems, the European 
Telecommunications Stan-
dards Institute (ETSI) has es-
tablished a roadmap toward 
the fifth-generation (5G) sys-
tem, with the aim of deploying 
a commercial system by the 
year 2020 [1]. The European 
Project named “Mobile and Wire-
less Communications Enablers for 
the 2020 Information Society” (ME-
TIS), launched in 2012, represents one 
of the first international and large-scale re-
search projects on fifth generation (5G) [2]. In 
parallel with this unparalleled growth of data traffic, 
our everyday life experience shows an increasing habit to run a 
plethora of applications specifically devised for mobile devices, 
(smartphones, tablets, laptops)for entertainment, health care, 
business, social networking, traveling, news, etc. However, the 
spectacular growth in wireless traffic generated by this lifestyle is 

not matched with a parallel improvement on mobile handsets’ 
batteries, whose lifetime is not improving at the same pace [3]. 

This determines a widening gap between the energy required 
to run sophisticated applications and the energy 

available on the mobile handset. A possible way 
to overcome this obstacle is to enable the 

mobile devices, whenever possible and 
convenient, to offload their most en-

ergy-consuming tasks to nearby 
fixed servers. This strategy has 

been studied for a long time and 
is reported in the literature un-
der different names, such as 
cyberforaging [4] or compu-
tation offloading [5], [6]. In 
recent years, a strong impulse 
to computation offloading has 
come through cloud comput-
ing (CC), which enables the 
users to utilize resources on 

demand. The resources made 
available by a cloud service pro-

vider are: 1) infrastructures, such 
as network devices, storage, serv-

ers, etc., 2) platforms, such as operat-
ing systems, offering an integrated envi-

ronment for developing and testing custom 
applications, and 3) software, in the form of ap-

plication programs. These three kinds of services are 
labeled, respectively, as infrastructure as a service, platform as a 
service, and software as a service. In particular, one of the key 
features of CC is virtualization, which makes it possible to run 
multiple operating systems and multiple applications over the 
same machine (or set of machines), while guaranteeing isolation 
and protection of the programs and their data. Through virtual-
ization, the number of virtual machines (VMs) can scale on 
demand, thus improving the overall system computational 
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efficiency. Mobile CC (MCC) is a specific case of CC where the 
user accesses the cloud services through a mobile handset [5]. 
The major limitations of today’s MCC are the energy consump-
tion associated to the radio access and the latency experienced in 
reaching the cloud provider through a wide area network (WAN). 
Mobile users located at the edge of macrocellular networks are 
particularly disadvantaged in terms of power consumption and, 
furthermore, it is very difficult to control latency over a WAN. As 
pointed out in [7]–[9], humans are acutely sensitive to delay and 
jitter: as latency increases, interactive response suffers. Since the 
interaction times foreseen in 5G systems, in particular in the so-
called tactile Internet [10], are quite small (in the order of milli-
seconds), a strict latency control must be somehow incorporated 
in near future MCC. Meeting this constraint requires a deep 
rethinking of the overall service chain, from the physical layer up 
to virtualization. 

Within this framework, the goal of this article is to review 
first a series of offloading mechanisms and then to provide a 
mathematical formulation of the computation offloading prob-
lem aimed at optimizing the communication and computation 
resources jointly, posing a strict attention to latency and energy 
constraints. Wherever possible, we try to emphasize those fea-
tures of 5G systems that can help meet the strict latency con-
straints while keeping the energy consumption at a minimum 
level. Signal processing can play a significant role in mobile 
cloud computing from different perspectives: from a rigorous 
mathematical formulation and efficient solution of the resource 
allocation problem to the development of applications specifi-
cally built to take full advantage of computation offloading, etc. 

COMPUTATION OFFLOADING FOR 
MOBILE CLOUD COMPUTING
MCC can bring the following advantages: 

■ prolong battery lifetime, by offloading energy-consuming 
tasks from the mobile handset to the cloud 
■ enable mobile devices to run sophisticated applications 
and provide significantly higher data storage capabilities 
■ improve reliability, since data can be stored and backed up 
from the mobile device to a set of reliable fixed devices specif-
ically designed for storage purposes.

These advantages come on top of the usual advantages of CC, 
specifically making resources, either storage or applications, 
available on demand without the need for the user to own 
sophisticated devices or software tools. 

Offloading strategies may be classified in different ways, 
depending on what aspects are identified as most relevant. From 
the point of view of the protocols used to handle the exchange 
of data between mobile device and server, three classes are iden-
tified [5]: client-server communication, virtualization, and  
mobile agents. (A mobile agent is a program able to migrate 
across a network carrying its own code and execution state.) 
The client–server protocol requires the services to be prein-
stalled in the participating devices. Examples of this class are: 
Spectra [11], Chroma [12], and Cuckoo [13]. The second class of 
methods requires the instantiation of VMs on the server. 

Virtualization ensures a relatively secure execution as a VM 
encapsulates and separates the guest software from the host 
software. Examples of methods based on virtualization are 
Mobile Assistance Using Infrastructure (MAUI) [7], CloneCloud 
[14], and MobiCloud [15]. Finally, methods based on mobile 
agents use a mobile approach to partition and distribute jobs 
and are more suitable for disconnected operations typical of 
wireless access. An example of this class is Scavenger [16]. 

Offloading a computation does not necessarily imply trans-
ferring all the program execution to the remote server. Typi-
cally, a program is first subdivided into modules, some of which 
need to be run on the mobile handset, such as, for instance, all 
modules controlling the input/output peripherals. For the rest 
of the modules, a decision has to be taken on what is more 
appropriate to offload. Offloading can be either static or 
dynamic. Static offloading means that the program partitioning 
is given before execution, and the decision about what modules 
to transfer is taken, once for all, at the beginning of the execu-
tion. Examples of static offloading are Spectra [11], [17], [18] 
and Chroma [12]. In contrast, in dynamic offloading, the deci-
sion on whether and what to offload is taken at run-time based 
on current conditions. Dynamic offloading is, in principle, more 
efficient than static offloading; however, it induces more over-
head on the system relating to latency, profiling, and run-time 
decision making. Examples of dynamic offloading are [19]–[22]. 

Offloading typically requires code partitioning [7], [23], [24], 
aimed to decide which parts of the code should run locally and 
which parts should be offloaded, depending on contextual 
parameters, such as computational intensity of each module, 
size of the program state to be exchanged to transfer the execu-
tion from one site to the other, battery level, delay constraints, 
channel state, and so on. MAUI [7] is an example of an offload-
ing method aimed at selecting what program modules to offload 
to minimize energy consumption at the mobile terminal. The 
approach is based on the so-called call graph representation of a 
program. A call graph is a representation that models the rela-
tions between the modules (procedures) of a computer program 
in the form of a directed graph ( , ),V EG =  where each vertex 

V!y  represents a procedure in the call stack, and each 
directed edge ( , )e u y=  represents the invocation of procedure 
y  from procedure .u  The call graph includes also auxiliary 
information concerning, for instance, the number of instruc-
tions within each module and the amount of data exchanged 
among modules. For nonrecursive languages with reasonable 
assumptions on the program structure [25], the call graph is a 
directed, acyclic graph. Given the call graph of the application, 
MAUI collects information about energy consumption and data 
transfer requirements and solves an integer linear program to 
determine which modules are more suitable for being offloaded. 
In this way, MAUI does not offload the whole application, but 
only the most energy-consuming modules. The critical aspect is 
the prediction of energy consumption. MAUI saves information 
about past offloaded methods and uses online profiling to create 
an energy consumption model. When new offloading requests 
are received, MAUI uses history data to predict the execution 
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time of the task. Of course, the effectiveness of this offloading 
scheme depends on the accuracy achievable in the prediction of 
energy consumption and time execution. ThinkAir is an alter-
native strategy supporting method-level offloading to a smart-
phone clone executing in the cloud [26]. ThinkAir uses three 
profilers at the mobile side, monitoring: the energy consump-
tion of the device hardware; the program parameters, such as 
execution time, acquired memory, number of instructions; and 
communication related parameters, such as bandwidth, connec-
tivity, and delay. 

Besides computational aspects, there are two major issues 
about offloading associated with radio access: power consump-
tion and latency. These are indeed two of the major bottlenecks 
in the deployment of an effective MCC in current cellular net-
works. In macrocellular systems, the power spent from mobile 
users, especially those located in the edge of the cell, may be 
significant. In some cases, this large transmit power may nullify 
all potential benefits in terms of energy saving. A possible way 
to reduce this power consumption is to bring computational 
resources closer to the mobile user. This idea was put forward in 
[8], where the concept of a cloudlet was introduced. In such a 
case, the mobile handset offloads its workload to a local cloudlet 
consisting of a set of multicore computers connected to the 
remote cloud server. The storage and computational capabilities 
of the cloudlet are much smaller than those available at the 
cloud server, but, at the same time, installing a cloudlet is much 
less expensive than installing a cloud server. The main advan-
tage of this solution is scalability—the powerful cloud resources 
are used only when really necessary, otherwise computation is 
offloaded to a cloudlet. The radio access to the cloudlet could be 
through Wi-Fi. The idea of bringing cloud services closer to the 
mobile users has been further pushed in the current European 
Union project named “Distributed Computing, Storage, and 
Radio Resource Allocation over Cooperative Femtocells” 
(TROPIC) [30], where it was proposed to endow small-cell base 
stations with additional, albeit limited, cloud functionalities. 
The new base stations are denoted, in LTE terminology, small-
cell cloud enhanced e Node B (SCceNB). In this way, a mobile 
user is able to find a radio access point within a short distance, 
enabling it to access cloud functionalities. The scenario is 
depicted in Figure 1, where the SCceNB’s are interconnected 
through the so-called femtoclouds, i.e., small clouds with inter-
mediate storage and computation capabilities. The femtoclouds 
manage the allocation of VMs to the users accessing through 
the associated base stations. The femtoclouds are then intercon-
nected with each other and to the cloud provider. Whenever the 
users’ request can be met by the local femtocloud, everything is 
performed locally. Otherwise, the SCceNB may ask the intervention 
of the cloud server through high-capacity wired links. In this way, 
both radio and computational resources are brought closer to the 
user, thus improving scalability in both radio and computation 
aspects. The radio access is based on LTE, which yields some advan-
tages over Wi-Fi: 1) it provides a single technology solution for 
offloading, with no need to switch from 3G/4G to Wi-Fi and vice 
versa, and 2) it provides QoS guarantees. 

Bringing resources closer to the user improves not only power 
consumption at the terminal side but also the other major issue, 
latency. More specifically, the latency ,  contains three terms: 

,T Rexe
rem, D D D= + + (1)

where TD  is the time needed to send the information necessary to 
transfer the program execution from the mobile device to the 
cloud, exe

remD  is the time necessary to run the program at the 
remote side (cloud), and RD  is the time necessary to the cloud to 
send the result back to the mobile unit. More specifically, the time 

TD  includes the time for the mobile unit to reach the radio access 
point plus the time for this information to travel from the access 
point to the cloud server through the backhaul. This second term 
depends on the technology involved in the backhaul: the latency 
over a fiber optic cable may be negligible, but the latency over an 
asymmetric digital subscriber line (ADSL) link may not, depend-
ing on traffic. The term exe

remD  depends on the computational load 
and on how many computational resources [e.g., VM, central pro-
cessing unit (CPU) cycles, etc.] are assigned to the user. This 
depends on the server capabilities, but also on the number of users 
asking for the service. Equation (1), in its simplicity, shows how, in 
MCC, the issues related to communication and computation are 
strictly related to each other. In fact, the effectiveness of an offload-
ing scheme depends on both the radio access and computational 
aspects. Very schematically, every application, or part of it, is char-
acterized by an input, a number of instructions to be executed, and 
an output. To offload a computation, it is necessary to transfer the 
program state (input and state variables) from the mobile user to 
the server (cloud). Clearly, the applications more suitable for 
offloading are those characterized by a limited input (or state) size 
and a high number of instructions to be executed. An example of 
this class of applications is a chess game. On the contrary, offload-
ing may not be convenient for those applications where it is neces-
sary to transmit a large set of data and the computational load is 
not so heavy. These qualitative statements will be corroborated by 
quantitative evaluations in the ensuing sections. But before delv-
ing into the mathematical formulation, it is worth outlining how 
the 5G revolution can have an impact on MCC. 

MOBILE CLOUD COMPUTING IN 5G SYSTEMS
Even if 5G is still undefined, some key features have already been 
identified; see, e.g., [1]. A nonexhaustive list of some of the key 
features, as relevant to computation offloading, is reported below: 

■ (Ultra)dense cell deployment: The deployment of small-cell 
networks is already part of 4G evolution, but network “densifi-
cation” is going to play a major role in 5G systems [29]. 
Small-cell networks include femtocell networks, specifically 
devised to cover indoor environments or outdoor cells served 
by small base stations placed on lamp posts or on the facades 
of a building. Small-cell networks, covering areas with a 
radius in the order of a few tens of meters, are going to coexist 
with conventional macrocell networks. With respect to MCC, 
a dense deployment of small-cell base stations carries two 
advantages: 1) it reduces the transmit power necessary for 
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computation offloading and the latency over the wireless 
access channel and 2) it increases the probability for the 
mobile handset to find an access point within a short range; 
furthermore, if some small-cell base stations are endowed 
with additional cloud functionalities, scalability improves 
along both radio and computational resources. 
■ Millimeter-wave links: The usage of wideband links, with 
very high capacity and directivity, provides an effective way for 
the radio access points to forward the users’ offloading requests 
to the cloud with reduced latency, thus overcoming the limita-
tions of today’s ADSL backhaul links, often used in femtocell 
networks; furthermore, these high-capacity links facilitate 
cooperation among small-cell base stations at both radio and 
computing levels. 
■ Massive multiple-input, multiple-output (MIMO): MIMO 
transceivers improve spectral efficiency, thus reducing the 
time necessary to transfer the program execution from the 
mobile site to the cloud; furthermore, the usage of extensive 
beamforming allows an efficient management of intercell 
interference through adaptive null steering. 
■ Multicell cooperation: Since computation offloading 
involves both communication and computation aspects, the 
cooperation among cells is fundamental to distribute radio 

access and computing requests in the most effective way; in 
particular, cooperation may occur at the radio level to 
reduce interference and, at the application level to imple-
ment a distributed cloud capability [28]. 
■ Cognitive radio: The incorporation of cognitive radio 
capabilities helps to improve the overall system efficiency; 
the specific novelty brought by cognitive techniques in the 
MCC context is that the cognition activity can involve 
both radio aspects as well as learning and adaptation of 
appropriate energy consumption models, which play a 
basic role in devising the most appropriate offloading 
strategy across a network of computing resources; further-
more, exploiting the cooperation among base stations, it is 
possible to implement collaborative sensing techniques to 
augment the learning capabilities of the individual access 
points, in terms of channel sensing and energy consump-
tion models.
■ Quality of experience (QoE) versus quality of service 
(QoS): A design driven by a user’s QoE implies a system 
approach that does not consider radio or networking aspects 
separated from the application requirements; in this sense, 
this change of perspective matches perfectly with the syner-
gic approach that is going to be most effective for MCC.

Cloud
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[FIG1] The distributed cloud scenario.
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OPTIMAL ALLOCATION OF RADIO 
RESOURCES IN A SINGLE-USER SCENARIO
For simplicity, we start with a single user case before moving 
to the multiser/multicell scenario. We consider alternative 
optimization criteria to have a set of strategies to tackle alter-
native application requirements and user needs. 

MINIMUM TRANSMIT ENERGY UNDER 
COMPUTATIONAL CONSTRAINT
The first criterion we analyze is the minimization of the energy 
consumption at the mobile side under a computational rate 
constraint, besides the usual power budget constraint. We 
assume here that the computation has to take place within a 
time window of T  seconds. The mobile decides to carry out the 
computations locally or to offload computations to the cloud 
depending on which strategy requires less energy consumption 
at the mobile side. In case of offloading, the user needs to send 
all necessary data (input, program state, etc.) to the cloud. This 
involves a time .x  The other system parameters are: floc  is the 
local computational rate (CPU cycles/s), fS  is the server com-
putational rate (CPU cycles/s), B  is the bandwidth of the link 
from MUE to SCceNB, pproc  is the power spent for local pro-
cessing, N  is the dimension (number of bits) of the program 
state, and m  is the computational rate (CPU cycles/s) required 
to run the application while meeting the user’s requests. 

The degrees of freedom are the following: { , }d 0 1!  is the 
decision variable, set to 0 if the program is executed at the 
mobile side, or 1 otherwise; [ , ]p P0 T!  is the power spent for 
transmitting the program state from mobile to server; 

[ , ]T0!x  is the duration of the interval necessary for trans-
mitting the program state to the server, necessary to enable 
the program execution transfer. 

Offloading takes place if the energy px  consumed by the ter-
minal device for offloading is less than the energy p Tproc  needed 
for carrying out the computations locally. In case of offloading, the 
effective computing rate, taking into account the time necessary to 
transfer the program execution to the cloud, is / .f T f1 Sx= -r ^ h

The decision variable d  is explicitly related to p  and x  through 

,d u p T pproc x= -^ h (2)

where ( )u $  is the unit step function. Assuming adaptive modula-
tion, the time x  necessary to send the N  bits encoding the pro-
gram state across a channel of bandwidth B  is related to p  as 

logB p
N
1

x
a

=
+^ h (3)

with / ( ) ,h BER n
2 2a vC=  where h  is the channel coefficient, 

( ) ( ( ) / )log2 5 3BER BERC =-  is the signal-to-noise ration (SNR) 
margin introduced to meet a target BER, and n

2v  is the receiver 
noise power. Note that the gap factor ( )BERC  is valid under the 
assumption ( ) ,0BER 2C  i.e., / .1 5BER 1  Exploiting the rela-
tions among the free variables ,p x , and ,d  the objective function 
can be expressed in terms of the single variable x  and the optimi-
zation problem can be formulated as: 

,min min p T 2 1/N B
proc

a
x -

x

x^ h8 B (4)

subject to (s.t.)

.
log

C
B P

N T
1

1
T
# #

a
x

+^ h

. ( / ) · ( ) .C f f T f u p T p12 Sloc loc proc $x x m+ - - -6 @
After some algebraic manipulations, it is possible to show that this 
problem is feasible if fS $ m  and the (equivalent) channel coeffi-
cient a  exceeds a minimum value, i.e., ,min2a a  where 

,
( )

.max P p
f1 1

2 1( / )
min

T

S BT f
N

1

proc
Sa

m

=
-

-m-^ h> H (5)

This last condition states, in closed form, that offloading can take 
place only if the channel is sufficiently good, as expected. The inter-
esting point is that the minimum channel value is dictated by 
parameters related to both radio and computational parameters. 
The previous problem is convex and, if the feasible set is nonempty, 
the optimal transmit power can be expressed in closed form as 

.p 1 2 1( / )BT f
N

1 S

a
= -m-^ h (6)

Clearly, since the wireless channel is random, there is a nonnull 
probability that offloading takes place or not, depending on both 
channel status and computational requests. The consequence is 
that the real computing rate experienced over a fading channel is 
going to depend on the channel statistics and typically will be 
lower than the rate achievable under ideal channel conditions. 
Interestingly, building on previous expressions, we can derive the 
equivalent computing rate ,*m  to be asked by the mobile device 
to ensure the desired rate ,m  in the presence of fading, provided 
that the fading statistics are known. More specifically, the prob-
ability of offloading is simply 

: { } ( ),D1ProbP min minA2a a a= = - (7)

where ( )D A a  denotes the cumulative distribution function of a
and mina  is given in (5), with *m  instead of .m  The expected 
value of the rate is then 

( ,( )) ( )f f1 P P* * *
ave locm m m= - + (8)

where we made explicit the dependence of P  from *m  (through 
) .mina  Imposing this average rate to be equal to the target rate ,m

we end up with a nonlinear equation in .*m  This equation admits 
a unique solution. As a numerical example, Figure 2(a) shows *m

as a function of the distance between mobile user and base station 
for different antenna configurations. The parameters of the simu-
lat ion are  ,f 10S

10= ,f 107
loc = . ,p 0 1proc = . ,P 0 1T =

,N 5 103#= ,B 2 106#= ,T 10 2= -  and .108m =  The chan-
nels are generated as statistically independent Rayleigh fading 
channels. As expected, at short distances, *m  tends to coincide 
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with ,m  because channel attenuation is negligible and offloading 
occurs most of the times. However, as the distance exceeds a cer-
tain value, *m  starts increasing considerably to compensate for the 
missing opportunities to offload. In parallel, Figure 2(b) shows the 
average energy spent for offloading as a function of the distance 
between mobile user and base station, for different antenna con-
figurations. As expected, the energy increases at larger distance 
until reaching a constant value dictated by the energy required to 
run the application locally. It is interesting to see how MIMO 
transceivers yield a larger saving and then, ultimately, widen the 
area over which offloading is beneficial. 

MINIMUM TRANSMIT POWER UNDER 
DELAY CONSTRAINT
In this section, we assume all radio equipment to be equipped with 
multiple antennas and the action available at the mobile user to 
select the precoding matrix to satisfy some optimality criterion for 
offloading. We use the following symbols: nT  and nR  are the 
number of antennas at the transmit and receive sides, respectively; 
L  is the maximum latency limit; PT  is the maximum transmit 
power budget; w  is the number of CPU cycles to be executed; N  is 
the number of bits to be transmitted in case of offloading; Eloc  is 
the energy spent to run the program at the mobile side; Q  is the 
covariance matrix of the transmitted symbols; H  is the n nR T#

channel matrix between mobile user and base station; and Rn  is 
the disturbance (interference plus noise) covariance matrix. 

The mobile user offloads its computations if the energy spent 
for offloading is less than the energy necessary for processing the 
data locally. The goal of the optimization is then to find the optimal 
precoding matrix (equivalently, the covariance matrix of the trans-
mitted symbols) to minimize power consumption, s.t. the following 
constraints: 1) latency constraint, 2) energy for offloading less than 

energy to be spent for local processing, and 3) transmit power less 
than available power budget. The problem can be formulated as: 

( )P.1
s.t. )ii E# X_
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)
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where the three line constraints reflect the constraint list men-
tioned above; / log detN B I HQH RH

n2
1+ -^ h is the time necessary 

to transmit N  bits over a bandwidth B  using optimal coding. The 
symbol X  denotes the feasible set: If X  is empty, offloading is not 
convenient or impossible to carry out within the user’s require-
ments and processing is performed at the mobile device; if X  is 
nonempty, the previous problem is convex, offloading takes place 
and the optimal precoding matrix can be expressed in closed form, 
as proved in [31]. In particular, denoting with H R H UDUH

n
H1 =-

the eigendecomposition of the composite channel matrix, 
weighted with the inverse of the disturbance covariance matrix 

,Rn  the optimal covariance matrix Q  is given by 

,Q U I D UH1a= - - +^ h (10)

where ( )( / )) / (L w f c 1E S Rloca b bm nD= + ++ - -  is a positive 
constant, a function of the three Lagrangian multipliers , ,b m  and 
n  is associated with the three constraints in (9) with / .c N B=

Interestingly, the solution (10) has the well known “water-filling” 
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[FIG2] (a) The equivalent rate *m  versus distance between mobile user and access point for different communication strategies. 
(b) The average energy spent for offloading versus distance between mobile user and access point for different communication 
strategies.
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form but with a water level depending on parameters specifying the 
computational features, e.g., a number of CPU cycles, size of pro-
gram state, energy necessary for local processing. As a numerical 
example, in Figure 3, we report the average energy spent with or 
without offloading (normalized to the energy to be spent locally) as 
a function of the distance between a mobile user and access point 
for different MIMO configurations and different applications. The 
average has been evaluated over 100 independent realizations of 
Rayleigh fading channels. The difference between the applications 
is captured by the ratio /w N  between the number w  of CPU cycles 
to be executed to run the program and the number of bits N  to be 
transmitted to transfer the program execution. The maximum 
level in each figure is the energy spent for local processing at the 
mobile side (all energy values are normalized with respect to this 
value, so that it is easier to read offloading gains in percentage). 
From Figure 3, we can observe how offloading is advantageous at 
short distances and, depending on the distance, it can also bring 
substantial savings. Furthermore, it is also evident how MIMO 
transceivers enlarge the area over which offloading is advanta-
geous. Comparing (a) and (b), we can observe that, as expected, 
offloading is more advantageous for program modules character-
ized by a higher ratio / ,w N  i.e., a higher computational load (num-
ber of CPU cycles), for a number of bits to be exchanged. These 
curves are simple examples of how MCC can benefit from a dense 
deployment of base stations and from massive MIMO, as foreseen 
in 5G, because having proximity access facilitates offloading and 
then enables a higher energy saving at the mobile terminal. 

JOINT OPTIMIZATION OF PROGRAM PARTITIONING 
AND RADIO RESOURCE ALLOCATION
So far, we have considered a single module to offload. In this sec-
tion, we consider a more structured program, represented as a call 

graph, as in MAUI, and we illustrate an approach that optimizes 
code partitioning and radio resource allocation jointly. By code 
partitioning, we mean the decision about which modules are to be 
offloaded and which ones are to be executed locally. The difference 
with respect to MAUI is that, whereas in MAUI the energy con-
sumption and latencies are supposed to be given (or estimated), 
here we optimize jointly across code partitioning and radio 
resource allocation. In our computation offloading framework, we 
label each vertex V!y  of the call graph with the energy Ev

l  it 
takes to execute the procedure locally, and with the overall number 
of instructions wy  (CPU cycles), of which the procedure is com-
posed. At the same time, each edge ( , )e u y=  is characterized by a 
label describing the number of bits N ,u y  representing the size of 
the program state that needs to be exchanged to transfer the execu-
tion from node u  to node .y  In general, some procedures cannot 
be offloaded, such as the program modules controlling the user 
interface or the interaction with input/output devices. The set of 
procedures that must be executed locally is denoted by .Vl  Intui-
tively speaking, the modules more amenable for offloading are the 
ones requiring intensive computations and limited exchange of 
data to transfer the execution from one site to the other. Our goal 
now is to make this intuition the result of an optimization proce-
dure. To this end, we formulate the offloading decision problem 
jointly with the selection of the transmit power and the constella-
tion size used for transmitting the program state necessary to 
transfer the execution from the mobile handset to the cloud or vice 
versa. The objective is to minimize the energy consumption at the 
mobile site, under power budget and latency constraints. 

Let us indicate with Iy  the indicator variable, which is equal 
to one, if the procedure y  of the call graph is executed remotely, 
or zero, if it is executed locally. To incorporate the fact that the 
program initiates and terminates at the mobile site, we introduce 
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[FIG3] The average energy spent for offloading versus distance between mobile device and radio access point for different antenna 
configurations and applications: (a) /w N 100=  and (b) / , .w N 1 000=
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two auxiliary vertices, namely the initial and terminating verti-
ces, whose indicator variables are set to zero by default. The addi-
tion of these two nodes gives rise to an extended edge set Ee  that 
comprises all the edges of the original call graph, plus the edges 
from the initiating node to the call graph, and the edges from the 
call graph to the terminating node. We also denote by p ,u y  the 
power spent to transmit the program state between the proce-
dures u  and .y  To decide which modules of the call graph 
should be executed remotely, we need to solve the following opti-
mization problem [27]: 

( . ) ( ) [ ( )

( ( ) ) ]

min I E J p I

I J p I I

2 1 ·P
, ( , )

, ,

, , , ,

I p V
v v

l

u
u u

u u u u u u

Ee

f f

- +

+ - +
! !y y

y y y

y y y y y

/ /
(11)
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{ , }, , , ( , ) ,I I V p P u0 1 0 0 E, el u T6 6! ! # !Ey y=y y y (13)

where { } ,I I V= !y y { } ,p p R, ( , )
( )

u u
card E

E
e!= !y y  with ( )card Ee

denoting the cardinality of set ,Ee Tl
y , and Tr

y  are the time it 
takes to execute the program module y  locally or remotely, 
respectively. The objective function in (11) represents the total 
energy spent by the MUE for executing the application. In partic-
ular, the first term in (11) is the sum (over all the vertices of the 
call graph) of the energies spent for executing the procedures 
locally, whereas the second term is the sum (over the edges of 
the extended call graph) of the energies spent to transfer the exe-
cution from the MUE to the SCceNB. The quantity ( )J p, ,u uy y  rep-
resents the energy necessary to transmit the N ,u y  bits encoding 
the program state from the MUE to the SCceNB, whereas ,uf y  is 
the cost for the MUE to decode the N ,u y  bits of the program state 
transmitted back by the SCceNB. The cost ,uf y  is not a function 
of the MUE’s transmitted power and it depends only on the size 
of the program state .N ,u y  The specific form of the objective 
function in (11) has been derived so that there is an energy cost 
associated to offloading only if the procedures u  and y  are exe-
cuted at different locations, i.e., .I Iu ! y  More specifically, if 
I 0u =  and ,I 1=y  the energy cost is equal to the energy 

( )J p, ,u uy y  needed to transmit the program state N ,u y  from the 
MUE to the SCceNB, whereas, if I 1u =  and ,I 0=y  the cost is 
equal to the energy ,uf y  needed by the MUE to decode the N ,u y

bits of the program state transmitted by the SCceNB. Now, 
assuming an adaptive modulation scheme that selects the QAM 
constellation size as a function of channel conditions and com-
putational requirements, the minimum time ( )D p, ,u uy y  neces-
sary to transmit N ,u y  bits of duration Tb  over an additive white 
Gaussian noise (AWGN) channel is as in (3), with .p p ,u= y  The 
energy ( ),J p, ,u uy y  associated to the transfer of a program state of 
size ,N ,u y  is simply ( ) ( ) .J p p D p, , , , ,u u u u u=y y y y y  The constraint in 
(12) is a latency constraint, and it contains two summations: the 
first summation includes the time to run the local modules plus 

the time to run the offloaded modules; the second summation is 
the overall delay resulting from transferring the program state 
from one site (e.g., the MUE) to the other (e.g., the cloud). The 
constant L  represents the maximum latency, dictated by the 
application. The quantity ,uc y  is the time needed by the MUE to 
decode the N ,u y  bits of the program state transmitted back by 
the SCceNB. From (12), we note that no delay occurs if the two 
procedures u  and y  are both executed in the same location, i.e., 

.I Iu = y  Furthermore, if I 0u =  and ,I 1=y  the delay is equal to 
( ),D p, ,u uy y  whereas, if I 1u =  and ,I 0=y  the delay is equal to 
.,uc y  The constraint in (13) specifies that the variables Iy  are 

binary and that for all procedures contained in the set ,Vl  which 
is the set of procedures that are to be executed locally, .I 0=y
The last constraint, in (13), is the power budget constraint on the 
maximum transmit power .PT

Clearly, this optimization procedure is rather complex. Since 
the state variables Iu  are integer, problem ( . )2P  is inherently a 
mixed nonlinear integer programming problem, which might 
be very complicated to solve. However, a series of simplifications 
are possible to reduce the complexity of the overall algorithm. 
An important simplification comes from observing that, for any 
set of integer values ,Iy  the remaining optimization over the 
power coefficients is a convex problem [27]. Furthermore, it is 
possible to derive closed-form expressions that allow us to check 
the feasibility of the convex optimization problem for any fixed 
graph configuration. This feasibility check enables us to discard 
a priori all graph configurations that cannot be offloaded, for 
any transmission power satisfying the budget constraint PT  in 
( . ) .2P  This check may considerably reduce the complexity of 
the search. These statements are corroborated by the numerical 
results reported in Figure 4(a), where we report the average 
number of call graph configurations worth of offloading (the 
ones passing the feasibility check)  and the total energy con-
sumption (including the energy spent for local processing and 
the energy spent for offloading) versus the maximum size 
maxN  of the program state to be transferred. The results have 

been averaged over 1,000 call graph realizations, where the 
graph has six modules and the number of bits to be transferred 
for each module are generated as a uniform random variable in 
the interval [ , ] .maxN0  From Figure 4(a), we can see how, 
increasing the transmit power ,PT  there are more feasible con-
figurations because offloading is more likely to occur. At the 
same time, Figure 4(b) shows that the energy consumption is 
smaller for the higher transmit power, because offloading 
occurs more frequently (and then less energy is consumed for 
local processing). This curve shows an interesting tradeoff 
between energy consumption and complexity. 

OPTIMAL ALLOCATION OF COMMUNICATION/
COMPUTATION RESOURCES IN A
MULTIUSER SCENARIO
We consider now the more challenging scenario composed of a set 
of Nc  clouds, Nb  small-cell access points (eNBs), and K  mobile 
users. The goal is to find the optimal strategy to assign each user to 
a base station and to a cloud, to minimize the overall energy 
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consumption, under latency constraints. The degrees of freedom are 
the precoding matrix Q Ck

n n! #T T  for each user, assuming MIMO 
transceivers with nT  transmit antennas, the number fmk  of CPU 
cycles/second for running the application of user k  over the mth
cloud, and the assignment of each user to a base station and then to 
a cloud. The optimal assignment is performed by selecting the 
binary values { , }a 0 1nmk !  for , , ,n N1 bf= , , ,m N1 cf=

, , .k K1 f=  For each ,k a 1nmk =  if user k  accesses the network 
through the nth  BS and it is then served by the mth  cloud; all 
other values are set to zero. In principle, a user could be served by 
multiple base stations, as in cooperative communications, and by 
multiple clouds. However, this scenario would make the overall 
computation management much more complicated. The objective 
is the minimization of a weighted sum of the energies spent by each 
mobile terminal: : ( , ),c Q aEE k k kk

K

1tot = =
/  with ( , )Q aEk k =

( ) ( ),atrace Q Qk nmk nk
t

m
N

n
N

11
cb D
==

//  where ( )Q Qk k
K

1_ =  is the 
set of all covariance matrices. The coefficients ck  are positive 
parameters that could be varied dynamically to enforce some sort of 
fairness among the users. The overall latency experienced by the 
kth  MUE for accessing the network through the base station n
and being served by the cloud m  is now 

,
f
w T Tnmk nk

t

mk

k
rx
nmk

BmnD D= + + + (14)

where nk
tD  is the time needed to send the information neces-

sary to transfer the program execution from the kth  MUE to 
the nth  base stations, /w fk mk  is the time necessary to execute 
wk  CPU cycles at the mth  server, and T rx

nmk  is the time neces-
sary for the server to send the results back to the kth  MUE. 
The new term with respect to (1) is the delay TBmn  over the 
backhaul used to transfer the program state from the nth  base 
station to the mth  cloud. The transmission delay nk

tD  is 

( )
( )log detB

NQ
I H Q H R Q

nk
t

k
n

k k
nH

nk k

k

2
1D =

+ -
-

,
u^ h

(15)

where Hl
n  is the channel matrix between the lth  user and the 

nth  base station and the covariance matrix

( ) NR Q Ink k 0= +-
u H Q H

,
K

l
n

l l
nH

l l k1 !=
/

now contains noise plus multiuser interference. 
Formally, the optimization problem can be formulated as: 
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where the constraints are: 1) the overall latency for each user 
k  must be lower than the maximum tolerable value ,Lk  2) the 
total power spent by each user must be lower than its total 
power budget, 3) the sum of the computational rates assigned 
by each server cannot exceed the server computational capa-
bility ,Fm  and 4) each mobile user should be served by one 
couple base station-cloud. To drive the solution toward the sit-
uation where each user is served by a single base station and a 
single cloud, we enforce the constraint a 1

m

N

n
N

11 nmk
cb =
==

//
for each .k  For simplicity, we have incorporated the term Trx

nmk

in the latency limit .Lk

MOBILITY MANAGEMENT
As a particular case of the above formulation, we can handle user 
mobility as follows. Consider, with reference to Figure 1, a single 
user case, i.e., ,K 1=  where a user (MUE 1) moves from a 
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[FIG4] (a) The average percentage of useful call graph configurations versus maximum program state size for different mobile transmit 
power. (b) The average energy spent for offloading versus maximum program state size for different mobile transmit power.
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position near SCceNB 1 to a position close to SCceNB 2. While 
moving, a conventional cellular system would perform a base sta-
tion handover to associate that user to the best station, i.e., the 
station providing the higher SNR. However, if we consider the 
allocation of radio and computing resources jointly, we need to 
consider also a cloud handover. This means that if we switch the 
radio access from SCceNB 1 to SCceNB 2 but we keep the VM run-
ning over SCceNB 1, to avoid VM migration, we need to take into 
account the delay for sending data over the backhaul from 
SCceNB 2 to SCceNB 1. Alternatively, we might consider switch-
ing both radio access point and serving cloud, but in such a case, 
we need to migrate the VM. The solution of this problem can be 
achieved as a particular case of problem . ,3P  with .K 1=

Unfortunately, problem ( . )3P  is inherently combinatorial and 
then NP hard. This makes its exact solution hard to achieve even 
for moderate values of ,Nc Nb , and .K  To overcome this obstacle, 
we assume the coefficients anmk  to be real variables belonging to 
the interval [ , ] .0 1  Then, we adopt a successive convex approxima-
tion (SCA) approach to solve problem ( . )3P  as a sequence of 
strongly convex problems converging to a local solution of the 
original problem (see, e.g., [31] for details). As an example, we 
consider the scenario sketched in Figure 1, where MUE 1 moves 
from SCceNB 1 toward SCceNB 2. While moving, the optimal 
assignment and resource allocation is periodically recomputed as 
a solution of problem ( . ) .3P  The optimization involves N 4b =

base stations, N 4c =  clouds and K 4 8or=  mobile users. In Fig-
ure 5 we compare the average energy consumption obtained by 
solving the relaxed form of problem ( . )3P  in the case where the 
backhaul between the clouds is congested or only lightly loaded. 
We also report, as a benchmark, the optimal results achievable 
with the exhaustive search. It is remarkable to see how our relaxed 

algorithm gets very close to the optimal exhaustive search solu-
tion. Also, we can see the advantage resulting from having a good 
backhaul between the two base stations. 

CONCLUSIONS AND FURTHER DEVELOPMENTS
In this article, we have proposed a system perspective of next 5G 
systems centered on the need to empower energy-hungry mobile 
terminals with computation offloading capabilities via proximity 
radio access through small-cell base stations endowed with cloud 
functionalities. We showed how the optimal resource allocation 
involves a joint allocation of radio and computation resources, 
within a fully cross-layer approach. The proposed solution has an 
impact on several aspects related to the new radio interface, sig-
naling strategies and overall network management. First of all, in 
case of pervasive computation offloading, the traffic statistics over 
the uplink and downlink channels are going to change signifi-
cantly with respect to the current situation, where there is a clear 
preponderance of traffic on the downlink channel. This change 
will call for a different (possibly dynamic) partitioning between the 
capacity associated to the uplink and downlink channels. Further-
more, since the proposed distributed cloud approach requires a 
(possibly) intensive exchange of data among base stations (in case 
of base station/cloud handover), the traffic over the wired backhaul 
linking the base station may become a critical issue. This problem 
call for the inclusion of high-capacity wireless links between 
small-cell base stations, e.g., using millimeter-wave direct links, 
already considered for 5G. We showed how computations can be 
distributed among a pool of clouds, but assuming only one cloud 
is active at each time. In principle, the approach can be extended 
to the parallel computing case, but this would raise extra complex-
ity issues. We also considered a centralized solution. A distributed 
solution could be reached through the usual primal/dual decom-
position methods. Of course this will require a limited exchange of 
data among the nodes concurring to reach the solution. The wide 
cross-layer approach proposed in this article of course does not 
come without a price—the need for higher signaling among appli-
cations and physical layers. However the results can justify this 
extra complexity. Finally, in this article, we assumed many 
parameters to be known, such as channel state, computation 
load, traffic over the backhaul, latency, etc. In practice, it would 
be useful to incorporate suitable learning mechanisms to predict 
the evolution of most of them. In summary, we believe that in the 
scenario depicted in this work, signal processing can play a key 
role in several aspects. 
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T
o cope with the growing demand for wireless data 
and to extend service coverage, future fifth-genera-
tion (5G) networks will increasingly rely on the use 
of low-power nodes to support massive connec-
tivity in a diverse set of applications 

and services [1]. To this end, virtualized and 
mass-scale cloud architectures are pro-
posed as promising technologies for 
5G in which all the nodes are con-
nected via a backhaul network 
and managed centrally by such 
cloud centers. The significant 
computing power made 
available by the cloud tech-
nologies has enabled the 
implementation of sophis-
ticated signal processing 
algorithms, especially by 
way of parallel processing, 
for both interference man-
agement and network provi-
sion. The latter two are 
among the major signal pro-
cessing tasks for 5G due to an 
increased level of frequency shar-
ing, node density, interference, and 
network congestion. This article out-
lines several theoretical and practical 
aspects of joint interference management and 
network provisioning for future 5G networks. A 
cross-layer optimization framework is proposed for joint user 
admission, user-base station (BS) association, power control, 
user grouping, transceiver design, as well as routing and flow 
control. We show that many of these cross-layer tasks can be 
treated in a unified way and implemented in a parallel manner 

using an efficient algorithmic framework called weighted mini-
mum mean squared error (WMMSE). Some recent develop-
ments in this area are highlighted and future research 

directions are identified. 

INTRODUCTION
To increase network capacity and spectral 

efficiency, network operators have 
been adding many low-power 

micro/pico/femto BSs, relays and 
Wi-Fi access points (APs) to the 

network, thereby reducing the 
signal transmission dis-
tances. This has resulted in 
the so-called heterogeneous 
network (HetNet) architec-
ture; see [2] and the refer-
ences therein. The HetNet 
architecture naturally 
replaces the traditional sin-

gle hop access mode between 
the high-power BS and its 

users by a wireless mesh net-
work consisting of a large num-

ber of densely deployed wireless 
APs with either wireline or wireless 

backhaul support; see Figure 1. A nat-
ural extension to this concept would be 

virtualized radio access (VRA) and mass-scale 
cloud architectures, which are proposed as promis-

ing technologies for 5G [1]. In VRA, all nodes are connected via 
a backhaul network and managed centrally by cloud centers. 
Such a multihop network must be self-organized and fast adap-
tive to the changes of traffic demands caused by users joining, 
leaving, or requesting new data packets at any time. To maxi-
mize the performance of such networks, the multiuser interfer-
ence, which is a major performance limiting factor, should be 
astutely managed through advanced signal processing techniques. 

[Hadi Baligh, Mingyi Hong, Wei-Cheng Liao, Zhi-Quan Luo, 
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In addition, traffic engineering within the entire radio access net-
work (RAN), including the backhaul network, should be jointly 
optimized with resource allocation across the wireless links. 

In this article, we present a cross-layer optimization frame-
work for joint resource allocation and provision of future 5G net-
works. Our approach integrates several important cross-layer 
techniques: 1) advanced signal processing techniques for physical-
layer (PHY) interference management; 2) medium access control 
(MAC)-layer algorithms to handle user scheduling, BS assignment 
and BS clustering; and 3) network layer solutions such as software 
defined networking (SDN) [1], [3], [4] to manage the network ser-
vices and to control individual flows. Such cross-layer optimiza-
tion is more challenging than the traditional cellular network 
optimization. Routing and scheduling of user traffic in the pres-
ence of multiuser interference is a difficult problem by itself. It is 
made more complicated by practical issues such as backhaul 
capacity limitations, channel state information (CSI) overhead, 
and distributed implementation of the algorithms. Our goal is to 
highlight some recent advances in this area, illustrate the poten-
tial of signal processing in the provision of future 5G networks, 
and identify some future research directions. 

The concept of cross-layer optimization is not new, and 
such a task is known to be computationally complex. However, 
with the significant computing power at cloud centers of 
future 5G networks, we believe the time has come to consider 

the use of advanced signal processing algorithms for network 
provision. In fact, with the network densification and Cloud-
RAN architecture, it is crucial to jointly provision the RAN and 
backhaul networks, addressing such issues as users-BS assign-
ments, interference management, and traffic engineering in a 
coordinated manner. Our proposed cross-layer approach 
addresses many of these important issues in a coherent algo-
rithmic framework based on a WMMSE technique [5]–[7]. 

A CROSS-LAYER FORMULATION

A GENERAL MODEL
For simplicity, we restrict our discussion to the downlink direction 
in which the traffic flows from the core network to the users 
through the wired/wireless backhaul network and the RAN. 

Let the backhaul network be composed of a set N  of rout-
ers and a set Lw of wired links, whose main purpose is to route 
the traffic toward the RAN. Each backhaul link l L! w  has a 
fixed capacity, denoted as .Clr  The RAN consists of a set Q  of 
BSs and a set I  of users. Assume that each BS/AP is equipped 
with M  transmit antennas, and that the total bandwidth is 
divided into F  frequency tones. 

Each user i  has N  receive antennas and achieves an instan-
taneous rate of [ ]R ti  for a given time instance .t  Such a rate is 
a function of a collection of system parameters, defined across 

Cloud Center Cloud Center Cloud Center
Network Router

BS

Mobile User

Wired Link

Wireless Link

Backhaul Network

Access Network

[FIG1] An illustration of the SDN-RAN.
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various network layers. These parameters include the transmit 
strategies of the BSs (e.g., precoders, power control mecha-
nism), the cooperation strategies among the BSs [e.g., the 
coordinated multipoint (CoMP) scheme], the routing decisions 
within the backhaul, and so on. The network provision in this 
context amounts to achieving certain overall performance by 
optimizing, possibly in different time-scales, all the system 
parameters. Let ( )U $  denote a utility function that measures 
the system-level performance. We are interested in solving the 
following cross-layer system utility maximization problem: 

{ [ ]}U R tmaximize
subject to Per BS resource constraints

Per data flow QoS constraints
Network structure constraints
Per node flow conservation constraints.

i i I!^ h

(1)

At this stage, the problem is described in a very generic form. 
Below we illustrate how each component of the problem can be 
instantiated in practice. 

A large family of utility functions is the “a-fair” utility func-
tions, which is given by 

{ [ ]} ( [ ]) .U R t
R t

1i i
i

i

1

I
I a

=
-!

!

a-

^ h / (2)

Different choices of the parameter a  give different priorities to 
user fairness and overall system performance. For example, 
when ,0a =  we obtain the sum rate utility: ({ [ ]} )U R ti i I =!

[ ] .R tii I!
/  When 1a = , we obtain the proportional fair util-
ity ({ [ ]} ) ( [ ]) .log R tU R t ii i iI I

=! !
/  Popular choices of a  and 

their corresponding utility functions can be found in [8] and 
the references therein. Furthermore, when certain parameters 
in the system (e.g., the channel realizations) are random, we 
can choose the average throughput [ [ ]]R tE ii I!

/  as the sys-
tem utility. In general, the system utilities expressed as a func-
tion of the users’ rates are typically concave, but are nonconcave 
in terms of the system parameters (e.g., power, routing vari-
ables) due to multiuser interference [9]. 

The first type of constraints in (1) is related to the BSs’ 
resources or their individual transmit strategies. Suppose a BS 
q  uses a transmit precoder [ , ]f tV Ci

q M N! #  to transmit to user 
i  on tone f  at time .t  Then we have the following per BS trans-
mit power constraint 

[ , ] ( [ , ]) ,f t f t PTr V V
if

F

i
q

i
q H

1 I

#
!=

q6 @// (3)

where P q  is BS q s\  power budget. Other constraints in this cat-
egory include per group of antenna constraints, user scheduling 
constraints, or the zero forcing constraints. 

The second type of constraints in (1) is related to the quality 
of service (QoS) required by the users. One such requirement is 
given by [ ] [ ], ,R t t i Ii i 6$ !c  where [ ]tic  is the predefined 

minimum rate requested by user i  at time .t  Alternatively, one 
can require that the outage probability is bounded above, i.e., 

( [ ] )R tP i i# #c , .i Ii 6 !d

The third type of constraints is closely related to the densifica-
tion of the BS site deployment in 5G systems. New architectures 
such as the HetNet offer unprecedented flexibility in terms of how 
the access network can be formed. For example, we can cluster a 
subset of BSs to cooperatively serve a user i and optimize the clus-
ter membership to yield the best performance. To further elabo-
rate on such network structure constraint, let us define a set of 
binary variables { }zi

q  to represent the BS-user association (z 1i
q
=

means BS q  serves user ,i  and zero otherwise). The set of serving 
BSs for user i  is then given by : { , },q q z 1S Qi i

q
; != =  and the 

set of active users for BS q  is : { , } .i i z 1I I i
q

; != =q  Then con-
straining on | |Si  controls the size of each cooperative BS cluster. 
Other structural constraints include the ones that dictate that, at a 
given time, only a subset of BSs in Q  are activated. Such con-
straints are useful to keep the operational costs of the access net-
work under control. 

The last type of constraint has to do with the control of data 
flow in the backhaul network. Without loss of generality, suppose 
that each user i  requests a single data flow. Then we use ( )s i  and 

( )d i  to denote a source-destination pair for a given data flow, 
where ( )s i  typically represents a packet data gateway, and ( )d i  is 
some user device. Let us use Lwl to denote the set of wireless links 
in the system. That is, {( , , ) , , , }s d f s d f F1L Q I g_ ; ! ! =wl

with ( , , )s d f  being the wireless link from BS s  to user d  on tone 
.f  Denote the rate for user i  on link l  as .R( )

i
l  Then the following 

flow conservation constraint must hold true: 

( )

( ) , ,  ,

R R R

R i

1

1 I V

( )

( )
{ ( )}

( )

( )

{ ( )}

i
l

l
s i i i

l

l

d i i k

In Out

6 6! !

y

y y

+ =

+
! !y y

/ /
(4)

where ( )In y  and ( )Out y  denote the set of links going into and 
coming out of a node y , respectively; ( )x1A  denotes the indica-
tor function for a set ,A  i.e., ( )x1 1A =  if x A!  and 

( ) ,x1 0A =  otherwise. 
Finally, we give a concrete example showing how the users’ 

rates are dependent on various system parameters introduced so 
far. Let [ , ]f tH Ci

q N M! #  denote the channel matrix between BS 
q  and user i  on tone f  at slot .t  Let iv  denote the noise power 
at user .i  Further define a binary variable [ , ] { , }f t 0 1i !a  to sig-
nify whether user i  is served on channel f  at slot .t  Then user 
i s\  rate [ ],R ti  under perfect CSI, can be expressed as (we use 
natural logarithm throughout this article)

[ ] [ , ] [ , ] [ , ]log detR t t f t f t fI H Vi
q

i i
f

F

q
i
q

1 Si

a= +
!=

c/ /

( [ , ]) ( [ , ]) [ , ]t f t f t fV H C
q

i
q H

i
q H

i
1

Si

#
!

-
m/ (5)

where [ , ]t fC Ci
N N! #  is the interference matrix for user i

[ , ] [ , ] [ , ] ( [ , ]) ( [ , ]) .t f t f t f t f t fC I H V V H
( , ):

i
q

i i
q j j i

j
q

j
q H

i
q H2v= +

!

/
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THE CHALLENGES AND THE OVERVIEW OF SOLUTIONS
The generic problem (1) is huge in size because of the increasingly 
large number of access nodes in 5G systems, as well as the fact 
that it covers quite a few aspects of the system design. It would be 
very challenging, if not impossible, to optimize (1) directly in its 
most general form. In practice, system parameters are usually 
optimized over different time scales. For example, network struc-
ture typically changes at a slower rate compared with the trans-
mit/receive beamformer. Therefore, at any given time instance, a 
reduced version of (1) is solved, maybe with a much smaller prob-
lem dimension. 

This article presents a few impor-
tant cross-layer design problems for-
mulated as special cases of (1). We 
discuss existing approaches for these 
problems, and advocate a unifying 
framework based on the WMMSE 
method. We demonstrate that the 
WMMSE [5]–[7], known as one of the 
state-of-the-art methods for PHY-
layer precoder design, can be gener-
alized in multiple ways to deal with 
cross-layer designs in 5G networks. 
More importantly, the resulting 
schemes are often amendable to efficient parallel implementation, 
which suits ideally to the cloud-based software-defined architec-
ture of the 5G networks. 

CROSS-LAYER NETWORK MANAGEMENT
From a global perspective, the densification and heterogeneity 
of the access network give rise to new design issues across dif-
ferent layers of the network. In fact, the traditional boundary 
between different layers of the network has been blurred. For 
example, the possibility of using multiple closely located BSs to 
jointly serve one user impacts the traffic routing strategy in the 
network layer, which further affects the ways that the schedul-
ing in the MAC layer and interference management in the phys-
ical layer are performed. In this section, we address various 
issues in the joint design across the PHY, MAC, and network 
layer. We take a bottom-up approach and show how PHY-layer 
signal processing techniques can be generalized to deal with 
MAC layer problems such as scheduling and BS management/
assignment, or network layer problems such as traffic manage-
ment and congestion control. In particular, the well-known 
WMMSE algorithm [5]–[7] is presented as a unifying framework 
for such a purpose. 

PHY-LAYER INTERFERENCE MANAGEMENT
Let us first consider the simple classical problem of precoder 
design in a multiuser wireless network, where only the PHY-layer 
transmit and receive strategies are the design variables. Assume 
the users have been properly scheduled in different time/frequency 
slots and we only consider the problem in one time/frequency slot. 
Moreover, we assume that the user-BS association has been deter-
mined and each user is served by only one BS, i.e., the network is 

an interfering broadcast channel (IBC). The utility maximization 
problem in an IBC can be formulated as 

{ }
( ), ( ) , .P
U R

q5
maximize
subject to Tr V V

i i

i
i
q

i
q H

I

Iq

6#

!

!

q
^ h

6 @/ (6)

Except for some special cases [e.g., maximizing the minimum 
rate in the multiple-input, single output (MISO) or single-input, 
multiple output (SIMO) interference channel (IC)], (6) is noncon-
vex and NP-hard (see [9] and the references therein). A few non-

convex instances of (6), such as the 
sum rate maximization in MISO or 
SIMO IC, can be solved by global 
optimization methods (see [10] and 
the references therein). However, 
these algorithms are usually too 
complex to be used for large-scale 
networks. Moreover, it is not clear 
whether and how they can be 
extended to more general network 
settings such as MIMO IBC, or net-
works with flexible BS association 
and limited backhaul availability. In 
general, finding the global maxi-

mum for (6) is NP-hard and is difficult even for reasonably sized 
networks. Consequently, much research effort has been devoted 
to designing efficient algorithms that produce high-quality sub-
optimal solutions to (6); see [9] and [11] for recent surveys. In 
this subsection, we briefly review the WMMSE algorithm as it 
forms the basis of the cross-layer optimization approach pre-
sented in this article. 

The WMMSE algorithm was first proposed in [5] for the multi-
ple-input, multiple-output (MIMO) broadcast channel and later 
extended to MIMO IC, where each user transmits a single data 
stream [6]. It was extended significantly to MIMO IC and MIMO 
IBC/I-MAC where each user transmits multiple data streams and 
to a large family of utility functions, including the sum rate utility 
[7]. The main idea is to transform the original sum utility maximi-
zation problem to a WMMSE minimization problem where the 
weights are adaptively updated. We illustrate this idea for the sum 
rate maximization in MIMO IC where each user only transmits a 
single data stream. Suppose the transmit beamformer of BS i  is 

Ci M 1!y #  [i.e., Vi
i  in the formulation (6)] and the receive beam-

former of BS i  is u Ci
N 1! # , which has unit norm. The SINR of 

user i  is given by /u Hi i
H

i
i i 2

c y= ^ h ,u Hi
H

i
j j

ij i

2 2y v+
!

` j/  and 
the rate of user i  is given by ( ) .logR 1i ic= +  With these nota-
tions, the sum rate maximization problem becomes 

,

, .

R

P i

maximize

subject to

i
i

i i2

{ , }ui i

6#y

y

/
(7)

The mean squared error (MSE) of user i  is given as 
| | | | .u ue 1H Hi i

H
i
i i

i
H

i
j j

ij i
2 2 2y y v= - + +

!
/  There is a well-

known relationship between SINR and MMSE: MMSE=1/(1+
SINR). More precisely, for any given { },iy  we have 

IN FACT, WITH THE NETWORK 
DENSIFICATION AND CLOUD-RAN

ARCHITECTURE, IT IS CRUCIAL 
TO JOINTLY PROVISION THE RAN

AND BACKHAUL NETWORKS, 
ADDRESSING SUCH ISSUES AS 

USERS-BS ASSIGNMENTS, 
INTERFERENCE MANAGEMENT, 

AND TRAFFIC ENGINEERING 
IN A COORDINATED MANNER.
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.max max e1 1
u ui

ii i
c+ = (8)

Consequently, the sum rate maximization problem (7) is equiva-
lent to the following problem [7]: 

( ),

, .

log e

P i

minimize

subject to
{ , }u i

i

i i2
i

i

6#y

y
/

(9)

One can further prove that (9) is equivalent to the following 
problem (in the sense that there is a one-to-one correspondence 
between the stationary points of the two problems) 

( ( ))

, .

logw e w

P i

minimize

subject to
{ , , }u w i

i i i

i i2
i

i
i

6#y

-
y

/
(10)

The optimization problem (10) is an adaptively weighted 
MMSE problem and can be solved by alternate optimization. Spe-
cifically, ei  is a convex quadratic function over { }ui  and { }iy
respectively, thus { }ui  and { }iy  can be updated in closed forms 
(with an additional bisection step for updating { });iy  the optimal 
wi  is given by / .w e1i i=  The convergence of the WMMSE algo-
rithm can be derived from the classical theory of the alternate 
optimization [7]. The details of the WMMSE algorithm for sum 
rate maximization are given in Algorithm 1. We emphasize that 
the y  subproblem can be solved very efficiently because of the 
equivalent transformation from (7) to (10), which is the key 
technique of the WMMSE algorithm. As will be seen in subse-
quent sections, the alternate optimization framework and the 
simplification of the y  subproblem are crucial to generalize the 
WMMSE algorithm to solve cross-layer design problems. 

Assuming all computation is executed at cloud centers, the 
WMMSE algorithm can be easily implemented in a parallel fash-
ion. Let , ,u wy  denote the sets of variables { }, { }, { }u wi

i
iy ,

respectively. Fixing the two sets of variables u  and ,w  the object-
ive function of (10) is decomposable across all BSs with respect to 

.y  As a result, the update of each iy  only depends on u  and w
and does not depend on other , .j ij 6 !y  All iy  can be updated in 
a parallel fashion. Similarly, the variables ui  and wi  can also be 
updated in parallel. 

The WMMSE algorithm can be interpreted as an inexact 
alternate optimization approach to solve (9), where { }uk  and 

{ }ky  are updated iteratively. The receive beamformers { }uk  are 
updated to MMSE receivers, which exactly minimize 

( ) .log e
k k/  The transmit precoders { }ky  are updated to mini-

mize ( ( )) / ( ) ,log e e e
j j j j2 2/  a “linear” approximation of 

( ),log e
j j/  where ( ( )) / ( ) /log e e e1j j j2 2 =  [i.e., the optimal w j

for (10)] is computed based on the previous iterates. With this 
interpretation, the convergence of the WMMSE algorithm can 
also be derived from the result in [12]. 

We summarize the advantages of the WMMSE algorithm as 
follows. First, the alternate optimization framework and the sim-
plicity of each subproblem makes the WMMSE algorithm easily 
extendable to cross-layer design. Additionally, no stepsize tuning is 
needed. Second, the WMMSE algorithm exploits the special struc-
ture of the rate function, thus converging faster than general non-
linear optimization methods such as the gradient descent 
algorithm. Third, since at each step the subproblem can be 
decomposed across each user, it is amenable to parallel and dis-
tributed implementation. 

Let us briefly compare the WMMSE algorithm with the paral-
lel successive convex approximation (SCA) algorithm [13], which 
is designed for general nonconvex problems. The latter algo-
rithm, when applied to the sum utility maximization problem, 
can be viewed as the parallel version  for  the MIMO case of the  
sequential interference pricing (IP) algorithm proposed in [14]. 
The main advantage of the SCA compared with the IP algorithm 
is that by properly introducing appropriate stepsize control, it 
allows parallel updates and the convergence of the algorithm is 
guaranteed (note that in [14], the IP algorithm is designed for  
SISO and MISO ICs, and there is no convergence proof for the 
parallel IP algorithms). Similar to the WMMSE algorithm, the 
parallel SCA exploits the structure of the rate function, can be 
implemented in parallel, and has been extended to solve some 
cross-layer design problems [15]. Compared with the WMMSE, 
parallel SCA aims to design transmit covariance matrices rather 
than the beamformer, so it cannot be directly used when the 
number of transmit antennas are larger than the receive anten-
nas, or there are restrictions on the number of transmitted data 
streams. Since parallel SCA shows good performance in certain 
problem setups, it will be interesting to see whether it can be 
generalized to other cross-layer design problems. 

JOINT PHY-MAC-LAYER OPTIMIZATIONS: 
SCHEDULING AND RESOURCE ALLOCATION
Once we know how to deal with PHY-layer precoder design using 
WMMSE, we move up one layer and show that it is in fact easy to 
integrate various tasks from the MAC layer, such as user schedul-
ing across different time slots/frequency tones, BS assignment, 
and BS clustering. The resulting PHY-MAC joint designs are again 
stepsize free, decompose nicely across the network nodes, and are 
thus easily parallelizable. 

BEAMFORMING AND SCHEDULING
For a HetNet, user scheduling and beamforming are two effec-
tive techniques to mitigate multiuser interference. Joint user 
scheduling and beamforming has been investigated in 

Algorithm 1 The WMMSE algorithm for sum rate maximization 
in MIMO IC (single beam case).

Initialize , ,u wi
i iy  randomly.

repeat
) , ;u I iH H Hi

j
j
K

i
j j H

i
j H

i i
i i

1
2 1

! 6y yy v+
=
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` j/

) , ;uw i1 Hi i
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where *
in  is computed by bisection such that .Pi i2

#y

until Convergence 
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different works, including [16] and [17]. The basic problem is 
to design linear transmit/receive beamformers and schedule 
the users across a fixed set of time slots/frequency tones in a 
way that maximizes a given system utility. For simplicity of 
presentation, let there be one frequency tone and T  time 
slots. We assume that the BS assignment is fixed and each 
user is served by only one BS, i.e., | | , .i1S Ii 6 !=  For nota-
tional simplicity, we only present the algorithm for the simple 
IC model, although the algorithm and the analysis can be gen-
eralized to the IBC [16]. Let us define a binary variable 

[ ] { , }t 0 1i !a  to indicate if user i  is served in time slot t  or 
not. We assume no joint decoding across different time slots 
and therefore the rate of each user is the summation of the 
rates over different time slots/frequency tones. Notice that the 
time slots here are much longer than the symbol length and 
typically of the size of the block used for channel coding. Mak-
ing this assumption, the joint beamforming and scheduling 
problem can be formulated as 

{ }U Rmaximize i i I
,V

!
a

^ h

[ ] ( [ ]) , ,Pt t i tsubject to Tr V Vi i H 6# i6 @
[ ] [ ] ( [ ]) ( )log detR t t tI H V V Hi i

t
i
i i i H

i
i H #a= +c/

[ ] ( [ ]) ( )t tI H V V Hi
j

i
j i

j j H
i
j H2 1

v +
!

-

c m m/
[ ] { , }, , .t i t0 1i 6!a (11)

It can be shown that without losing optimality, the scheduling 
variables [ ]tia  can be initially set to 1. Furthermore, local lin-
earization of the utility function around the current rate values 
results in similar problem as in the sum rate maximization 
problem. Using this observation, an algorithm similar to 
WMMSE (Algorithm 2) can be used to solve the optimization 
problem (11); see [16] for more details. After solving the above 
optimization problem, we can update the scheduling variables 

[ ]tia  using the obtained precoders. 
Figure 2 illustrates the performance gain of the joint schedul-

ing and beamforming optimization in a 19-hexagonal wraparound 
cell layout. There are 285 users served by 57 BSs in the network. 
The other simulation details can be found in [16]. The figure 

shows the achieved rate cumulative distribution function (CDF) of 
different approaches: The “no scheduling” corresponds to the 
WMMSE algorithm with no scheduling; the “random scheduling” 
curve represents a random scheduler combined with the WMMSE 
algorithm; while in the “SVD-MMSE-TDMA” approach, each BS 
serves its own users in a time-division multiple access approach 
(TDMA) fashion by using the singular value decomposition (SVD)
precoder and the users deploy MMSE receivers. As shown in Fig-
ure 2, the joint beamforming and scheduling can significantly 
improve the system throughput as well as the user fairness. 

BEAMFORMING AND BS ASSIGNMENT 
The densification of the BS deployment gives the users the flexibil-
ity of choosing its serving BS from potentially a large pool of 
nearby BSs. Traditionally, BS assignment is made on the basis of 
signal strength (or the distances between the BSs and a given 
user). However, such a greedy scheme often leads to suboptimal 
solutions and causes unfairness among users, especially when the 
network is congested [18]. It may be more beneficial to assign 
users to a different BS when the closest BS is congested [18]. Such 
freedom in assignment, if properly exploited, can result in sub-
stantial gains both in terms of network throughput and user fair-
ness [8], [19]. 

We show below how to integrate BS assignment with beam-
forming in the WMMSE framework. Consider the following prob-
lem over both the BS assignment and beamforming variables 
{ , } :z V ,i

q
i
q

i q

{ }U Rmaximize i i I
,z V

!^ h

, { , }, ,z z i q1 0 1subject to i
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j p i q
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p

j
p H

i
p H 1

+
!

-

m m/ (12)

If the optimization variable { }zi
q  is fixed, then the above 

optimization problem reduces to (6). The extra binary con-
straint in (12) makes the problem difficult to solve. One way to 

Algorithm 2 The joint scheduling and beamforming algorithm.

initialize [ ]t sVi \  randomly 
repeat

[ ] [ ] ( ) ( )t tU H V V H Ii
j

ji
j j H

i
j H

i
2 1

! #v+
-

` j/
[ ],tH Vi

i i ,i t6

  Update [ ]tWi  by calculating the local gradient of the 
utility function; see [16] for details 

[ ] ( ) [ ] [ ] ( [ ])t t t tV H U W U H I*
j

i
j
i H

j j j
H

j
i

i
1

! n+
-

` j/
( ) [ ] [ ],t tH U Wi

i H
i i# ,i t6

until convergence 
if [ ]tVi 2 e then [ ] ;t 1i !a otherwise [ ] , ,t i t0i ! 6a
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[FIG2] The rate CDF of different methods [16]. 
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alleviate this difficulty is to relax it to .z0 1i
q

# #  It is not 
hard to see that the relaxation is tight when the objective is 
linearized with respect to the rate of the users. On the other 
hand, when the association variables are fixed and the objec-
tive is linearized with respect to the rate of the users, the 
problem is similar to the beamforming for sum rate maximi-
zation [cf. (7)], which can be handled using the WMMSE algo-
rithm. To update the association variables, we use the gradient 
projection method. Combining the gradient projection step for 
updating the association variables and the WMMSE algorithm 
for updating the beamformers, we can solve the above problem 
to a stationary point; see [8] for more details. Figure 3 illus-
trates the performance gain achieved by the joint precoder 
design and BS assignment. For a benchmark, we have chosen 
the greedy BS assignment method, i.e., first each user is 
assigned to the BS with the strongest channel and then the 
WMMSE is used to optimize the beamformers. Figure 3 shows 
that the joint beamforming and BS assignment achieves sig-
nificantly higher throughput and fairness. For other relax-
ations of the BS assignment problem, we refer to [18]. 

BS CLUSTERING FOR CoMP 
When there are a large number of BSs available, coordinated 
transmission and reception is shown to be very effective in 
improving the overall spectrum efficiency [20]. Two popular 
approaches are coordinated beamforming and joint processing. In 
the first approach, a user’s data resides only at its serving BS and 
the beamformers are jointly optimized among the coordinated 
BSs to suppress multiuser interference. The second approach is 
joint transmission where the user data signals are shared among 
the cooperating BSs, resulting in a single virtual BS with a large 
set of antennas. In this way, the HetNet is reduced to a large MIMO 
broadcast channel. However, full cooperation among all BSs may 
require significant overhead across the backhaul. In practice, it is 
desirable to limit the amount of coordination by grouping the BSs 
into cooperating clusters of small sizes, within which joint pro-
cessing is performed. In this way, users’ data signals are shared 
only within clusters, thus reducing the overall backhaul signaling 
overhead. Many recent works have developed various BS cluster-
ing strategies for such purposes where clusters are formed either 
greedily or by an exhaustive search procedure. Once the clusters 
are formed, various approaches can be used to design beamform-
ing strategies for each BS. 

An important cross-layer design issue in this context is how to 
form BS clusters in conjunction with beamforming and BS coor-
dination so as to strike the best tradeoff among system through-
put performance and signaling overhead. To formally state the 
problem, let us define Qi  to be a subset of BSs that can poten-
tially cooperate to serve a particular user ,i  e.g., the set of BSs 
deployed in the same cell as user .i  The goal of clustering is to 
reduce the system overhead by setting the less beneficial precod-
ers to zero. Such sparse precoder structure can be imposed by 
solving the following problem, where a group Lasso regularizer is 
introduced in the objective to promote sparsity among potential 
precoders [21]: 

{ }
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U R
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q
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q
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!!

!

^

^

h

h

//
/ (13)

Once again, the WMMSE algorithm is naturally suited to solve 
this problem. The key here is to recognize that after performing 
the equivalent transformation [cf. (10)], the ,u w  subproblems 
are exactly the same as before (with closed-form solutions), and 
the v  subproblem becomes a quadratic problem penalized by a 
group-LASSO regularizer, which is still easy to solve. By again 
using the alternate optimization approach, (13) can be solved to 
a stationary point; see [21] for more details. It is worth noticing 
the tradeoff in the choice of parameter :m  larger values of m
result in smaller size clusters, but lower system throughput. 
Based on the numerical experiments, a simple rule for selecting 
the value of m  is suggested in [21]. Figure 4 shows the perfor-
mance gain of the sparse-WMMSE algorithm. This numerical 
experiment is run over a network with 20 BSs and 40 users in 
the system; the number of transmit (respectively receive) 
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[FIG3] Rate CDF achieved by joint BS assignment and 
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antenna is four (respectively 2). The algorithm is evaluated in 
the low- and high-signal-to-noise (SNR) regime; see [21] for 
more details. For comparison, we have also simulated the per-
formance of two other approaches: WMMSE and NN-WMMSE. 
In WMMSE, full cooperation is considered among the BSs of 
each cell and the WMMSE algorithm is used to optimize the 
precoders. Clearly, this corresponds to one single cluster that 
requires the most system overhead. In contrast, the NN-
WMMSE only picks the BS with the strongest channel to serve 
each user. Thus, the NN-WMMSE method corresponds to 
greedy BS assignment followed by optimal beamforming. 

JOINT PHY-NETWORK LAYER OPTIMIZATION: 
RESOURCE ALLOCATION AND TRAFFIC ENGINEERING
In light of growing traffic demand and large network size, 
backhaul links may be capacity limited [1], [3], [4]. Therefore 
traffic engineering within the multi-
hop backhaul network (e.g., traffic 
routing) must be considered together 
with resource allocation in the radio 
air interface (e.g., precoder design 
and scheduling). 

One interesting approach to such 
joint optimization problem, which is 
gaining support from both academia 
and industry, is to manage the entire 
network by a few cloud centers. The 
shift of the computation tasks from a 
large number of heterogeneous BSs to 
a few cloud centers is attractive to the 
operators, as it allows for an effective and energy efficient way of 
managing the entire network. This new architecture is called 
Cloud-RAN or SDN-RAN [1], [3], [4]. 

There are two main methods in the literature to deal with 
the per-link capacity constraints in the backhaul. The first 
method allows the cloud center to compute a joint precoding 
strategy for all the BSs and then compress the precoded mes-
sages before sending to the BSs via the backhaul; see [22] and 
the references therein. The limited backhaul capacity deter-
mines the level of compression needed for each data stream. To 
illustrate the idea, let us consider a joint downlink compression 
and sum-rate maximization problem in the Cloud-RAN. Sup-
pose that each BS q  is connected to the cloud center via a dedi-
cated line with capacity .Cqr  Let { }V Vq

i
q

i I_ !  denote the 
precoder used by BS q  to serve all the users and let 

{ }H Hi i
q

q Q_ !  denote the channel for user .i  Define Vi  simi-
larly. Let C,q p

M M!X #  denote the correlation matrix between 
the quantization noises of BS q  and .p  Let X  be the compres-
sion covariance with ,q pX  as its ( , )q p th block component. By 
using the precoding and compression scheme described in [22], 
user i s\  rate can be expressed as 

( , ) | ( ) |logR V I H VV Hi i
H

i
HX X= + +

| ( ) | .I H V V Hi j
j i

j
H

i
HX- + +

!

/ (14)

Then the problem can be formulated as 
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( ) , ,P qTr V V Q,
q q H

q q
q 6# !X+6 @ (15c)

where the constraints in (15b) ensure that the messages can be 
reliably transferred to the BSs through the backhaul. With this 
formulation, the compression covariance as well as transmit pre-
coders can be jointly designed using optimization algorithms 
such as SCA [12], [13]. However, this line of work usually 
assumes that there is a single-hop direct connection between 
the BSs and the cloud centers, and that the routing of the traffic 
within the backhaul has been predetermined. 

The second approach com-
bines the traditional utility-based 
traffic engineering with the 
resource allocation in the access 
network. The idea is to optimize 
the routing scheme in the back-
haul and the power allocation/
precoding strategy in the access 
network together. Different from 
the precoding-compression 
scheme, this approach allows for 
flexible backhaul structure, and 
the resulting algorithm can be 
implemented in parallel among 

the cloud centers. To illustrate the main ideas, let us consider 
an instance of such joint optimization problem for a single time 
slot (thus ignoring the time indices): 

{ }U Rmaximize i i I!^ h (16a)

, , , ( )R i l0 3subject to andI L( )
i
l

6$ ! ! (16b)

, ( )R C l 4, andL( )
i
l

i

l

I

6# !
!

wr/ (16c)

, ,RR l L( )
i
l

i

l

I

6# !
!

wl/ (16d)

where Rl  represents the capacity of a wireless link ,l  which is a 
function of transmit strategies of all BSs interfering link .l  Com-
pared with the problems studied in the previous sections, the 
joint design in (2) is more difficult because of the large number of 
additional variables { }R( )

i
l  and constraints (16b) and (16c), which 

together describe how the traffic is routed within the backhaul. 
Variants of the joint optimization problem (2) have been 

studied extensively in the framework of cross-layer optimiza-
tion; see [23]. However, most of the existing methods assume 
that the air interface is interference free, leading to a tractable 
convex problem [23]. As argued throughout this article, such 
interference-free transmission is unrealistic in future RANs. 

Recently, [24] proposed solving the joint routing and inter-
ference management problem by combining the WMMSE and 

AN IMPORTANT CROSS-LAYER 
DESIGN ISSUE IN THIS 

CONTEXT IS HOW TO FORM 
BS CLUSTERS IN CONJUNCTION 

WITH BEAMFORMING AND 
BS COORDINATION SO AS TO 
STRIKE THE BEST TRADEOFF

AMONG SYSTEM THROUGHPUT
PERFORMANCE AND SIGNALING 

OVERHEAD.
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the powerful alternating direction method of multipliers 
(ADMMs). The ADMM algorithm is designed for structured con-
vex optimization problem with linearly coupled constraints. The 
idea in [24] is quite simple: use WMMSE to take care of the 
interference management in the RAN, and apply ADMM to han-
dle the traffic engineering in the backhaul. To highlight ideas, 
we adopt the max-min utility function and consider the single 
antenna case (generalization to MIMO case and other utilities is 
nontrivial, but possible). Transmit and receive beamformers 
now become scalars, denoted using lowercase letters. Similar to 
the WMMSE algorithm, we first transform (16) into an equiva-
lent but easily manageable form. To this end, introduce two sets 
of additional optimization variables {u lu Ll

wl_ ; ! }  (the 
receive beamformers) and {w lw Ll_ ; ! wl}  (the weights), and 
explore the well-known rate-MSE relationship for each wireless 
link ( , , )l s d f L!= :wl

[ ] | [ ] | .maxR c c f c f
, , , ,

( , , )
lnu w

l
l l d

s

n s d f
d
s

1 2 3
2

l
y y= + -

=
l l l l

l
l/ (17)

Here ( , , )c c c, , ,lnl l1 2 3  are functions of u  and w  given by c 1,l1 = +

( ) ( | | ),log w w u1l l d l
2 2v- + { [ ]},Rec w u h f2,

*
l l l d

s
2 =  and c ,ln3 =

| | | [ ] | .w u h fl l d
s2 2l  The difficult wireless channel rate constraints 

(16d) are then replaced with the following rate-MSE constraint 

[ ] | [ ] | , .R c c f c v f l L( )
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i
l l d

s

n s d f
d
s

1 2 3
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I

6# !y+ -
! =

wl

l l l

l
l/ / (18)

This transformation is motivated by the following facts: 1) any 
{ , }v R  satisfies (18) must also satisfy (16d); 2) constraint (16d) is 
replaced by (18), so the modified version of (2), is convex with 
respect to any single variable ,w u , and { } .,v R  Therefore, the 
alternating optimization technique is again applied to solve the 
transformed problem; see the N-MaxMin algorithm outlined in 
Algorithm 3. As shown in [24], the iterates generated by this 
algorithm converge to a stationary solution of (2). 

In the N-MaxMin, solving u  and w  is again easy and in 
closed form. What is different from the sum-rate WMMSE algo-
rithm so far is that the update for { , }v R  is not in closed form. 
This step requires solving a huge convex optimization subprob-
lem, which couples all the nodes in the system. To make the 
entire algorithm scalable and suitable for distributed implemen-
tation, the ADMM is then used to decompose the huge problem 
for { , }v R  into a collection of easy subproblems. The trick here 
is to decouple the flow conservation constraints (4) and the 
rate-MSE constraints (18) by introducing a few extra variables. 
We refer to [24] for a detailed description of the algorithm. We 
mention that all the steps of the resulting ADMM iterations are 
separable over the nodes/links of the network, and each of them 
can be updated in (semi)closed-form. More importantly, such 
separability structure makes the N-MaxMin algorithm imple-
mentable in parallel by a few cloud centers, each handling a 
subset of nodes/flows.

NUMERICAL EXAMPLES
Let us illustrate the performance of the N-MaxMin algorithm using 
a few examples. The topology and the connectivity of the testing 
network are shown in Figure 5. The source (destination) node of 
each commodity is randomly selected from network routers (mobile 
users). For the backhaul links of this network, a fixed capacity is 
assumed in the range between 2.88 Mnats/s to 1.44 Gnats/s, and they 
are the same in both directions. The number of subchannels is 
K 3=  and each subchannel has 1-MHz bandwidth, and the wire-
less links follow the distribution ( , ( / ) ),CN 0 200 dist 3  where “dist” 
is the distance between a BS and mobile user. 

Algorithm 3 The N-MaxMin algorithm for minimum rate maxi-
mization in SDN-RAN (SISO case).

Initialize feasible ,u ,w ,v  and R  randomly 
repeat 

( , , )l s d f L6 != wl

[ ] | | [ ] | [ ] [ ]u h f v f h f v f
( , , )

l d
s

d
s

d
n s d f

d
s

d
s2 2 2 1

! v+
=

-l
l
l

l l l
c m/

( ( [ ] [ ]) )w h f v f u1 *
l d

s
d
s

l
1! - -

Update { },v R  via inner ADMM algorithm; cf. [24]
until Convergence 
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[FIG5] The considered network topology. (a) The locations and 
the connectivity of all the BSs. (b) The connections between 
BSs and routers, which are displayed in the upper part of the 
graph [24].
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To accelerate the initial steps, a maximum of 500 inner itera-
tions are allowed for the first five outer iterations. Figure 6 
shows that the min-rate converges at about the tenth outer iter-
ation when the number of commodities is up to 30, while fewer 
than 500 inner iterations are needed per outer iteration. More-
over, after the tenth outer iteration, the number of inner ADMM 
iterations drops below 100. 

Next we demonstrate how parallel implementation can speed 
up the algorithm considerably. To illustrate the benefit of paral-
lelization, we consider a larger network that is derived by merg-
ing two identical networks shown in Figure 5(a). For simplicity, 
we removed all the wireless links, so this reduces (2) to a net-
work flow problem (a very large linear program). Here, the 
N-MaxMin algorithm is implemented by the Open Message 
Passing Interface (MPI) package with nine computation cores, 
and is compared with Gurobi [a state-of-the-art commercial lin-
ear program (LP) solver] in terms of efficiency. In Table 1, we 
observe that parallel implementation leads to more than fivefold 
improvement in computation time, compared with its sequen-
tial counterpart. We also note that when the problem size 
increases to 8 104#  variables and over 105 constraints, Gurobi 
becomes slower than the proposed algorithm (implemented in 
parallel). Thus, the proposed ADMM algorithm scales well with 
problem size. 

PRACTICAL CONSIDERATIONS: OVERHEAD REDUCTION 
In the previous sections, the channel states are assumed 
known. In practice, the direct channel state is estimated using 
pilot messages. Performing only a few channel estimations 
might lead to effects such as channel aging, resulting in 
imperfect channel estimation. For future cellular networks, 
allowing simultaneous use of frequency slots leads to interfer-
ence. Hence, in addition to the direct channels, the states of 
the interfering links also need to be estimated. Moreover, all 
these channel estimations should be fed back to the transmit-
ters. With the large number of cochannel transmissions, esti-
mating the states of all interfering links is infeasible. A major 
challenge to implement the cross-layer management algo-
rithms (such as the ones presented in the previous sections) is 
the overhead associated with channel estimation. In this sec-
tion, we discuss some of the possible ways to partially relax the 
CSI at the transmitter side (CSIT). 

For wireless links, the channel state can be modeled as a ran-
dom variable with a known distribution. The distributions can be 
calibrated using experimental data and are usually defined by 
long-term physical parameters such as path-loss coefficients, 
propagation distance, and channel training time/power. The first 
approach to CSIT mismatch is the use of robust optimization 
techniques; see, e.g., [25]. These methods are mostly designed for 
the worst-case scenarios and, therefore, due to their nature, are 
suboptimal when the worst cases happen with small probability. 
On one hand, these methods can give guarantees on the QoS 
constraint with high probability (measured based on the channel 
distribution). On the other hand, as they need to work with out-
age probability type of constraints, these methods are typically 

rather complex compared to their nonrobust counterparts. In 
addition, they have a limited scope and cannot deal with realistic 
channel distributions due to analytical intractability. In fact, most 
of them use a Gaussian channel distribution with estimated chan-
nels as the means for the Gaussian distributions. Therefore, uti-
lizing these methods still requires estimating the channel for all 
the links in the network (including all the interfering links), 
albeit the channel estimation need not be very accurate. For a 
large HetNet, this approach is still not practical since estimating 
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[FIG6] The min-rate performance and the required number of 
iterations for the proposed N-MaxMin algorithm. (a) plots the 
obtained min-rate versus the iterations of N-MaxMin. (b) plots 
the required number of inner ADMM iterations versus the 
iteration for the outer N-MaxMin algorithm [24]. 

[TABLE 1] THE COMPARISON OF COMPUTATION TIME USED 
BY DIFFERENT IMPLEMENTATIONS OF THE ADMM ALGO-
RITHM FOR THE ROUTING PROBLEM.

NUMBER OF COMMODITIES 50 100 200 300
NUMBER OF VARIABLES ( )104# 1.4 2.9 5.8 8.7
NUMBER OF CONSTRAINTS
( )104#

2.1 4.2 8.4 13

SEQUENTIAL UPDATE (s) 1.04 2.03 4.73 8.53
PARALLEL UPDATE (s) 0.20 0.37 0.75 1.10

GUROBI (s) 0.20 0.64 1.65 2.51
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all the channel states requires 
excessive training overhead. 

An alternative approach is to 
maximize the expected perfor-
mance using a stochastic optimiza-
tion framework that requires only 
the statistical channel knowledge 
rather than the full instantaneous 
CSI. This method is proposed in 
[26], where the goal is to maximize 
the sum of expected utilities of the 
users. To illustrate this, we can 
consider a similar formulation as 
(7) in an IC, but using an averaged sum rate as the objective 
(extensions to IBC or CoMP is possible) 

[ ]Rmaximize E
i

i
,v ui i

/
, .P isubject to vi i 6# (19)

The algorithm can be viewed as a generalization of the WMMSE 
algorithm (Algorithm 1) to the stochastic setting. The algorithm 
proceeds by drawing/receiving a sample of the channels in each 
step using the known channel distributions and then applying a 
step of the WMMSE to an average of the utilities defined by the cur-
rent, as well as the previous, channel samples. The details of the 
algorithm are presented in Algorithm 4. It can be seen that the 
steps of the algorithm are similar to Algorithm 1, with the only dif-
ference being in the use of matrices A  and B , which serve to 

accumulate the information of all the 
previous channel samples thus far. 
Note that in stochastic WMMSE, trans-
mit precoders v  are adapted to chan-
nels statistics known at transmitters, 
while receive beamformers are adapted 
optimally to real-time channels. There-
fore, the transmit precoder designed by 
the stochastic WMMSE algorithm is 
less sensitive to the changes in the 
real-time channel. Furthermore, in 
practice, it is easy to incorporate the 
changes in statistical models of the 

channels into the algorithm by using a forgetting factor that 
reduces the effect of the past channel realizations on the choice of 
the current precoder. 

We emphasize that the stochastic WMMSE algorithm con-
verges to a stationary solution for any channel distributions (and 
not just Gaussian). In practice, each user can estimate the direct 
channel and as well as a few (say, one to three) interfering chan-
nels. The estimated channels can be modeled as Gaussian random 
variables whose variances may be specified by the training SNR. 
For the rest of the interfering channels, we can use standard 
path-loss statistics plus scattering to model them. Estimating 
path loss, which is slow varying, is much easier and requires sig-
nificantly less communication overhead than estimating the fast 
changing channels. Note that the stochastic WMMSE is computa-
tionally as cheap as its nonstochastic counterpart of the section 
“PHY-Layer Interference Management.” Moreover, it can be gen-
eralized to handle joint clustering and beamforming for CoMP 
transmission. Such generalization can be done easily by adding a 
sparsity promoting penalty term to the objective in (19). 

To evaluate the effectiveness of the stochastic WMMSE algo-
rithm, we consider a network of 19 cells, each with three separate 
sectors, for a total of K 57=  BSs. Each BS is equipped with four 
antennas and serves the users (all equipped with two antennas) in 
its own sector. The path loss and the power budget of the transmit-
ters are generated using the Third-Generation Partnership  Project 
(3GPP) (TR 36.814) evaluation methodology [27]. We assume that 

Algorithm 4 Stochastic WMMSE algorithm.

Initialize v  randomly such that ,P ivi i2
6=

repeat
Obtain the new channel estimate/realization H

( ) ( ) , iu H v v H I H vi
j

ji
j j H

i
j H

i i
i i2 1

! 6v+
-

` j/
,w iI u H vi i

H
i
i i 1

! 6-
-^ h

( ) ,w iA A H u u Hjji i j
i H

j j
H

j
i! 6+/

( ) ,w iB B H ui i i
i H

i i! 6+

( ) , iv A I B*i
i i i

1! 6n+ - ,

  where *
in  is computed by bisection to ensure that 
.Pvi i2

#

until convergence 
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[FIG7] The expected sum rate versus iteration number. We set 
,6h = 1c =  and consequently only 3% of the channel 

matrices are estimated, while the rest are generated by their 
path-loss coefficients plus Rayleigh fading. The SNR is set 

15SNR =  (dB) [26]. 

WHEN THERE ARE A LARGE 
NUMBER OF BSs AVAILABLE, 

COORDINATED TRANSMISSION 
AND RECEPTION IS SHOWN TO 

BE VERY EFFECTIVE IN IMPROVING 
THE OVERALL SPECTRUM 

EFFICIENCY. TWO POPULAR 
APPROACHES ARE COORDINATED 

BEAMFORMING AND 
JOINT PROCESSING.
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partial channel state information is available for some of the links. 
In particular, each user estimates only its direct channel in addi-
tion to the interfering links whose 
powers are at most h  (dB) below 
its direct channel power (h  is a 
simulation parameter). For these 
estimated channels, we assume a 
channel estimation error model in 
the form of ,h h z= +t  where h  is 
the actual channel; ht  is the esti-
mated channel, and z  is the esti-
mation error. Given an MMSE channel estimate ,ht  we can 
determine the distribution of h  as ( , ( ) / ( )),h 1 SNRCN l

2v c+t

where c  is the effective SNR coefficient depending on the system 
parameters (e.g., the number of pilot symbols used for channel 
estimation) and lv  is the path loss. Moreover, for the channels that 
are not estimated, we assume the availability of estimates of the 
path loss lv  and use them to construct statistical models (Rayleigh 
fading is considered on top of the path loss). 

We compare the performance of four different algorithms: 
■ one-sample WMMSE
■ mean WMMSE
■ stochastic gradient
■ stochastic WMMSE.

In the one-sample WMMSE and the mean WMMSE, we apply the 
WMMSE algorithm [7] to one realization of all channels and to the 
mean channel matrices, respectively. For the stochastic gradient 
method, we use a diminishing stepsize rule to the ergodic sum 
rate maximization problem. For more numerical experiments and 
the details of the simulations, we refer interested readers to [26]. 
Figure 7 shows our simulation results when each user only esti-
mates the strongest 3% of its channels, while the others are gen-
erated synthetically according to the channel distributions. The 
expected sum rate in each iteration is approximated in this figure 
by a Monte-Carlo averaging over 500 independent channel realiza-
tions. As can be seen from Figure 8, the stochastic WMMSE algo-
rithm significantly outperforms the rest of the algorithms. 

CONCLUDING REMARKS
A key feature of future wireless networks is the large number of 
BSs, each with varying capability and connected to a backhaul net-
work to serve the user needs. How to best manage such networks 
to meet the users’ high-speed, high-mobility requirement is a 
major challenge. In this article, we outlined a cross-layer 
approach, one that leverages resource allocation in the physical 
layer, user scheduling in the access layer, and traffic engineering 
in the network layer to maximize an overall system utility. Optimi-
zation and signal processing are the key elements in this approach. 

While we have highlighted a few recent developments in this 
area, much remains to be done, especially in the directions of 
high-performance and low energy footprint network provision 
algorithms that can be implemented efficiently in a parallel man-
ner. In particular, it will be important to include the emerging 
concept of “green communication” [28] into the algorithm design. 
Energy efficiency can be indirectly achieved by, e.g., MAC layer 

mechanisms similar to the BS clustering in the section “BS Clus-
tering for CoMP.” That is, by dynamically shutting down a few BSs 

that are underutilized, the overall 
energy consumption can be greatly 
reduced; see, e.g., the recent work [29]. 
Alternatively, PHY-layer approaches can 
be used to directly maximize the energy 
efficiency measured by the throughput 
per unit of energy consumption; see 
[30] and the references therein. It will 
be interesting to see how these separate 

approaches can be integrated in a cross-layer design framework. 
Another important direction is to evaluate and extend the algo-
rithms proposed so far using realistic network-layer protocols, 
traffic patterns, and network models. Performance metrics such as 
throughput, delay, traffic queue stability, and achieved QoS need 
to be carefully evaluated to validate the benefits brought by the 
cross-layer design. 
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C
loud radio access networks (C-RANs) provide a novel 
architecture for next-generation wireless cellular 
systems whereby the baseband processing is 
migrated from the base stations (BSs) to a 
control unit (CU) in the “cloud.” The 

BSs, which operate as radio units (RUs), are 
connected via fronthaul links to the man-
aging CU. The fronthaul links carry 
information about the baseband sig-
nals—in the uplink from the RUs 
to the CU and vice versa in the 
downlink—in the form of quan-
tized in-phase and quadrature 
(IQ) samples. Due to the large 
bit rate produced by the 
quantized IQ signals, com-
pression prior to transmis-
sion on the fronthaul links is 
deemed to be of critical 
importance and is receiving 
considerable attention. This 
article provides a survey of the 
work in this area with emphasis 
on advanced signal processing 
solutions based on network informa-
tion theoretic concepts. Analysis and 
numerical results illustrate the consider-
able performance gains to be expected for 
standard cellular models. 

INTRODUCTION
C-RANs provide a promising architecture for next-generation 
wireless cellular systems that is based on the separation of 

distributed RUs and centralized information processing nodes 
[1], [2]. Unlike current cellular systems, in C-RANs, the func-
tionalities needed to process the baseband complex or IQ enve-

lopes of the radio signals received/transmitted by the RUs 
are not implemented at the RUs; instead, they are 

carried out remotely within the “cloud” of 
the core network. 

To this end, the baseband signals are 
transferred between the cloud and 

the RUs on a network of fronthaul 
links. As an example, Figure 1 
illustrates the uplink of a C-RAN 
in a heterogeneous cellular 
network with RUs consisting 
of macro-BSs and pico-BSs 
and a multihop fronthaul 
topology between the RUs 
and the cloud (see, e.g., [3]). 
Note that on the used nomen-
clature, fronthaul links are 

often distinguished from back-
haul links in that they have 

more stringent requirements on 
latency and synchronization to 

enable baseband processing in the 
cloud [3].
The centralization of information pro-

cessing made possible by C-RANs enables 
interference management at the geographical 

scale covered by the distributed RUs (see, e.g., [4]). In 
fact, C-RANs provide an effective means to implement network 
multiple-input, multiple-output (MIMO) [5], [6] in heteroge-
neous wireless networks via the joint processing of the base-
band signals at a CU, also known as baseband unit, in the cloud. 

As discussed, the key feature of C-RANs is the use of a 
fronthaul network for the transfer of baseband information to 
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and from the cloud. Current solutions, which are the object of 
various standardization efforts [3], prescribe the use of conven-
tional scalar quantizers for this purpose. However, with this 
approach, fronthaul capacity limitations are known to impose a 
formidable bottleneck to the system performance.

EXAMPLE
Consider an RU consisting of an long-term evolution (LTE) 
macro-BS that serves three cell sectors with five carriers and two 
receive antennas. As summarized in [7], it can be calculated that, 
using standard scalar quantization techniques with 15 bits/base-
band IQ sample, the throughput required on the fronthaul links 
exceeds even the 10 Gbit/s provided by standard fiber optics links. 
The problem is even more pronounced for smaller RUs, e.g., pico-
BSs or home-BSs, that, while operating with fewer antennas, 
channels, and sectors, are typically connected to fronthaul links 
of lower capacity, such as DSL-based wireline or millimeter-
wave channels. ■

To alleviate the performance bottleneck identified above, 
recent efforts have targeted the design of more advanced fron-
thaul compression schemes. These schemes are based on point-
to-point compression algorithms (see, e.g., [1], [7], and [8]). 
However, as is well known from network information theory, 
point-to-point techniques fail to achieve the optimal perfor-
mance in the context of even the simplest networks, such as 
star, or single-hop, topologies [9]. 

Motivated by the previous discussion, this article aims at 
providing a survey of the work in the area of fronthaul compres-
sion with emphasis on advanced signal processing solutions 
based on network information theoretic concepts. Specifically, 
the main ideas that are brought to bear from network informa-
tion theory are: 

1) Multiterminal compression: In contrast to point-to-point 
compression, multiterminal compression allows for the joint 

processing of the compressed IQ samples of different RUs at 
the CU. Specifically, in the uplink, joint decompression 
enables the CU to leverage the correlation among the signals 
received by neighboring RUs. The key technique that makes 
this possible is distributed compression or Wyner–Ziv coding 
[10]. Instead, in the downlink, joint compression allows the 
CU to correlate the quantization noises of the baseband sig-
nals transmitted by neighboring RUs. This can be done via 
the information-theoretic technique of multivariate com-
pression [9, Ch. 9]. 
2) Structured coding: Point-to-point and multiterminal com-
pression employ unstructured quantization codebooks that 
are designed independently of the channel codebooks used for 
transmission on the wireless channels. As a conceptually dif-
ferent alternative, structured codes that are matched to the 
channel codebooks may instead be used. This leads to new 
strategies for C-RANs based on the framework of compute-
and-forward [11]. 
In the following, we review point-to-point/multiterminal fron-

thaul compression and structured coding for the uplink and 
downlink of a C-RAN. Throughout, we provide numerical results 
to illustrate the key concepts. We also provide simulation results 
over standard cellular models to substantiate the gains that are 
expected from the implementation of multiterminal fronthaul 
compression in real-world systems. See “Information Theoretic 
Measures” for a brief review of the standard information theoretic 
notations used in the article. 

UPLINK

SYSTEM MODEL
In a C-RAN, the RUs are partitioned into clusters, such that all 
RUs within a cluster are managed by a single CU. Within the 
area covered by a given cluster, there are NU  multiantenna 
user equipment (UE) and NR  multiantenna RUs. In the 
uplink, the UE transmits wirelessly to the RUs. In turn, the 
RUs compress the received baseband signals and transmit the 
compressed signals on the fronthaul network toward the man-
aging CU. 

[FIG1] The uplink of a C-RAN with a multihop fronthaul topology 
between the RUs and the cloud, which contains the CU. The solid 
lines represent the fronthaul links.

Cloud

CU

RU 1 RU 2

RU 3 RU 4
RU 5

RU 6
RU 7

RU 8

INFORMATION THEORETIC MEASURES
Throughout the article, we adopt standard information-theo-
retic definitions for the mutual information ( ; ),I X Y  conditional 
mutual information ( ; | ),I X Y Z  differential entropy ( )h X  and 
conditional differential entropy ( | )h X Y  [9]. For jointly complex 
Gaussian variables ( , )~ ( , ),0x y CN ,x yX  we define the condi-
tional covariance matrix as [ | ]xx yE|x yX = =@

x x,yX X-

,,
1

y x yX X@-  where [ ],xxExX = @ [ ],yyEyX = @
,x yX = [ ]xyE @  and 

the operation (·) @  denotes the Hermitian transpose of a matrix 
or vector. Then, for joint complex Gaussian vectors ,x y , and ,z
the quantities ( ; )I x y  and ( ; | )I x y z  are computed as ( ; )I x y =

( ) ( | ) ( ) ( )logdet logdeth hx x y |x x yX X- = -  and ( ; | )I x y z =
( ),logdet X( )logdet X -=( | , )x y zh( | )h x z | | ,x z x y z-  respectively. 
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The fronthaul network connecting the RUs to the CU may 
have a single-hop topology, in which all RUs are directly con-
nected to the CU or, more generally, a multihop topology. We 
first concentrate on the single-hop topology and then discuss 
the multihop case. An example of a single-hop C-RAN is the net-
work shown in Figure 1 when restricted to RU 2 and RU 4. 

Assuming flat-fading channels, the discrete-time pulse-
matched baseband or IQ signal yi

ul  received by the ith  RU at any 
given time sample can be written using the standard linear model 

,y H x zi i i
ul ul ul ul= + (1)

where Hi
ul  represents the channel matrix from all the UE in the 

cluster toward the ith  RU; xul  is the vector of IQ symbols trans-
mitted by all the UE in the cluster; and ~ ( , )0z CNi

ul
zi

ulX  models 
thermal noise and the interference arising from the other clus-
ters. The signals xul  transmitted by the UE are assumed to be 
jointly complex Gaussian and independent across the UE. This 
corresponds to assuming standard point-to-point channel codes 
at the UE (see, e.g., [9, Ch. 3]). The channel matrices are assumed 
to be fixed and to remain constant during a coding block, which 
is of size n  samples. Note that in (1) and in the following, we do 
not denote explicitly the dependence of the signals on the sample 
index to simplify the notation. 

In the single-hop topology under study, each RU i  is con-
nected to the CU via a fronthaul link of capacity Ci  bits/s/Hz. The 
fronthaul capacity is normalized to the bandwidth of the uplink 
channel. This implies that for any uplink coding block of n  sym-
bols, nCi  bits can be transmitted on the ith  fronthaul link. 

REMARK 1
Model (1), which is typically used in related literature, assumes 
implicitly that the RUs perform time and frequency synchroniza-
tion locally. In fact, signal (1) is free of frequency drift and is 

sampled at the baud rate. It is noted that, if time synchronization 
is not carried out at the RUs, then the RUs need to oversample 
the baseband signals prior to transferring them on the fronthaul 
links. This is, for instance, prescribed in the CPRI standard [3].

REMARK 2
Following Remark 1, while model (1) assumes that time and fre-
quency synchronization is done locally, the optimal allocation of 
layer 1 functionalities, such as synchronization and channel esti-
mation, between the RUs and the CU is a subject of ongoing 
investigations (see, e.g., [12] for a related discussion).

POINT-TO-POINT FRONTHAUL COMPRESSION
In baseline C-RAN systems, each ith  RU uses conventional 
point-to-point compression strategies to process the n  samples 
of the received IQ signal ,yi

ul  as illustrated in Figure 2. 

POINT-TO-POINT COMPRESSION
As a result of compression, each ith  RU produces a binary 
string of (at most) nCi  bits, which allows the corresponding 
decompressor at the CU to identify the quantized signal within 
the quantization codebook. The quantized signal consists of n
samples ,yi

ult  and is selected by the ith  RU from a quantization 
codebook of 2nCi  codewords (see, e.g., [13]). The example of a 
scalar quantizer n 1=^ h at each RU is illustrated in Figure 2 for 
either the I or the Q component of the IQ sample. 

KEY INFORMATION-THEORETIC RESULTS
A standard way of modeling the relationship between the 
received baseband signal yi

ul  and its compressed version yi
ult  at 

RU i  is to follow information-theoretic considerations (see, e.g., 
[9, Ch. 3]) and adopt the Gaussian “test channel”

,y y qi i i
ul ul ul= +t (2)

y2
ul

y1
ul

yul
NR

RU 1

RU 2

Fronthaul

Fronthaul

Fronthaul

Compressor

Compressor

Compressor

RU NR

C1

C2

CNR

Decompressor

Decompressor

Decompressor

y1
ul∧

y2
ul∧

yul
NR

∧

Decoder

.

.

.
.
.
.

.

.

.

CU

[FIG2] Point-to-point fronthaul compression for the uplink of C-RANs.
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where the quantization noise qi
ul  is independent of the signal yi

ul

and distributed as ~ ( , ) .0q CNi i
ul ulX  The quantization noise sta-

tistics are thus defined by the covariance matrix .i
ulX  Connect-

ing the information-theoretic viewpoint with classical vector 
quantization, the covariance matrix i

ulX  can be thought of defin-
ing the shape of the quantization regions of the compressor.

Information theory provides analytical conditions that relate 
the quantization noise statistics i

ulX  to the size of the quantiza-
tion codebooks, and hence to the fronthaul capacity ,Ci  needed 
to satisfy the condition (2). More precisely, under these condi-
tions (and for n  large enough), the theory guarantees that a 
quantization codebook exists that contains a codeword of n  sam-
ples yi

ult  for any input sequence of n  samples ,yi
ul  such that the 

joint empirical statistic of the two sequences is “close” to the joint 
distribution implied by (2) [9, Ch. 3]. 

Specifically, a standard result in information theory states 
that, if the fronthaul capacity Ci  satisfies the condition 

( ; ) ,I Cy yi i i
ul ul #t (3)

where the mutual information is calculated using (2), then it is 
possible to design a compression strategy that realizes the given 
quantization error covariance matrix i

ulX  in the sense discussed 
above (see, e.g., [9, Ch. 3]). At an intuitive level, condition (3) 
says that a “smaller” covariance matrix ,i

ulX  and hence a larger 
mutual information ( ; ),I y yi i

ul ult  calls for a larger required 
fronthaul capacity .Ci

SYSTEM DESIGN
Assuming that the condition (3) is satisfied for all RUs, the 
quantized IQ signals , ,y yN1

ul ul
Rft t  are successfully recovered at 

the CU. The CU then performs joint decoding of the messages 
sent by all UE, which are encoded in the signals .xul  As a result, 
the uplink sum-rate 

( ; , , ),R I x y yN1sum
ul ul ul ul

Rf= t t (4)

where the mutual information can be calculated from (1) and 
(2), is achievable (see, e.g., [9, Ch. 4]). Note that individual rates 
could also be similarly calculated using standard results on the 
capacity region of multiple access channels, and so could rates 
achievable with suboptimal decoding strategies such as treating 
interference as noise (see [9, Ch. 4]). 

The sum-rate (4) depends on the compression strategies used 
by the RUs through the covariance matrices ,i

ulX , ..., .i N1 R=

The sum-rate can then be maximized with respect to these matri-
ces to identify the optimal compression strategies to be used at 
the RUs. The nonconvex problem of maximizing the sum-rate 
under the fronthaul constraints (3), for , ..., ,i N1 R=  over the 
matrices ,i

ulX , ..., ,i N1 R=  falls in the category of difference-of-
convex problems and can be tackled by using the so-called 
majorization minimization (MM) algorithm [14]. 

REMARK 3 
To compress its received signal ,yi

ul  each RU i  must only be 
informed about the quantization codebook to be used. 

Furthermore, the achievability of the sum-rate (4) hinges on the 
assumption that the CU is aware of the channel matrices of all the 
active UE. Each ith  RU may estimate the channel matrix Hi

ul

based on standard uplink training and then forward the estimated 
matrix to the CU on the fronthaul links. The CU can then optimize 
the compression strategies as discussed above and inform accord-
ingly the RUs. We refer to [15] and [16] for an analysis of the over-
head associated with the transfer of channel state information on 
the fronthaul links for ergodic fading channels.

DISTRIBUTED FRONTHAUL COMPRESSION
As seen in Figure 2, with standard point-to-point compression, 
compression and decompression across different RUs take place 
in parallel. This separate processing across the RUs neglects the 
key fact that the baseband signals yi

ul  in (1) are correlated 
across the RU index ,i  since they are noisy observations of the 
same transmitted signals .xul  Based on this fact, the joint pro-
cessing of the signals received on the fronthaul links at the CU 
via distributed compression is expected to be advantageous, as 
first proposed in [17]. 

DISTRIBUTED COMPRESSION
To explain distributed compression, here we concentrate on the 
practical implementation that uses sequential decompression 
(see [9, Ch. 10] and also [18] and [19]). To this end, we fix an 
ordering r  on the RU indices { , , } .N1 Rf  As shown in Figure 3, 
the CU first decompresses the signal ,y ( )1

ul
rt  then ,y ( )2

ul
rt  and so on 

until .y ( )N
ul

Rrt  Therefore, when decompressing ,y ( )i
ul
rt  the CU has 

already retrieved the signals { ,y ( )1
ul
rt },y ( )i 1

ulf r -t  which are corre-
lated with the signal of interest .y ( )i

ul
rt

Wyner–Ziv compression offers the information-theoretically 
optimal approach to leverage side information available at the 
decompressor to improve the quality of the description .y ( )i

ul
rt

Specifically, Wyner–Ziv compression enables the compressor to 
use a finer quantizer and hence to obtain a better description 

,y ( )i
ul
rt  as compared to conventional point-to-point compression, 

for the same fronthaul capacity .C ( )ir

The approach works as follows. Since a finer quantizer has 
more codewords than the 2nC ( )ir  binary strings that can be sup-
ported on the fronthaul link, Wyner–Ziv compression associates 
the same binary string of nC ( )ir  bits to a subset of codewords. 
This is in contrast to point-to-point compression in which a dis-
tinct binary string is associated with each codeword in the 
quantization codebook. This subset is known as bin, and the 
binning step can be, in practice, realized by using a coset of lin-
ear codes or hashing (see, e.g., [10]). Therefore, the complexity 
of compression is not significantly increased as compared to the 
point-to-point approach. An example is shown in Figure 3, 
where RUs ( )ir  with i 12  use a scalar quantizer n 1=^ h that 
assigns the same quantization level to multiple regions of the 
real line (for the I and Q components). 

When using Wyner–Ziv compression, the decompressor is 
thus faced with the problem of having to distinguish among all 
codewords y ( )i

ul
rt  that belong to the bin indexed by the binary 

string received on the fronthaul link. As long as the bins are not 
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too large, this can be done by leveraging the available correlated 
side information { ,y ( )1

ul
rt , } .y ( )i 1

ulf r -t  In fact, because of their sta-
tistical dependence, the real codeword y ( )i

ul
rt  is expected to be 

“closer” to the side information sequences. This detection step 
can be in practice performed by using channel decoding algo-
rithms such as message passing or trellis search (see, e.g., [10]). 

KEY INFORMATION-THEORETIC RESULTS
A classical information-theoretic result states that, using 
Wyner–Ziv compression, a given quantization error matrix 

( )i
ulXr  in (2) is attainable if the fronthaul capacity C ( )ir  satisfies 

the inequality 

( ; | , , ) .I Cy y y y( ) ( ) ( ) ( ) ( )i i i i1 1
ul ul ul ulf #r r r r r-t t t (5)

It is observed that, by standard properties of the mutual informa-
tion [9, Ch. 2], the constraint (5) imposed on the quantization 
covariances ( )i

ulXr  is weaker than the constraint (3) corresponding 
to point-to-point compression. Specifically, the gap between the 
two mutual information quantities on the left-hand sides of (3) 
and (5) increases as the correlation between the useful signal y ( )i

ul
rt

and the side information { ,y ( )1
ul
rt , }y ( )i 1

ulf r -t  grows and vanishes if 
signal and side information are independent. 

SYSTEM DESIGN
We are now interested in maximizing the achievable sum-rate 
(4) with respect to the quantization noise covariances ,i

ulX  for 
, ...,i N1 R=  under the fronthaul constraints (5) imposed by 

distributed compression for a fixed decompression order .r
This order can be also optimized upon, as further discussed in 
Remark 4. 

The optimization problem at hand is generally challenging. 
In [18, Sec. III], a (suboptimal) block-coordinate optimization 

approach was proposed that leverages a key result in [20]. 
Accordingly, one optimizes the covariance matrices following 
the same order r  that is employed for decompression. In par-
ticular, at the ith  step, for fixed (already optimized upon) 
covariances , , ,( ) ( )i1 1

ul ulfX Xr r -  the covariance ( )i
ulXr  is obtained 

by solving the following problem: 

( ; | , , )Imaximize x y y y( ) ( ) ( )i i1 1
0

ul ul ul ul

( )i
ul

f
*

r r r
X

-

r

t t t

( ; | , , ) .I Cs.t. y y y y( ) ( ) ( ) ( ) ( )i i i i1 1
ul ul ul ulf #r r r r r-t t t (6)

In (6), by the chain rule of mutual information (see [9, Ch. 2]), 
the objective function measures the sum-rate increase obtained 
by transmitting the signal y ( )i

ul
rt  to the CU that already has the 

knowledge of the signals { , , } .y y( ) ( )i1 1
ul ulfr r -t t

It was shown in [20] that an optimal covariance ( )i
ulXr  of this 

problem is given as 

,U D U( ) ( ) ( ) ( )i i i i
ulX = @
r r r r (7)

where U ( )ir  is a unitary matrix whose columns are the 
orthonormal eigenvectors of the covariance matrix of the 
signal y ( )i

ul
r  conditioned on the signals { , , },y y( ) ( )i1 1

ul ulfr r -t t  and 
D ( )ir  is a diagonal matrix whose diagonal elements are 
obtained following a procedure similar to conventional 
reverse waterfilling [20, Th. 1]. 

The compression strategy described by the test channel (2) 
with the derived covariance matrix ( )i

ulXr  in (7) can be imple-
mented at the RU ( )ir  using classical transform coding [13] as 
discussed in [20, Sec. III-A]. Accordingly, the RU ( )ir  first 
applies the linear preprocessing matrix U D( ) ( )

/
i i

1 2@
r r

-  to the 
received signal vector y ( )i

ul
r  and then independently compresses 

the resulting signal streams using a Gaussian test channel with 

[FIG3] Multiterminal fronthaul compression for the uplink of C-RANs.
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noise of unit variance. It can be proved that multiplication by 
the unitary transform ,U ( )i

@
r  also referred to as conditional Kar-

hunen–Loeve transform (KLT) [21], decorrelates the received 
signal streams when conditioned on the side information sig-
nals { , , } .y y( ) ( )i1 1

ul ulfr r -t t

REMARK 4 
The decompression order r  generally affects the achievable 
performance and should be optimized upon. A choice that is 
generally sensible, and close to optimal, is that of decompress-
ing first the signals coming from macro-BSs and then those 
from pico- or femto-BSs in their vicinity. The rationale for this 
approach is that macro-BSs tend to have a larger fronthaul 
capacity and hence their decompressed signals provide rele-
vant side information for the signals coming from smaller 
cells, which are typically connected with lower capacity fron-
thaul links.

REMARK 5  
In the previous discussion, it was assumed that the CU first 
decompresses the signals and then decodes the messages of the 
UE based on the decompressed signals. The performance may 
be improved by performing joint decompression and decoding 
at the cost of an increased computational complexity [17].

COMPUTE-AND-FORWARD
In the schemes discussed so far, the quantization codebooks 
used by the RUs are designed separately from the channel code-
books used by the UE for transmission in the uplink. A concep-
tually different approach was instead proposed in [11] based on 
the principle of compute-and-forward. Accordingly, the same 
codebook is used both for channel encoding at all the UE and 
for quantization at the RUs. 

The approach proposed in [11] selects a (nested) lattice
code. Lattice codes have the property that the weighted-sum—
more precisely the modulo-sum with respect to the coarse lat-
tice—of two codewords is also a codeword, as long as the 
weights are integer numbers. In the scheme of [11], each RU 
then decodes an appropriate (modulo-)sum, with integer
weights, of the codewords transmitted by the UE. The bit 
stream sent on the fronthaul link identifies the decoded code-
word within the lattice code. The idea is that, upon receiving a 
sufficient number of linear combinations of codewords from 
the RUs, the CU can invert the resulting linear system and 
recover the transmitted codewords. 

The key potential advantage of the compute-and-forward 
strategy is that no quantization noise is introduced by the 
CU due to the fact that the channel and quantization code-
books are matched. On the flip side, the baseband signal (1) 
received at each RU is a sum with noninteger weights of the 
codewords transmitted by the UE. Therefore, the difference 
between the decoded integer combination of codewords and 
the actual noninteger combination of codewords resulting 
from the channel affects decoding at each RU as an additional 
noise term. 

NUMERICAL EXAMPLE
We now discuss the performance of point-to-point compression 
and of more advanced strategies in the context of a specific exam-
ple. We focus on a standard three-cell circulant Wyner model 
(see, e.g., [6]), where each cell contains a single-antenna UE and 
a single-antenna RU, and intercell interference takes place only 
between adjacent cells (the first and third cell are considered to 
be adjacent). This implies that the received signal (1) is given as 

,y x gx gx z[ ] [ ]i i i i i1 1
ul ul ul ul ul

3 3= + + +- +  where x j
ul  is the signal sent 

by the UE in cell j  and [·] 3  represents the modulo-3 operation. 
The intercell channel gain is equal to . .g 0 4=  Moreover, every 
RU has the same fronthaul capacity of 3  bits/s/Hz. 

Figure 4 plots the achievable per-cell sum-rate for point-to-
point compression, distributed compression, and compute-and-
forward versus the transmitted UE power ,P  which can be 
taken as a measure of signal-to-noise ratio (SNR). For reference, 
we also show the per-cell sum-rate achievable with single-cell 
processing, whereby each RU decodes the signal of the in-cell 
UE by treating all other UE signals as noise, and the cut-set 
upper bound [6]. It can be seen that the performance advantage 
of distributed compression over point-to-point compression 
increases as the SNR grows larger. This is because the correla-
tion of the received signals in (1) at the RUs becomes more pro-
nounced as the SNR increases. As for compute-and-forward, its 
performance at low SNR coincides with single-cell processing, 
as the RUs tend to decode trivial combinations consisting only 
of the signals of the local UE. On the other hand, compute-and-
forward outperforms all the other schemes as the SNR 
increases, i.e., in the regime where the fronthaul capacity is the 
main performance bottleneck. Further discussion can be found 
in the “Downlink” section.  

MULTIHOP FRONTHAUL TOPOLOGY 
In this subsection, we study the case in which the fronthaul net-
work has a general multihop topology. As an example, in Figure 1, 
RU 6 communicates to the CU via a two-hop fronthaul connection 
that passes through RU 2 and RU 4. Note that each RU may have 
multiple incoming and outgoing fronthaul links. 

ROUTING
To convey the quantized IQ samples from the RUs to the CU 
through multiple hops, each RU must decide on the informa-
tion to be transmitted on each outgoing fronthaul link based on 
the information received on the incoming fronthaul links. A 
first option is to use routing: the bits received on the incoming 
links are simply forwarded on the outgoing links without any 
additional processing. This approach requires the optimization 
of standard flow variables that define the allocation of fronthaul 
capacity to the different bit streams. The problem is formulated 
and addressed via the MM algorithm in [22]. 

IN-NETWORK PROCESSING
Routing may be highly inefficient in the presence of a dense 
deployment of RUs. In fact, in this case, an RU may be con-
nected to a large number of nearby RUs, all of which receive 
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correlated baseband signals. In this case, it is wasteful of the 
fronthaul capacity to merely forward all the bit streams 
received from the connected RUs. Instead, it is possible to 
combine the correlated baseband signals at the RU to reduce 
redundancy. We refer to this processing of incoming signals as 
in-network processing.

To allow for in-network processing, the RU at hand must first 
decompress the received bit streams from the connected RUs to 
recover the baseband signals. The decompressed baseband signals 
are then linearly processed, along with the IQ signal received 
locally by the RU. After in-network processing, the obtained sig-
nals must be recompressed before they can be sent on the outgo-
ing fronthaul links. The effect of the resulting quantization noise 
must thus be counterbalanced by the advantages of in-network 
processing to make the strategy preferable to routing. The opti-
mal design of in-network processing is addressed in [22] using 
the MM algorithm. 

NUMERICAL EXAMPLE
We now compare the sum-rates achievable with routing and 
with in-network processing for the uplink of a C-RAN with a 
two-hop fronthaul network. Specifically, there are N  RUs in the 
first layer and two RUs in the second layer, all receiving in the 
uplink. The RUs in the first layer do not have direct fronthaul 
links to the CU, while the RUs in the second layer do. Half of the 
RUs in the first layer is connected to one RU in the second layer, 
and half to the other RU in the second layer. We assume that all 
fronthaul links have capacity equal to 2–4 bits/s/Hz and all 
channel matrices have identically and independently distributed 
(i.i.d.) complex Gaussian entries with unit power (Rayleigh fad-
ing). Figure 5 shows the average sum-rate versus the number 
N  of RUs in layer 1 with N 4U =  UE and average received per-
antenna SNR of 20 dB at all RUs. It is observed that the perfor-
mance gain of in-network processing over routing becomes more 
pronounced as the number N  of RUs in the first layer increases. 
This suggests that, as the density of the RUs’ deployment 
increases, it is desirable for each RU in layer 2 to perform in-net-
work processing of the signals received from layer 1. 

DOWNLINK

SYSTEM MODEL
In the downlink, the CU that manages a given cluster processes 
the information messages of the UE within the cluster by per-
forming channel coding and precoding on behalf of the RUs. As 
seen in Figure 6, the precoded baseband signals are then com-
pressed by the CU, which finally forwards the compressed IQ sig-
nals to the RUs on the fronthaul links. Each RU decompresses the 
signal received on the fronthaul link (by looking up the corre-
sponding quantization codebook), performs pulse shaping, 
upconverts the resulting signal, and transmits it to the UE on the 
wireless downlink channel. Note that we concentrate here on a 
single-hop fronthaul topology. The multihop case can be 
addressed following the analysis for the uplink, but this is not fur-
ther detailed here and is left as an interesting future work. 

Similar to the uplink, assuming flat-fading channels, each 
UE k  in the cluster under study receives a discrete-time base-
band signal given as 

,y H x zk k k
dl dl dl dl= + (8)

where xdl  is the aggregate baseband signal vector transmitted 
by all the RUs in the cluster; the additive noise ~ ( , )0z CNk

dl
zk

dlX
accounts for thermal noise and interference from the other 
clusters; and the matrix Hk

dl  denotes the channel response 
matrix from all the RUs in the cluster toward UE .k

As mentioned, the transmitted signals xdl  are quantized ver-
sions of the baseband signals produced by the CU that manages 
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[FIG4] Per-cell uplink sum-rate versus the transmitted UE power 
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[FIG5] Average uplink sum-rate versus the number of RUs in 
layer 1 with N 4U =  UEs, average received per-antenna SNR of 
20 dB and fronthaul capacity of 2–4 bits/s/Hz.
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the cluster. As shown in Figure 6, to obtain ,xdl  the CU first per-
forms channel encoding separately for different UE. This produces 
the IQ samples [ ; ; ],s s sN1 Uf=  with sk  representing the signal 
intended for UE .k  The CU then performs linear precoding of the 
channel-encoded baseband signals .s  We observe that non-linear 
precoding via “dirty-paper” coding can also be considered with 
minor modifications. The precoded IQ signals xdlu  produced by the 
CU can be written as 

[ ; ; ] ,x x x AsN1
dl dl dl

Rf= =u u u (9)

where xi
dlu  is the precoded signal intended for transmission by RU 

i  and [ , , ]A A AN1 Uf=  is the precoding matrix with the subma-
trix Ak  multiplied to the signal .sk  The compression of the sig-
nals ,xi

dlu  with , ...,i N1 R=  to produce xdl  is discussed next. 

POINT-TO-POINT FRONTHAUL COMPRESSION
Similar to the uplink, in the conventional C-RAN implementa-
tion, the CU compresses separately the precoded IQ signals xi

dlu

intended for transmission by different RUs i  using point-to-
point compression, as shown in Figure 6. The index describing 
the compressed signal xi

dl  is sent to the ith  RU via the corre-
sponding fronthaul link of capacity .Ci  Using compression with 
a Gaussian test channel, the compressed signal xi

dl  is given as 

,x x qi i i
dl dl dl= +u (10)

where the compression noise qi
dl  is distributed as ~ ( , ) .0q CNi i

dl dlX
The quantization noises are independent across the RU index i
due to the separate compression of the RUs’ IQ signals. 

Using the information theoretic results reviewed in the pre-
vious section, the quantization error matrix i

dlX  can be realized 
if the fronthaul link capacity Ci  satisfies the inequality 

; .I Cx xi i i
dl dl #u^ h (11)

Moreover, assuming that each kth  UE treats the signals intended 
for other UE as noise, the information rate 

;R I s yk k k
dl dl= ^ h (12)

can be achieved for UE .k  The optimization of the weighted-
sum-rate R w Rk kk

N
1sum

dl dlU=
=

/  subject to per-RU power con-
straints and to the constraints (11), for , , ,i N1 Rf=  with 
respect to the variables A  and i

dlX  for , ,i N1 Rf=  was tackled 
in [23, Sec. V-C] by using the MM algorithm. 

MULTIVARIATE FRONTHAUL COMPRESSION
We now investigate possible improvements to point-to-point 
compression based on multiterminal compression principles. 
Our starting observation is that point-to-point compression 
yields quantization errors that are independent across the RUs. 
In contrast, multivariate compression [9, Ch. 7] allows corre-
lated quantization noises to be produced, at the expense of a 
joint, rather than separate, compression of the baseband signals 
xi

dlu  for , ...,i N1 R=  at the CU. 

MULTIVARIATE COMPRESSION
The block diagram of the CU and RUs in a cluster operating 
with multivariate fronthaul compression is shown in Figure 7. 
As for the conventional point-to-point case of Figure 6, the CU 
performs channel encoding separately for each UE and applies 
precoding, hence obtaining the baseband signals xi

dlu  in (9) for 
, ..., .i N1 R=  However, unlike point-to-point compression, the 

signals xi
dlu  are jointly compressed to select the quantized 

signals xi
dl  from the corresponding quantization codebooks 

, ..., .i N1 R=

Before providing some details on multivariate compression, 
we observe that correlating the quantization noises can be benefi-
cial to control the effect of the additive quantization noises on the  
reception of the UE. To see this, assume that the quantization 
noise vector [ ; ; ]q q qN1

dl dl dl
Rf=  in (10) are distributed as 

( , ),0CN dlX  where the covariance matrix dlX  is a block matrix 
whose ,i j th^ h  block [ ]q qE,i j i j

dl dl dlX = @  defines the correlation 
between the quantization noises of RU i  and RU .j  By using (8) 
and (10), the effective noise at the kth  UE is given by 

.z H qk k
dl dl dl+  The covariance matrix of the effective noise is then 

given as ,H Hk k
dl dl dl

zk
dlX X+  and can hence be controlled by design-

ing the quantization error covariance matrix .dlX  As a result, one 
can reduce the impact of the effective noise on the reception of 
the useful signal and enhance the achievable rates (12). 

[FIG6] Point-to-point fronthaul compression for the downlink of C-RANs.
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With reference to vector quantization concepts, one can 
think of the matrix dlX  as defining the shape of the quantiza-
tion regions in the space of the baseband signals of all RUs. Spe-
cifically, while point-to-point compression leads to regions that 
are merely the Cartesian product of the quantization regions of 
the separate quantizers, multivariate compression allows for 
more general shapes. 

KEY INFORMATION-THEORETIC RESULTS
The multivariate compression lemma in [9, Ch. 9] provides suf-
ficient conditions on the fronthaul capacities under which a 
given joint quantization error matrix dlX  can be realized. It is 
recalled that, if the error matrix dlX  is block diagonal, i.e., if the 
submatrices ,i j

dlX  have all zero entries for ,i j!  then the condi-
tions at hand reduce to (11) for , , .i N1 Rf=  Instead, for a 
general covariance matrix ,dlX  the multivariate compression 
lemma requires that the following inequality 

|h h Cx x x
i

i i
i

dl dl dl
S

SS

#-
! !

u^ ^h h/ / (13)

be satisfied for all subsets { , ..., } .N1S R3  Using standard 
properties of the mutual information, it can be seen that if dlX
is block diagonal, then the system of conditions (13) for all 
subsets S  is equivalent to the system of inequalities (11) for 

, ..., .i N1 R=  Otherwise, the inequalities (13) provide more 
stringent constraints on the fronthaul capacities than (11). 
The optimization over the precoding matrix A  and the com-
pression noise covariance dlX  was tackled by using the MM 
algorithm in [23]. 

REMARK 6 
Similar to Figure 3 for the uplink, multivariate compression 
can be implemented using a sequential architecture, whereby 
the baseband signals of different RUs are sequentially, rather 
than jointly, compressed [23, Sec. IV-D]. 

COMPUTE-AND-FORWARD
Similar to the “Uplink” section, we now observe that the schemes 
discussed so far for the downlink employ quantization codebooks 
that are designed separately from the channel codebooks used for 

encoding the messages of the UE. An alternative approach, which 
is dual to the one studied for the uplink, leverages instead the same 
(nested) lattice code for both channel coding and quantization. 

Specifically, according to the approach introduced in [24], 
the CU employs the same lattice code to perform channel 
encoding for all UE. Then, it performs precoding using only 
integer (modulo-)sum operations. In this fashion, the resulting 
precoded baseband signals are still codewords of the same lat-
tice code. Finally, the CU transmits on the fronthaul links 
directly the index of the obtained precoded codewords. 

The scheme at hand has similar advantages and disadvantages 
as compared to its counterpart for the uplink. Specifically, while 
not adding any quantization noise, it is limited by the integrality 
constraints on the coefficients of the precoding matrix. 

NUMERICAL EXAMPLE
We consider here the same three-cell circulant Wyner model used 
in Figure 4 for the uplink, where the intercell channel gain is 
equal to . ,g 0 5=  and every RU uses the same transmit power of 
20 dB and has the same fronthaul capacity .C  Figure 8 shows the 
per-cell sum-rate of point-to-point compression and multivariate 
compression, as applied to both linear precoding and “dirty paper” 
nonlinear precoding [25], and also of compute-and-forward. For 
reference, we also show the cut-set upper bound and the perfor-
mance with single-cell processing, whereby each RU transmits 
only the signal of the in-cell UE. It is observed that multivariate 
compression significantly outperforms point-to-point compression 
for both linear precoding and “dirty paper” nonlinear precoding. 
Moreover, compute-and-forward is the most effective strategy in 
the regime of moderate fronthaul capacity C  in which the limita-
tions imposed by integer precoding are not dominant. In contrast, 
for sufficiently large fronthaul capacity ,C  both compression-
based schemes attain the upper bound, while compute-and-for-
ward is limited by the mentioned integrality constraints. 

PERFORMANCE EVALUATION
This section provides a performance evaluation of the dis-
cussed fronthaul compression techniques using the standard 
cellular topology and channel models of [26]. We focus on the 
performance of the macrocell located at the center of a 
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[FIG7] Multiterminal fronthaul compression for the downlink of C-RANs.
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two-dimensional 19-cell hexagonal cellular layout. In each 
macrocell, there are K  randomly and uniformly located UE; a 
macro-BS with three sectorized antennas placed in the center; 
and a single randomly and uniformly located single-antenna 
pico-BS. A single-hop fronthaul topology is assumed, where 
each macrocell is a cluster served by a CU that is connected 
directly to the macro-BS and the pico-BS in the macrocell. 
Specifically, the fronthaul links to each macro-BS antenna and 
to each pico-BS have capacities Cmacro  and ,Cpico  respectively. 
All interference signals from other macrocells are treated as 
independent noise signals. The system parameters are as indi-
cated in [26]. We focus here on the downlink, but comparable 
results were observed also for the uplink [27]. 

We adopt the conventional metric of cell-edge throughput ver-
sus the average per-UE spectral efficiency (see, e.g., [8, Fig. 5]). 
This is obtained by running a proportional fairness scheduler on a 
sequence of T  time-slots with independent fading realizations, 
and by then evaluating the cell-edge throughput as the fifth per-
centile rate and the average spectral efficiency as the average sum-
rate normalized by the number of UE. We recall that the 
proportional fairness scheduler maximizes at each time-slot the 
weighted-sum-rate / ,R R Rk kk

N
1sum

fair dlU= a

=
r/  with 0$a  being a fair-

ness constant, Rk
dl  in (12), and Rkr  being the average data rate 

accrued by UE k  so far. After each time-slot, the rate Rkr  is 
updated as ( )R R R1k k k

dl! b b+ -r r  where [ , ]0 1!b  is a forget-
ting factor. Increasing a  leads to a more fair rate allocation 
among the UE. 

Figure 9 plots the cell-edge throughput versus the average 
spectral efficiency for K 4=  UE, ,C Cmacro pico^ h ( , )3 1=  bits/s/Hz, 
T 5=  and . .0 5b =  The curve is obtained by varying the fair-
ness constant a  in the utility function .Rsum

fair  It is observed that 
spectral efficiencies larger than 1.05 bits/s/Hz are not achievable 
with point-to-point compression, while they can be obtained 

with multivariate compression. Moreover, it is seen that multi-
variate compression provides 2 #  gain in terms of cell-edge 
throughput for a spectral efficiency of 1 bits/s/Hz. 

CONCLUSIONS AND OUTLOOK
The design of C-RANs poses a host of new research challenges to 
the signal processing community. One key problem is that of 
devising effective compression algorithms for the fronthaul links 
connecting the RUs with the CU that resides within the “cloud” 
of the operator’s core network. As reviewed in this article, the 
performance of conventional point-to-point compression strate-
gies can be substantially improved by leveraging techniques 
inspired by network information theory. Most notably, we have 
emphasized the potential gains of multiterminal compression—
distributed compression for the uplink and multivariate com-
pression for the downlink—and of structured coding via 
compute-and-forward. Among the many open issues, we men-
tion here the investigation of structured coding schemes that are 
robust to nonintegrality limitations (see [11] and [24]); the per-
formance analysis for limited frame lengths; the optimal alloca-
tion of layer-1 functionalities between the RUs and the CU [12]; 
the study of the impact of the fronthaul latency on higher-layer 
performance metrics; and the analysis of the interplay of the 
considered techniques with multiuser scheduling and limited-
feedback channel state information. 
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F
ifth-generation (5G) cellular communica-
tions promise to deliver the gigabit 
experience to mobile users, with 
a capacity increase of up to 
three orders of magnitude 

with respect to current long-term 
evolution (LTE) systems. There 
is widespread agreement that 
such an ambitious goal will be 
realized through a combina-
tion of innovative techniques 
involving different network 
layers. At the physical layer, 
the orthogonal frequency di-
vision multiplexing (OFDM) 
modulation format, along 
with its multiple-access strat-
egy orthogonal frequency divi-
sion multiple access (OFDMA), 
is not taken for granted, and sev-
eral alternatives promising larger 
values of spectral efficiency are being 
considered. This article provides a review 
of some modulation formats suited for 5G, 
enriched by a comparative analysis of their perfor-
mance in a cellular environment, and by a discussion on 

their interactions with specific 5G ingredients. 
The interaction with a massive multiple-in-

put, multiple-output (MIMO) system is 
also discussed by employing real 

channel measurements. 

INTRODUCTION
OFDM and OFDMA are the 
modulation technique and 
the multiple access strategy 
adopted in LTE fourth-
genereation (4G) cellular 
network standards, respec-
tively [1]. OFDM and 
OFDMA succeeded code 
division multiple access 
(CDMA), employed in third-

generation (3G) networks for 
several reasons, such as the 

ease of implementation of both 
transmitter and receiver thanks to 

the use of fast Fourier transform 
(FFT) and inverse FFT (IFFT) blocks; the 

ability to counteract multipath distortion, 
the orthogonality of subcarriers which eliminates 

intercell interference; the possibility of adapting the 
transmitted power and the modulation cardinality; and the ease of 
integration with multiantenna hardware, both at the transmitter 
and receiver. 

[Paolo Banelli, Stefano Buzzi, Giulio Colavolpe, Andrea Modenini, 

Fredrik Rusek, and Alessandro Ugolini]

[An overview of alternative modulation schemes 

for improved spectral efficiency]

Modulation Formats 
and Waveforms for 

5G Networks: Who Will 
Be the Heir of OFDM?
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Nonetheless, despite such a pool of positive properties, OFDM/
OFDMA are not exempt of defects, and their adoption in the 
forthcoming generation of wireless networks is not taken for 
granted. Indeed, the spectral efficiency of OFDM is limited by the 
need of a cyclic prefix (CP) and by its large sidelobes (which 
require some null guard tones at the spectrum edges), OFDM sig-
nals may exhibit large peak-to-average-power ratio values [2], and 
the impossibility of having strict frequency synchronization 
among subcarriers makes OFDM and OFDMA not really orthog-
onal techniques. In particular, synchronization is a key issue in 
the uplink of a cellular network wherein different mobile termi-
nals transmit separately [3], and, also, in the downlink when base 
station coordination is used [4], [5]. For instance, with regard to 
the spectral efficiency loss of sidelobes and the CP, in an LTE sys-
tem operating at 10 MHz bandwidth, only 9 MHz of the band is 
used. In addition, the loss of the CP is around 7%, so the accumu-
lated loss totals at 16%. These drawbacks, which invalidate many 
of the above-mentioned OFDM/OFDMA advantages, form the 
basis of an open and intense debate on what the modulation for-
mat and multiple access strategy should be in next-generation 
cellular networks. Fifth-generation cellular systems will feature 
several innovative strategies with respect to existing LTE systems, 
including, among others, extensive adoption of small cells, use of 
millimeter (mm)-wave communications for short-range links, 
large-scale antenna arrays installed on macro base stations, 
cloud-based radio access network, and, possibly, opportunistic 
exploitation of spectrum holes through a cognitive approach [6]. 
All of these strategies will be impacted by the modulation format 
used at the physical layer. At the same time, 5G cellular networks 
will have more stringent requirements than LTE in terms of 
latency, energy efficiency, and data rates, which again are 
impacted by the adopted modulation scheme. This article pro-
vides a review of some of the most credited alternatives to OFDM, 
performs a critical mutual comparison in terms of spectral effi-
ciency, and discusses their possible interactions with the cited 
technologies and requirements of 5G networks. The focus of the 
article is on linear modulations and, after a quick review of 
OFDM, the emphasis is shifted on filter bank multicarrier 
(FBMC), time-frequency packing, and single-carrier modulations 
(SCMs). Particularly, we will focus on spectral efficiency employ-
ing quite a general signal processing framework coupled with an 
information theoretic approach, which permits evaluating the 
practical information rate associated with a specific signal format. 
The aim indeed is far away to be exhaustive with respect to all the 
possible implementation issues and scenarios, still highlighting 
possible research directions and approaches that deserve to be 
further investigated. The article is also enriched by a specific sec-
tion on massive MIMO systems, and by a performance study 
based on real channel measurements from a massive MIMO test-
bed from Lund University in Sweden. 

SYSTEM MODEL
For all the modulation formats considered in this work, the 
complex baseband equivalent of the transmitted signal, say 

( ),x t  can be expressed as 

( ) ( ),x t PT s t T
G

G

s s,= -,

,= -

/ (1)

where P  is the signal power, Ts  is the symbol period, G2 1+  is the 
number of temporal slots spanned by each data packet, and the 
waveform ( )s t,  is the complex baseband equivalent of the wave-
form associated to the th,  temporal slot [7], [8], and is written as 

( ) ( ) .s t
N

d p t e1
,

( )
k

j k T t T

k

N
2

0

1

s
f t

s=, ,
,r

d d
+

=

-

/ (2)

In (2), N  is the number of subcarriers, d ,k ,  is the transmitted 
symbol associated with the ( , )k th,  resource element (i.e., kth
subcarrier and th,  symbol interval), ( )p t  is the underlying 
shaping pulse, and td  and fd  are two dimensionless constants 
that rule the actual time and frequency spacing among the 
transmitted symbols .d ,k ,  In particular, letting T  be a refer-
ence symbol time used for normalization and defined as 

/ ,T T tt d=  it is seen that symbols d ,k ,  are spaced in time by 
T Ts td=  and in frequency by / / .T Tf t s fd d d=  Note that letting 

1f td d= = , we obtain the usual orthogonality-preserving fre-
quency spacing /T1  that holds for OFDM systems, while the 
dimensionless product f td d  can be interpreted as a measure of 
how much symbols are packed with respect to the classical 
OFDM choice [8]–[10]. Combining (1) and (2) we also obtain 

( ) ( ) .x t N
PT d p t T e,k

j k T t

G

G

k

N
2

0

1
s

s s
f t

,= -,

,

r
d d

=-=

-

// (3)

Note also that the shaping pulse ( )p t  has no restrictions in its 
(practically finite) time duration, but it is assumed to be of unit 
energy, i.e., ( ) .p t 12 =  Moreover, as specified later, variables 
{ },d ,k ,  the transmitted symbols, are not necessarily equal to 
pure modulation symbols as they may include some form of 
signal processing, that, for instance, allows us to consider 
other (staggered) lattice structures. The pure data symbols are 
denoted by { },a ,k ,  which we assume to be of unit average 
power, i.e., .E a 1,k

2 =,8 B
It is easy to show that the above signal model is representa-

tive of several modulation formats. 
■ OFDM: Classical OFDM systems assume ( )p t  as a rectan-
gular pulse of duration ,T T Ts cp= +  where Tcp  is the CP 
duration. Consequently, /T T1t cpd = +  and 1fd =  to grant 
orthogonality on the useful symbol duration .T  Note that 
the transmitted symbols d ,k ,  at the edge bands can be set to 
zero to limit out-of-band emissions. We also recall here that 
OFDM is the modulation format used in the downlink of 
current LTE systems, whereas, for the uplink, an OFDM var-
iant known as single-carrier FDMA (SC-FDMA) is adopted, 
to limit the peak-to-average power ratio (PAPR) [1]. 
■ FBMC: FBMC is an OFDM-like modulation format 
wherein subcarriers are passed through filters that suppress 
signals’ sidelobes, making them eventually strictly bandlim-
ited. The transmitter and receiver may still be implemented 
through FFT/IFFT blocks or polyphase filter structures [8], 
[9], and bandlimitedness may deliver larger spectral effi-
ciency than OFDM. The use of FBMC for 5G cellular 
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networks is mainly endorsed for its ability (due to signal 
bandlimitedness) to cope with network asynchronicity that 
naturally arises in the uplink and/or in the downlink with 
coordinated transmission [11], for its greater robustness to 
frequency misalignments among users when compared to 
OFDM [12], and for its more flexible exploitation of fre-
quency white spaces in cognitive radio networks [6], [8]. 
FBMC is usually either coupled with QAM or with offset-
QAM (OQAM) modulation formats. For FBMC-QAM, we 
have 1t f $d d  and the transmitted symbols d a, ,k k=, ,  are 
drawn from an M -ary QAM constellation. For FBMC-
OQAM, symbols are instead half-spaced in time with respect 
to FBMC-QAM, and consequently we have . .0 5t f $d d  The 
transmitted symbols are related to the data symbols by the 
relation ,d j a, ,k

k
k=, ,
,

+  and the data symbols a ,k ,  are real-
valued M -ary PAM symbols. 
■ Faster-than-Nyquist (FTN)/Time-frequency-packed 
(TFS) signaling: FTN signaling, first discussed by Mazo as 
early as 1975 in [13], is a technique to increase the spectral 
efficiency of a communication system by letting ,1t 1d
thus introducing intentional interference among data sym-
bols at the transmitter side. For a long time, FTN was stud-
ied only as a single carrier technique [14], and over time it 
stood clear that FTN can exploit the excess bandwidth of the 
single carrier signal. The rate gains of FTN in single carrier 
systems spurred a number of extensions of FTN into multi-
carrier setups [15]–[19], and the resulting modulation for-
mats have also been named as TFS. Let us first lay down the 
model for the transmitted signal of TFS. The system model 
we use is a generalized version of either an FBMC-OQAM 
model or an FBMC-QAM model. In view of (3), the TFS sys-
tem has all parameters identical to its FBMC counterpart 
except for the product .t fd d  When an FBMC-OQAM system 
underlies the TFS system, this product should satisfy 

. ,0 5t f 1d d  while for an underlying FBMC-QAM system, it 
satisfies .1t f 1d d  More sophisticated arguments, inspired 
by time-frequency analysis, highlight how these communi-
cation systems are based on Weyl–Heisenberg function 
sets, also known as Gabor sets [7], [20] and as special cases 
of packing data on a Grassmannian manifold [21]. Argu-
ments on data packing theory [9], [21], indicate that the 
best packing is obtained by hexagonal lattices, which pro-
vide some spectral efficiency gains with respect to rect-
angular, or staggered, lattices. For simplicity, we will not 
consider this special case, although the general framework 

derived herein, as well as the conclusions, can 
be easily extended. 
■ SCM: Letting ,N 1=  the outlined signal 
model boils down to a linear SCM format. Dur-
ing recent times, multicarrier systems have 
been the dominant modulation format, the 
main reason being that optimal equalization 
can be efficiently carried out in the frequency 
domain, while optimal equalization of a single 
carrier system is much more involved and 

essentially requires the use of a Viterbi algorithm. Recently, 
however, there has been regained interest in single carrier 
techniques due to the development of high-performance 
and low-complexity equalizers operating in the frequency 
domain [22]–[24]. In this article, we consider a single car-
rier structure adopting a CP to provide an interblock inter-
ference free system and to convert the channel into a cyclic 
convolution, which simplifies the usage of the frequency 
domain equalizer, especially in time-invariant or slowly-var-
ying channels. If the time duration of the channel impulse 
response is at most Tch  seconds and the symbol time is ,Ts

then the CP needs to be at least /G T Tcp ch s= ^ h  symbols 
long. Hence, in the data block in (1), only G G2 1 cp+ -

symbols d ,k l  corresponds to data symbols, while the other 
Gcp  represent the redundancy of the CP. 
Table 1 provides an overview of the values of the parameters 

characterizing the discussed modulations formats. 

SPECTRAL EFFICIENCY
When assessing the performance of a given modulation and 
coding system, a key figure of merit is the spectral efficiency ,t
defined as 

(
/ / ,

)log
T W

R N
b s Hz

M2

s tot

c g
t

g
=

where Rc  is the rate of the employed channel code, Wtot  is the 
total frequency occupancy of the signal according to some meas-
ure, and 1g #g  is the inefficiency due to possible guard bands in 
multicarrier systems, or dually, guard time in single carrier sys-
tems. We remind the reader that M  denotes the cardinality of the 
employed modulation, and N  is the number of subcarriers. Note 
that spectral efficiency denotes here the data rate that can be 
transmitted for each bandwidth unit used for transmission, 
regardless of the underlying bit error rate (BER). Later on, 
instead, we will focus on the achievable spectral efficiency (ASE), a 
much more insightful performance measure, representing the 
spectral efficiency that a system may attain under the constraint of 
arbitrarily small BER. 

For OFDM, with anM-ary QAM (M-QAM) constellation, the 
spectral efficiency has the expression 

(
.

)log
N G

R N
b/s/Hz

M2
OFDM

cp

c g
t

g
=

+

Regarding FBMC, with an M-QAM for FBMC-QAM, an M -
PAM constellation for the FBMC-OQAM system, and strict equality 

[TABLE 1] PARAMETER SETTINGS FOR THE DISCUSSED MODULATION
FORMATS IN VIEW OF THE SIGNAL (3).

FBMC-QAM FBMC-OQAM SCM TFS-QAM TFS-OQAM 

N

t fd d

N 12 12 1 12 12

1$ .0 5$ 1$ 11 .0 51

{ }d ,k ,

{ }a ,k ,

QAM SYMBOLS j a ,
k

k l
l+ QAM SYMBOLS

WITH CP 
QAM SYMBOLS j a ,

k l
k l

+

N.A. REAL-VALUED
PAM SYMBOLS

QAM SYMBOLS N.A. REAL-VALUED
PAM SYMBOLS
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for t fd d  in Table 1, the spectral efficiency, as N  grows large, in 
both cases becomes 

( ) .log RFBMC b/s/HzM2 c= (4)

Thus, compared with OFDM, the loss due to the CP and spectral 
guard bands has vanished. 

Regarding spectral efficiency for SCM, the ideal choice for ( )p t
is a sinc pulse with double-sided bandwidth /W T1 s=  Hz. However, 
in practice this is not possible, so a smoother pulse in frequency is 
used. Let the bandwidth of ( )p t  be ( ) ( ) / ,W W T1 1tot sd d= + = +

where d  measures the excess bandwidth in comparison to the sinc 
pulse. Then, the spectral efficiency becomes 

( )
( )logR

1 b/s/Hz,
M2

SC
c g

t
d

g
=

+

where ( ) / ( )G G G2 1 2 1g cpg = + - +  is the inefficiency due to 
the CP. 

Finally, regarding TFS, in a multicarrier system like FBMC, the 
two parameters td  and fd  control the amount of compression of 
time and frequency, respectively. In the special case of 

,1t fd d= =  the subcarrier spacing in the case of a pulse shape 
with no roll-off is exactly the reciprocal of the symbol time ,Ts

which means that the time-frequency occupancy per complex 
input symbol d ,k ,  becomes exactly 1 Hz/s, which is the smallest 
possible occupancy if an orthogonal set of pulses is desired. For 
TFS-QAM with time and frequency packing activated, i.e., 

,1t f 1d d  an M -QAM constellation, and a rate Rc  code, the 
spectral efficiency becomes 

(
.

)logR
b/s/Hz

M2
TFS QAM

t f

c
t

d d
=- (5)

For TFS-OQAM with an M -PAM constellation, the spectral effi-
ciency becomes 

(
.

)logR
2 b/s/Hz
M2

TFS OQAM
t f

c
t

d d
=- (6)

Thus, a spectral efficiency gain proportional to /1 t fd d  is achieved, 
compared with an FBMC system, at the cost of increased interfer-
ence among the symbols { } .d ,k ,  Note that, by setting the limit val-
ues of t fd d  in the two equations ( 1t fd d =  and . ,0 5t fd d =

respectively), (5) and (6) collapse into (4). In small cells, where the 
signal-to-noise ratio (SNR) can be very high, the current trend is 
to employ high-order constellations, such as 256-QAM or 1,024-QAM. 
This is in sharp contrast to TFS, which maintains a small con-
stellation size, such as quaternary PSK (QPSK) or 16-QAM, but 
increases the degree of time-frequency compression to achieve 
higher spectral efficiencies. 

DISCUSSION AND LITERATURE OVERVIEW
As already stated, OFDM is a multicarrier modulation format 
wherein the use of a CP and a proper spacing among subcarriers 
ensure orthogonality of the waveforms modulated by different 
data symbols. In general, the amount of interference among 
adjacent (both in time and frequency) data symbols is ruled by 

the sampling on the time-frequency plane of the ambiguity 
function associated to the prototype pulse shape ( ),p t  expressed 
by [7]–[9] 

( , ) ( ) ( ) .A p t p t e td*
p

j t

t

2x o x= - ro-# (7)

Thus, to minimize the interference from adjacent symbols in 
time [intersymbol interference (ISI)], and in frequency [inter-
channel interference (ICI)], several research efforts have been 
dedicated to designing pulse shapes with good ambiguity func-
tions, i.e., according to an orthogonal design in both the 
domains, as expressed by ( , / ) [ ] [ ],A T k T kp t f, ,d d d d=  where 

[ ]id  is the Kronecker delta function. An excellent overview in 
this respect is provided in [9]. However, double orthogonal 
designs exist only when .1t f 2d d  Furthermore, multipath 
channels could destroy orthogonality, and mismatched filtering 
may be preferable in this case [8]. Anyway, also with mis-
matched filtering, double-domain orthogonality can be granted 
[with some SNR penalty in additive white Gaussian noise 
(AWGN)] only when 1t f 2d d  [8], [9]. For instance, OFDM pre-
serves orthogonality in frequency-selective (multipath) chan-
nels by adding a guard time between successive symbols, by 
means of a CP or zero padding (ZP) [25], [26] which leads to 

/ .T T1 1t f cp 2d d = +  Furthermore, constraining the symbols 
to be real (or imaginary), i.e., using PAMs rather than QAMs, 
orthogonality can be granted also when / ,1 2t fd d =  as already 
noticed in the first studies about multicarrier systems, [27], 
[28], and successively called offset-QAM-based OFDM (OFDM-
OQAM) [29], which realizes a rectangular lattice staggering in 
the time-frequency plane. 

Regarding OFDM, orthogonality is lost in the presence of 
frequency synchronization errors or phase noise, which cause 
nonnegligible performance loss to OFDM(A) systems [3], [30]–
[32]. Furthermore, orthogonality is also lost (and performance 
significantly degrades) if any carrier frequency offset (CFO) is 
present [30] or the multipath channel is significantly time-vary-
ing (doubly-selective) within the symbol period .Ts  In this case, 
interference cancellation/mitigation techniques should be con-
sidered also for the orthogonally designed OFDM systems [33]–
[36]. This fact is one of the main motivations for recent 
research efforts on FBMC schemes that, exploiting similar 
approaches to combat ISI and ICI by proper pulse-shape 
designs, may combat the sensitivity to CFO and doubly selective 
channels, still preserving spectral efficiency with 1t fd d = [37]. 
Actually, the same philosophy can be used also when 1t f 1d d

[17], e.g., with the generalization of FBMC according to an FTN 
principle [13], [15], [16], [18]. The idea is that relaxing the 
orthogonality constraints [38], the pulse-shape design has 
higher degrees of freedom to reduce ISI and ICI sensitiveness 
under doubly selective channels or CFO effects. 

Turning back to the issue of spectral efficiency maximiza-
tion, we note that, ideally, a sinc pulse should be used in single 
carrier FTN. In practice a smoother spectrum with roll-off d  is 
instead employed. In an AWGN channel and without TFS, the 
adoption of these pulses would result in a loss of a factor 
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/ ( )1 1 d+  from the Shannon limit in terms of spectral effi-
ciency. However, it can be proved that with FTN, the maximum 
overall spectral efficiency, even when ,02d  tends to the Shan-
non limit. Hence, with FTN the excess bandwidth is not impos-
ing any loss at high SNR [39]. 

Unfortunately, the impressive rate gains of single carrier TFS 
do not in general carry over to FBMC systems. The reason is 
that with FBMC, the excess bandwidth is typically smaller and 
limited to the last subcarriers at the band edge. Yet, there are 
reasons that show why TFS may still be attractive in multicar-
rier systems, which we discuss next. 

First, one of the constraints in the design of a classical FBMC 
system is that the time and frequency translated pulses should 
form an orthonormal basis so that the data symbols can be 
demodulated independently in an AWGN channel. However, in all 
channels, save for the special case of an AWGN channel, orthogo-
nality of the pulses is lost at the receiver. This requires some form 
of an equalizer structure at the receiver side, and such an equal-
izer can just as well be designed so that it also equalizes the self-
induced interference. Still, the constraint of orthogonality puts 
heavy restrictions on the FBMC design and, by relaxing it, addi-
tional degrees of freedom in the pulse design are made available at 
the cost of a controlled amount of interference. 

In cases where the allocated bandwidth to one user is small, 
the amount of excess bandwidth at the band edge can still be 
relatively large. In such cases, TFS can beneficially exploit the 
sidelobes to increase the spectral efficiency. Take the LTE sys-
tem as an illustrative example: in LTE’s 1.4-MHz downlink 
mode, only 1.08 MHz of the band is used for transmission. The 
remaining 0.32 MHz is a guard band and does not contribute to 
the data rate. With TFS, the guard band starts contributing to 
the data rate, giving an improved spectral efficiency. 

Finally, TFS offers a flexible method to adapt the spectral 
efficiency through varying the two compression parameters td

and .fd  With FBMC, the data rate can only be adapted in dis-
crete steps by changing the constellation size and the coding 
rate. With TFS, a much finer granularity is achieved. As an 
extra bonus, TFS may also reduce the number of error correct-
ing codes as it can maintain the same code rate but adapt the 
spectral efficiency by controlling the parameters td  and .fd
Moreover, TFS creates a shaping effect of the input constella-
tion, so that an SNR gain is typically achieved over standard 
QAM-type constellations. 

DISCRETE-TIME MODEL
In what follows, we outline a discrete-time model for the con-
sidered modulations, which can be obtained by sampling the 
general waveform in (2); moreover, we give an expression for 
the discrete-time received signal after it has passed through 
a (possibly) time-varying channel with impulse response 

( , ) .h tc x

Thus, by employing a sampling frequency / / ,F T N T1c c s s= = ^ h

with N Ns $  an integer representing a possible oversampling 
factor / ,N Ns  the discrete-time signal [ ] ( )s n s nTc=, ,  associated 
to the th,  symbol is expressed by 
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/ (8)

where [ ] ( )p n p nTc=  is the discrete-time pulse shape during the 
time support [ , ( ) ] .Q T0 1 c-  Note that, when ,1f t !d d  this cor-
responds to transmitting phase-rotated symbols (differently for 
each subcarrier and symbol period), as expressed by 

.d d e, ,k k
j k2 f t=, ,

,rd du  The first equality in (8) highlights that the sig-
nal is obtained by multiplexing the data by a bank of filters [ ],p nk

while the second shows that the signal is also a time-domain win-
dowing [ ],p n  independent of ,,  of a multicarrier (OFDM-like) 
signal [ ] .d n,  Collecting the transmitted samples in a Q 1#  vec-
tor , , , ,s s nT s Q T0 1s c

T
cf f= -, , , ,^ ^ ^^h h h h6 @  the two equalities 

suggest equivalent block-matrix representations, as expressed by 

= , , , ,

, , , ,

, , , , ,

dd

diag

s p p p p

F p p p d

p f f f d

,

P

P

k
k

N

Q
H

k N

0

1

0 1

t t t t

f f f

t

F

t

f

0k k N 1

0 k N 1

0

H

f f

f f

f f

=

=

=

, , ,

,

,

=

-

-

-

-

u u

u

u u u u

u

^ h

6
6

6
@
@

@
1 2 344444 44444

1 2 34444 4444

1 2 344444 44444/

(9)

where d,u  represents the N 1#  transmitted data with ,dd ,k k=, ,
u u6 @

ptk  is the Q 1# kth  discrete-time pulse shape with 
[ ],p np n ktk =6 @ FQ  is a Q Q#  unitary DFT matrix with 

/ ,Q e1F ,Q k n
j

Q
kn

1 1
2

=
r

+ +
-6 @ p F pQf tk k=  represents the kth

pulse shape in the discrete frequency domain, and Fu  is a N Q#
pseudo-DFT matrix with / ,N e1F ,

/
k n

j T T kn
1 1

2 f t c s= rd d
+ +

-u ^ ^h h6 @
whose row-vectors fk

Hu  represent the modulation frequencies. Note 
that the signal vector s,  is obtained by a prototype pulse-shaping 
filter ( )p t  that spans /Q Ns^ h consecutive blocks, which are trans-
mitted every T N Ts s c=  seconds. Thus, each symbol would gener-
ate ISI to the adjacent ones, unless it is designed according to an 
orthogonal paradigm, e.g., by a Nyquist principle. 

Observing (8), and that a time-domain multiplication induces a 
circular convolution in the DFT domain, if the signal parameters 
are chosen such that the DFT frequency bins are aligned with the 
modulation frequencies, i.e., if 

, , ,Q MN Q M N1 N
f t

s s !
d d

=

the matrix FHu  is obtained collecting the equispaced (by )M  rows 
of the Q Q#  IDFT matrix .FQ

H

We define Zn Z n-^ h as the Toeplitz matrix with all zeroes, but 
ones in the nth  subdiagonal (superdiagonal). The transmitted 
vector during the th,  symbol period is thus expressed as 

.x Z s Z F P dmN
m

m

mN

m
Q
H

mf
s s= =, , ,+ +

u/ / (10)

Denoted as already specified, by ( , )h tc x , the (possibly) time-
varying channel ( , )h h iT jT,

( )
i j
c

c c c=  is the discrete-time counter-
part and H ,

( )
c
t
,  the Q Q#  channel matrix that processes 

the signal transmitted at the th,  symbol period, with 
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.hH ,
( )

, ,
( )

i j N i i j1 1c
t c

s=, ,+ + + -6 @  To recover the data d,u  transmitted with 
the th,  data-block, it is necessary to observe the channel output 
for (at least) QTc  seconds, and the associated received vector is 
expressed by 

,

y H x w H d w

H d w

,
( )

,

,
( ) ( )

m
m

mc
t

tot
t long

= + = +

= +

, , , , , , ,

, , ,

+
u/

(11) 

where , , , ,d d d d( ) T T T T
1 1

long f f=, , , ,- +
u u u6 @  is the vector containing 

both the data of interest and the interference, H ,m =,

H Z P ,Hc,
(t)

t tot,
(t)mNs

, , [ ,H ,1,f= - , , ],H H0, 1, f, ,  and w,  represents the 
noise at the receiver. In the light of the multicarrier modula-
tion format, the observation model can also be conveniently 
expressed in the frequency domain by projecting y,  on the 
same DFT grid of size ,Q  obtaining 

,

y F y H d F w

H C P d w

( ) ( ) ( )

( ) ( )

Q Q

m
m

m

f
tot
f long

c
f

f
f

= = +

= +

, , , ,

, ,+
u/ (12)

where H F H( ) ( )
Qtot

f
tot
t=  is the total observation matrix in the fre-

quency domain, H F H F( ) ( )
Q Q

H
c
f

c
t=  is the frequency-domain chan-

nel matrix, C F Z Fm Q
mN

Q
H=  is a full (diagonally dominant) matrix 

that modifies the pulse-shaping matrix Pf  (note that ),C IQ0 =

and we omit in the following the dependence on ,  of the channel 
matrices for notation compactness. 

It is worth noting that the observation models in (11) and 
(12) share high similarities with the equalization of OFDM sig-
nals in doubly selective channels, and several linear and non-
linear data receiver structures may be borrowed, possibly 
including (data-aided) ISI and ICI cancellation [10], [34]–[36], as 

COMPUTATION OF ACHIEVABLE RATES
We sketch here a methodology for computing the ASE, i.e., 
the maximum attainable spectral efficiency with the con-
straint of arbitrarily small BER. For notational simplicity, we 
omit the dependence of ASE on the SNR. The ASE  takes the 
particular constellation and signaling parameters into con-
sideration, so it does not qualify as a normalized capacity 
measure (it is often called constrained capacity). We evaluate 
only ergodic rates so the ASE  is computed given the channel 
realization H( )

c
f  and averaged over it—remember that we are 

assuming perfect channel state information at the receiver. 
The spectral efficiency of any practical coded modulation sys-
tem operating at a low PER is upper bounded by the ,ASE
i.e., ,ASE#t  where

{ }; { } ,
T F

E I1ASE b/s/Hzd y H( ) ( )

s tot

f
c
f

H( )
c
f= , ,` j8 B (S1)

{ }; { }I d y H( ) ( )f
c
f

, ,` j  being the mutual information given the 
channel realization, and the expectation is with respect to 
the channel statistics. 

The computation of mutual information requires the 

knowledge of the channel conditional probability density 

function (pdf) { } { }, .p y d H( ) ( )f
c
f

, ,` j  In addition, only the optimal 

detector for the actual channel is able to achieve the ASE in 

(S1). We are instead interested in the achievable perfor-

mance when using suboptimal low-complexity detectors. For 

this reason, we resort to the framework described in [70, Sec. 

VI]. We compute proper lower bounds on the mutual infor-

mation (and thus on the ASE) obtained by substituting 

{ } { },p y d H( ) ( )f
c
f

, ,` j in the mutual information definition with 

an arbitrary auxiliary channel law { } { },q y d H( ) ( )f
c
f

, ,` j with the 

same input and output alphabets as the original channel 

(mismatched detection [70]). There is not a strict need for 

{ } { },q y d H( ) ( )f
c
f

, ,` j to be a valid conditional pdf, as it suffices 

that { } { },q y d H( ) ( )f
c
f

, ,` j is nonnegative for this result to hold 

[71]. If the auxiliary channel law can be represented/

described as a finite-state channel, { } { },q y d H( ) ( )f
c
f

, ,` j  and 

{ } { } { }, { }q q Py H y d H d( ) ( )
{ }

( ) ( )
p

f
c
f

d
f

c
f=, , , ,

,
` ` `j j j/  can be com-

puted, this time, by using the optimal maximum a posteriori 

symbol detector for that auxiliary channel [70]. This detector, 

that is clearly suboptimal for the actual channel, has at its 

input the sequence y
( )f
, generated by simulation according to 

the actual channel model [70]. If we change the adopted 

receiver (or, equivalently, if we change the auxiliary channel) 

we obtain different lower bounds on the constrained capac-

ity but, in any case, these bounds are achievable by those 

receivers, according to mismatched detection theory [70]. 

We thus say, with a slight abuse of terminology, that the 

computed lower bounds are the SE values of the considered 

channel when those receivers are employed. 
This technique thus allows us to take reduced complexity 

receivers into account. In fact, it is sufficient to consider an 
auxiliary channel, which is a simplified version of the actual 
channel in the sense that only a portion of the actual channel 
memory and/or a limited number of impairments are present.

In particular, in this article we only consider auxiliary chan-
nel laws of the form 

{ } { }, ,q qy d H y d H( ) ( ) ( ) ( )f
c
f f

c
f=, ,

,

, ,` `j j% , (S2) 

i.e., the processing is made on frequency-domain symbols 
independently and it is also assumed that the receiver is 
based on a frequency-domain equalizer G  and a symbol-by-
symbol detector and thus 

, ,expq N
diag

y d H
Gy d( ) ( )

( )

0

2
f

c
f

f

?
f

-
-

, ,
, ,,`

^
j

h) 3 (S3)

where N0  is the noise variance at the receiver. 
The modulation formats are compared in terms of ASE with-

out taking into account specific coding schemes, being under-
stood that, with a properly designed channel code, the 
information-theoretic performance can be closely approached. 
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well as joint iterative (turbo) equalization and decoding, [33], 
[40]. Here, for simplicity, we assume separate data equalization 
from decoding, and we only consider linear approaches such as 
matched-filtering (MF), least squares (LS), and linear minimum 
mean square error  (MMSE). Focusing on the frequency-domain 
observation model, the (soft) estimates of the transmitted data is 
generally expressed by 

,diagd Gy( )f
f=, ,,

t ^ h

where [ ] ek
j k2 t ff =,

,rd d-  compensates the phase-rotation when 
,1t f !d d G  contains the central rows of the full equalization matri-

ces ,G H( ) H
MF tot

f= ,G H( )
LS tot

f= @  or G H H H( ) ( ) ( )H H
MMSE tot

f
tot
f

tot
f= +^

In Q
2 1
v

-h , where @ is the pseudo inverse operator [41]. 

EXTENSIONS TO OTHER MODULATION 
FORMATS AND DISCUSSION
As anticipated in the section “System Model,” the data vector may 
contain some signal processing of the real information vector ,a,
which in the linear case can be captured by a precoding matrix, 
e.g., ,d aH=, ,  and the equalization/detection strategy modified 

accordingly. A sort of precoding pH  on nonfinite alphabets, actu-
ally a prefiltering, may be also applied to each vector .s,  This way, 
by proper definition of the prefiltering/precoding matrices ,Hp

,H  also generalized-FDM (GFDM) [42] as well as universal-FDM 
(UFDM) [43], can be cast in this framework. Note that, classical 
FBMC in (8) and (9) performs a prefiltering in the time domain 
by a diagonal matrix and, consequently, a circular precoding on 
the data .d,  However, a different structure can be imposed to the 
prefiltering matrix, such as to be full in the time-domain and 
block-diagonal in the frequency domain, jointly performing spec-
trum shaping on a block of subcarriers rather than separately on 
each one, as proposed for UFDM in the ongoing research project 
5GNow [43], and somehow reminescent of subblocks precoding 
in [25]. Adaptation to multiantenna systems is also straightfor-
ward by collecting data and observation vectors at each antenna, 
leading to an observation matrix whose size increases proportion-
ally to the number of antennas. Obviously, the overall complexity, 
as well as the amount of (interantenna) interference will increase, 
making the use of MIMO and space-time coded (Alamouti) sys-
tems, which heavily rely on the orthogonality (e.g., absence of 
ISI/ICI) offered by OFDM in frequency-selective channels more 
challenging. This has probably been one of the strongest objec-
tions for employment of FBMC-like systems so far. However, sev-
eral researchers have already proposed algorithms to deal with 
these problems, within the great effort of the Physical Layer for 
Dynamic Access (PHYDIAS) project [44] to establish and promote 
FBMC-based wireless communications (see [8] and [45] and ref-
erences therein). Generally, observing that also OFDM faces 
almost the same problem in doubly selective channels, where it 
suffers only ICI, channel estimation algorithms, receiver struc-
tures, and overall system design can take inspiration by the abun-
dant literature on this subject [46], [47]. For instance, receiver 
time-domain windowing is effective in this sense to boost the sig-
nal-to-noise plus interference ratio (SINR), as proposed in [33] 
and [35] for pure OFDM. Transmitter and receiver time-domain 
windowing have been jointly optimized in [48] in multicarrier 
communications without CP. Recently, maximum SINR 
approaches for MIMO-FBMC have been investigated in [49] and 
[50], showing negligible performance degradation with respect to 
OFDM and significant performance gain with respect to the first 
attempts to MIMO-FBMC [8], [44]. 

PERFORMANCE ASSESSMENT
The modulation formats here discussed will now be compared 
when used in a typical cellular environment. In particular, we con-
sidered the extended typical urban (ETU) channel defined in [51]. 
This is an example of time- and frequency-selective channel whose 
continuous-time impulse response can be modeled as 

( , ) ( ) ( )h t c tk
k

kc x d x x= -/ , (13) 

where fading coefficients ( )c tk  and continuous-time delays kx

are typical of each analyzed scenario, and ( )d x  is the Dirac 
delta. From the model (13), the following discrete-time model 
has been adopted: 

[FIG1] The spectrum of the sinc, PHYDIAS, and RRC 10% pulses.
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[FIG2] The ASE for a low-mobility scenario: ETU channel, 
,f 0 Hzd =  with 64-QAM and bandwidth 1.92 MHz.
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h c j j,
( )

,i j k i
k

k
c

d= -6 @/ ,

where coefficients c ,k i  have been generated according to [52], 
and the discrete-time delays jk  have been chosen as an approxi-
mation of continuous-time delays in (13) to their closest inte-
ger-multiple of .Tc

As mentioned, a key figure of merit is represented by the ASE; 
see “Computation of Achievable Rates” for details on its defini-
tion and computation. By properly tailoring the channel code to 
the considered modulation and the actual channel characteristics, 
the ASE performance can be closely approached. On the contrary, 
a comparison based on the bit or packet error rate (PER) perform-
ance for a given code does not result in fairness since the code 
must be specifically tailored to the considered modulation format. 
Generally speaking and assuming a quasistatic channel, a code 
designed for the AWGN channel is expected to work well jointly 
with OFDM or FBMC with offset (or other orthogonal signaling 
formats). On the contrary, this kind of code will exhibit a signifi-
cant performance degradation when used with modulation for-
mats that explicitly introduce ISI and/or ICI, as TFS or FBMC 
without offset. By considering the aforementioned channel, we are 
also implicitly assessing the robustness of the considered modula-
tion schemes against multipath. 

We will assume perfect channel state information at the 
receiver. Thus, our analysis does not take into account the degra-
dation due to an imperfect channel estimation and the different 
losses, in terms of spectral efficiency, due to possible different 
requirements in terms of training or pilot sequences inserted for 
an accurate channel estimation. 

The ASE results will be reported as a function of the ratio 
between the signal power P  and the noise power Pn  computed on 
a reference bandwidth of 1.92 MHz. The spectra of the considered 
pulses ( )p t  are reported in Figure 1. In the figure, we see the sinc 
pulse adopted by OFDM, a pulse with RRC spectrum and excess of 
bandwidth of 10% (filter length ,Q 1280= )M 10=  adopted for 
FBMC-OQAM and SCMs, and the pulse proposed in the PHYDIAS 
project [53] for FBMC (filter length ,Q 640= ),M 5=  where its 
improved frequency selectivity has been accomplished by using a 
longer and spectrally well-shaped prototype filter. 

In all cases, for OFDM, we will set the losses due to the CP and 
to the insertion of a number of guard tones compliant with the 
LTE standard, i.e., 16% in terms of ASE. Moreover, the transmit-
ted symbols, for all the waveforms, will be affected by a random 
error vector magnitude (EVM) of 4%, with the aim of modeling 
various imperfections in the implementation (such as carrier leak-
age, phase noise, etc.). The fractional MMSE equalizer GMMSE  is 
adopted at the receiver for all schemes with the exception of 
FBMC-OQAM, for which we used a matched filter followed by an 
MMSE equalizer. Indeed, the required length of the filter, for 
orthoghonality in FBMC-OQAM, makes the receiver complexity 
too high to use a fractional MMSE. 

Figures 2 and 3 show the ASE performance for the two 
extreme scenarios of very low- and high-mobility, characterized by 
Doppler frequencies f 0d =  and f 30 kHzd =  on the ETU channel. 
We consider QAM with high cardinality .64M =  The figures 

compare OFDM with FBMC, when N 128=  carriers are spaced 
by 15 kHz. For comparison, we also show the ASE curve of a sin-
gle carrier with CP system with the same bandwidth 1.92 MHz. 
We see that, for the low-mobility case, OFDM, FBMC-QAM and 

[FIG4] The ASE for ETU channel, ,f 30 kHzd =  with 4-QAM and 
bandwidth 1.92 MHz.
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[FIG5] The ASE for TFS: ETU channel, f 30 kHz=d  with 4-QAM 
and bandwidth 1.92 MHz.
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FBMC-OQAM have similar performance: FBMC-OQAM achieves a 
higher spectral efficiency with respect to (w.r.t.) other modulations 
for low and medium / ,P Pn  but at high /P Pn  values it is outper-
formed since it has a limited complexity receiver. Instead, per-
formance of SCM is quite limited, since its waveform is strongly 
affected by the frequency selectivity of the channel, and ASE is 
limited by the CP loss. In case of high mobility, we see that FBMC-
OQAM performance collapses, since its orthogonality is com-
pletely destroyed. Instead, FBMC-QAM is more resistant to 
Doppler and it also gains w.r.t. OFDM. 

Since high-order constellations are more sensitive to the 
impact of the interference present when nonorthogonal signal-
ing is adopted, we also studied the same scenario when the 
modulation has cardinality .4M =  We can see from Figure 4 
that, for this scenario, FBMC outperforms all other modulation 
formats. We also point out that for all the considered channels, 
FBMC gains can be even higher by means of a properly designed 
pulse [9], [17]. 

We now consider the same scenario when TFS is adopted. 
Figure 5 shows the performance of TFS when .4M =  Different 
spacing values td  and fd  have been considered and, to have a 
wider insight on the possible benefits of this technique, we report 
the highest ASE achievable when packing in the time domain only 

. ,0 90td =^ h  in the frequency domain only . ,0 95fd =^ h  and in 
both domains ( .0 90td =  and . )0 95fd =  is adopted. We can see 
that TFS gains w.r.t. FBMC are limited, and only at high / .P Pn

This is, in some way, expected: further gains could be obtained 
with more complex receivers (techniques of advanced trellis pro-
cessing [13], [54]) but, on the other hand, it could be difficult to 
find substantial gains, since FBMC is already a sort of time-fre-
quency packing. Our own feeling is that these are first results and 
more research on this topic is required. 

As already discussed, the ASE can be approached in practice 
with proper modulation and coding formats. Figure 6 shows the 
BER of OFDM and FBMC-QAM for the scenario of Figure 3. The 
adopted codes are low-density parity-check codes with rate 1/2 and 
blocklength 64,800 bits. In all cases, a maximum of 50 decoder 
iterations were performed. We can notice that performance is in 
accordance with the ASE results. We point out that the loss from 
the theoretical limit is twofold: first, the adopted code has finite 
length. Second, it is not designed for the considered channel: the 
use of codes properly designed for this kind of channels can con-
siderably reduce the loss. 

To summarize, as already anticipated in the introduction, we 
are far from establishing which should be the preferred system, 
because results highly depend on the specific scenario. Thus, 
extensive work still has to be done to identify optimal design strat-
egies, which include 1) setting the optimal number of carriers 
(possibly different for different signal waveforms, especially in the 
presence or the absence of CP); 2) the optimal pulse-shaper 
design, which may strongly depend on the information available at 
the transmitter about the channel maximum delay spread, max-
imum Doppler spread, and amplitude statistics; 3) the optimal 
length of the CP, as suggested, e.g., in [55], wherein an OFDM sys-
tem with tunable length of the CP is proposed. 
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[FIG6] The BER for OFDM and FBMC-QAM with 64-QAM on ETU 
channel, f 30 kHz.d =

[FIG7] The averaged ASE per user for massive MIMO single-
carrier FTN systems with different numbers of users and 
antennas, for 4-QAM and 16-QAM.

[FIG8] The averaged ASE per user for massive MIMO single-
carrier FTN systems, with Gaussian inputs, ,N 128BS = .U 4=
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SINGLE CARRIER FTN MULTIUSER 
MODULATION WITH MASSIVE MIMO
Fifth-generation macro base stations will certainly be equipped 
with large-scale antenna arrays, a technology also known as mas-
sive MIMO [56], [57]. Using a large 
number of antennas will help to 
boost the network throughput, since 
accurate beamforming will permit 
serving several users in the same cell 
and on the same bandwidth, and to 
stabilize the propagation channel by 
reducing channel outages by virtue 
of diversity. The joint design of inter-
ference coordination schemes and modulation formats for massive 
MIMO systems is a topic that will certainly gain momentum in the 
coming years. 

Let us discuss the uplink between U  single antenna users and 
a base station equipped with NBS  antennas. The impulse response, 
assumed time-invariant for simplicity, between the uthuser and 
the nth  base station antenna is denoted by ( ),h t,u n  and we 
assume these to be perfectly known at the base station side. Each 
user transmits a, CP-free, single carrier FTN signal according to 

( ) ( ) .x t N
PT d p t T,u u

BS

s
s,= -,

,

/

The array gain is here harvested as a power saving at the user side 
and not as increased signal strength at the base station side. The 
received signal at the nth  antenna becomes 

( ) ( ) ( ),y t N
PT d z t T n t, ,n

u

U

u u n
1 BS

s
s,= - +,

,=

/ /

where ( )z t,u n  is the received pulse from the uth  user at the nth
antenna, i.e., ( ) ( ) ( ),z t p t h t, ,u n u n*=  where “*” denotes convolu-
tion. To keep complexity low, we consider only single-user detec-
tion and construct a discrete-time sequence { }yy ,u u= ,  for the 
detection of user u  according to 

( ) ( ) .y y t z t, ,u n
n

N

u n t T
1

BS

s*= -)
, ,

=

=/

In the case of no FTN, the receiver model is y d, ,u u uc= +, ,

,,uh ,  where uc  is a measure of signal strength for the uth  user 
and ,uh ,  collects noise, intersymbol interference, and interuser 
interference. Under the assumptions that all channel impulse 
responses are independent and that rich scattering is present, the 
effect of letting NBS  grow is that the impact of intersymbol and 
interuser interference becomes less and less; asymptotically they 

both vanish. In such favorable propagation environments, there is 
no need for any multicarrier system to mitigate multipath as one-
tap equalizers can be used, and several users can be spatially multi-
plexed, which increases spectral efficiency. 

While a single carrier system has 
lower PAPR compared with FBMC 
systems, there is a reduction of spec-
tral efficiency since pulses with 
excess bandwidth of an amount d
must be used. To reduce the loss of 
the excess bandwidth, we make use 
of FTN. Also in this case it holds that 
ICI vanishes as NBS  grows, but it is 

no longer true that ISI vanishes. Therefore, we must model the 
sequence yu  as 

,y g du u u u* h= +

where gu  is the effective impulse response for user u  and uh  col-
lects interuser interference and noise for user .u  A sequence 
detector is now needed to equalize the channel .gu

PERFORMANCE RESULTS WITH LIVE MASSIVE
MIMO CHANNEL MEASUREMENTS 
We next report results for SCM in measured massive MIMO 
channels. Several channel measurement campaigns on massive 
MIMO has been conducted at Lund University, and more infor-
mation about the particular one we make use of here can be 
found in [58]. In brief, four users were placed outdoors around 
the electrical engineering building at Lund University separated 
by roughly 30 m, and a linear 128-element antenna array was 
placed on the roof of the building. The users were placed without 
any line-of-sight to the base station. The measurement bandwidth 
is 50 MHz and several snapshots of the propagation channel were 
taken. In Figure 7, we report results for the no FTN case, i.e., 

.1td =  The pulse ( )p t  is RRC shaped with 20% excess band-
width. We report averaged ASE values over the four users for the 
system described previously for 4-QAM and 16-QAM, using 16 or 
128 antenna elements. The curves marked with “AWGN” show the 
results obtained when we artificially remove all intersymbol and 
interuser interference and therefore constitute upper bounds. As 
can be seen, there is a clear gain in going from N 16BS =  to 

,N 128BS =  and for 4-QAM, the gap to the upper bound is closed. 
With 16-QAM, the intersymbol and interuser interference has not 
fully vanished, which shows up as a loss compared with the upper 
bound. To see how strong the interuser interference is, we also test 

[TABLE 2] THE SUITABILITY OF CONSIDERED MODULATION FORMATS TO 5G REQUIREMENTS AND TECHNOLOGIES.

EASE OF HARDWARE
IMPLEMENTATION

LOW LATENCY IMMUNITY TO
PAPR 

ROBUSTNESS TO
SYNCH. ERRORS

COUPLING WITH
MASSIVE MIMO

USE WITH MM-
WAVE

OFDM ✓ ✓ ✓

FBMC ✓ ✓ ✓

TFS ✓

SCM ✓ ✓ ✓ ✓

OFDM/OFDMA ARE NOT
EXEMPT OF DEFECTS, AND
THEIR ADOPTION IN THE

FORTHCOMING GENERATION
OF WIRELESS NETWORKS IS
NOT TAKEN FOR GRANTED.
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the case of a single user, i.e., .U 1=  In this case, the gap to the 
bound reduces, but is not fully closed. This means that the inter-
symbol interference is stronger than what the single-tap equalizer 
used can handle. Moreover, the ASE values can be boosted by 
switching to FTN transmission. 

In Figure 8, we repeat the experiments from Figure 7, but we 
use complex Gaussian modulation symbols and activate FTN; in all 
cases we use N 128BS =  and .U 4=  In this test, we assume an 
equalizer that can optimally deal with the intersymbol interference 
but treats the interuser interference as noise. As a benchmark sys-
tem, we show the ASE for the impractical but optimal sinc pulse. 
As we can see, there is a loss in ASE by using the RRC pulse with 

. .0 2d =  By using FTN, part of this loss is overcome as the ASE 
curve moves closer to the curve for the sinc pulse. Altogether, we 
have demonstrated that with massive MIMO, much of the inters-
ymbol and interuser interference can vanish, so that a single-tap 
equalizer works well for SCM systems. With FTN activated, the 
loss of the excess bandwidth is reduced. With more advanced 
transceiver schemes, for example 
based on interference cancellation, 
the gap to the upper bounds in Fig-
ure 7 can be reduced, and taken to-
gether with the favorable PAPR of 
single carrier, this modulation for-
mat seems to be a good choice for 
uplinks of 5G whenever large an-
tenna arrays can be facilitated. 

Although we presented here 
results for the single carrier only, it is 
reasonable to foresee that a similar behavior can be observed also 
for multicarrier modulation formats, such as FBMC and OFDM: in 
fact, in a massive MIMO system when the number of receiving 
antennas is sufficiently high, the interuser and intersymbol inter-
ference introduced by the channel tend to vanish, no matter the 
modulation adopted. Such a property has been called self-equal-
ization and reported in [59]. 

INTERACTIONS WITH 5G ARCHITECTURE 
AND REQUIREMENTS
In this section, we finally discuss the interactions between the 
reviewed modulation formats and some key requirements and fea-
tures of 5G networks. Although a complete description of how a 
5G cellular system will look like is not yet available, some pieces of 
the puzzles are already known and almost unanimously taken for 
granted [55]. Some of the concepts discussed here are also sum-
marized in Table 2. 

LARGE DATA RATES
Fifth-generation networks will have to support very large data 
rates; such a goal will be accomplished through a combination of 
technologies such as the use of multiple antennas (as already dis-
cussed), the use of adaptive modulation schemes and, of course, 
the use of larger bandwidths. This fact tends to promote the use of 
a multicarrier modulation for two reasons: 1) adaptive modulation 
is easily implemented with multicarrier schemes, wherein smart 

bit loading algorithms may permit to tune the modulation cardin-
ality and the coding rate according to the channel status on each 
subcarrier; and 2) the use of larger bandwidths leads to increased 
multipath distortion, thus implying that using a multicarrier 
scheme simplifies the task of equalization with respect to an SCM. 

SMALL CELLS AND MM-WAVE COMMUNICATIONS
The use of small cells is a key technique aimed at increasing the 
overall capacity of wireless networks, intended as offered through-
put per square kilometer; recently, there has also been a growing 
interest for mm-wave communications [60], [61] for supporting 
short-range cellular communications. Although there is still little 
knowledge about mm-wave propagation in urban areas, studies 
are ongoing [62]. It is anticipated that mm-wave will be used on 
short distances, thus implying that line-of-sight links might be 
available. In this case, we will have large bandwidths, rather stable 
propagation environments, and low Doppler offsets. The design of 
a modulation scheme suited for these conditions is still an open 

problem, although again multicar-
rier schemes appear to be much 
more suited than single-carrier 
schemes. Due to their anticipated 
stable propagation environments 
and low Doppler levels, small cell 
networks may be especially suitable 
application areas for nonorthogonal 
modulation formats. For FBMC, 
channel estimation gets inherently 
more challenging due to the inter-

ference at the receiver side. However, with increased stability of 
the propagation environment and low Dopplers, this burden gets 
significantly simplified. The same arguments also apply to, e.g., 
advanced FBMC equalizers that equalize the interference among 
the symbols. Such equalizers need to be updated frequently in the 
case of nonnegligible Doppler levels, which may impose hefty 
complexity increases compared with OFDM where only a single 
tap per detected symbol needs to be updated. On the other hand, 
there is also a line of thought that foresees, for these high fre-
quencies and large bandwidths, the use of simple modulations 
formats with low spectral efficiencies, deferring to future genera-
tions of cellular systems the task of optimizing the spectrum 
usage in these bands. The recent paper [63], instead, proposes the 
use of a single-carrier modulation with CP as a remedy to the 
PAPR problem of multicarrier schemes. 

UNCOORDINATED ACCESS—INTERNET OF THINGS
In the coming years, there will be a tremendous increase in the 
number of connected devices [64], [65].The current trend is to 
include a wireless transceiver in almost every electronic gadget/
equipment, and researchers have been investigating for some 
years the so-called Internet of Things—this is also called 
machine-to-machine communications. A large number of con-
nected devices will require to access the network to transmit 
short messages. The challenge posed by the Internet of Things 
lies, rather than in a capacity shortage, in the overwhelming 

REGARDING OFDM, 
ORTHOGONALITY IS LOST IN

THE PRESENCE OF FREQUENCY
SYNCHRONIZATION ERRORS OR

PHASE NOISE, WHICH CAUSE
NONNEGLIGIBLE PERFORMANCE

LOSS TO OFDM(A) SYSTEMS.
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burden that it produces on the signaling functions of the net-
work. Regarding this aspect, the use of FBMC modulations is 
preferable with respect to classical 
OFDM since it allows uncoordinated 
(i.e., asynchronous) access to the 
subcarriers. This is one of the main 
messages conveyed by the ongoing 
5GNOW European research project. 

LOW LATENCY
Another requirement for 5G wireless 
cellular systems is the possibility to ensure low-latency communi-
cations with a target roundtrip delay of 1 ms. This is seen as a 
major change of 5G network with respect to existing LTE net-
works, since it will enable the so-called tactile Internet [66], which 
will permit the development of brand new real-time applications 
for monitoring and control. To reduce latency at the physical layer, 
a single-carrier modulation seems to be preferable, since it avoids 
block-processing of the data that introduces additional delays. A 
tunable OFDM system, with an adaptive choice of the length of the 
data block would also be an option. 

ENERGY EFFICIENCY
It is expected that 5G cellular networks will be far more energy 
efficient than previous cellular systems [67]. Energy saving is 
mainly a matter that regards a higher layer of the network 
protocol stack, since it involves adaptive base station switch on/
off algorithms, use of renewable energy sources, design of 
energy-harvesting protocols, base station sharing among net-
work operators during off-peak hours, etc. However, at the 
physical layer, adaptively switching off unused carriers is a key 
strategy that may be used to save energy from the radio-fre-
quency (RF) transceiver chain of base stations. This thus once 
again promotes the use of multicarrier systems with respect to 
single-carrier modulation.

CLOUD TECHNIQUES AND SOFTWARE RADIO
Another fascinating feature of future wireless networks is the pos-
sibility of having a cloud-based radio access network [68], [69]. In 
practice, base stations will be substituted by light devices, perform-
ing baseband-to-RF conversion and signal transmission, and con-
nected through wired optical links to a data center, wherein data 
coding/decoding and higher-layer functionalities such as resource 
allocation will take place. The advantages of this structure are rep-
resented by the fact that centralized/cooperative strategies (such as 
the well-known coordinated multipoint) can be readily imple-
mented, as well as by the fact that data modulation can be imple-
mented by a software running in a data center. This adds a lot of 
flexibility to the choice of the modulation format in the sense that 
paves the way to adaptive modulation schemes, wherein not only 
the cardinality and the coding rate may be tuned, but even the 
waveform itself, including the CP; the recent 5G overview [55] 
thus proposes the use of “tunable OFDM,” a sort of adaptive 
scheme with parameters chosen based on the instantaneous oper-
ating conditions. 

Thus, according to the channel conditions, to the requested 
throughput, and to the available resources in terms, e.g., of num-

ber of antennas, adaptive schemes 
may be designed wherein the modu-
lation format itself is a parameter to 
be optimized. We believe that, of all 
the key characteristics of 5G net-
works, the integration of cloud and 
software-defined networking strat-
egies within the 5G architecture will 
be the one to have the greatest 

impact on the definition of the future modulation format. 

CONCLUSIONS
This article provided a review of some linear modulation schemes 
alternative to OFDM and deemed as suitable candidates for the 
implementation of the air interface of future 5G cellular commu-
nications. A comparison of these modulation schemes in terms of 
ASE in a cellular environment has been carried out. Our results 
have shown that there are alternatives to OFDM offering increased 
values of spectral efficiency, as well as that there is no definite win-
ner, in the sense that the preferable modulation format depends 
on the considered scenario in terms of channel Doppler spread, 
channel delay spread, and some other parameters, such as, e.g., 
the allowed receiver complexity. In this sense, the virtualization of 
the air interface and the implementation of a cloud radio access 
network may pave the way towards the adoption of a tunable, 
adaptive modulation, wherein waveform parameters are chosen 
based on the specific considered scenario. The article has also 
reported some discussion on the use of TFS in massive MIMO sys-
tems, and has presented a discussion on how the modulation for-
mat impacts and is impacted by key technologies and 
requirements of future 5G networks. 
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I
t is anticipated that the mobile data traffic will grow 1,000 times 
higher from 2010 to 2020 with a rate of roughly a factor of two 
per year [1]. This increasing demand for data in next-generation 
mobile broadband networks will lead to many challenges for sys-
tem engineers and service providers. To address these issues 

and meet the stringent demands in coming years, 
innovative and practical solutions should be 
identified that are able to provide higher 
spectral efficiency, better performance, 
and broader coverage. Next genera-
tions of wireless cellular networks, 
which are known as fifth gener-
ation (5G) or beyond fourth 
generation (B4G) wireless net-
works, are expected to produce 
higher data rates for mobile 
subscribers in the order of 
tens of gigabits per second 
(Gbit/s) and support a wide 
range of services. Despite the 
absence of official standards for 
the 5G, the data rate of 1 Gbit/s 
per user anywhere for 5G 
mobile networks is expected to be 
deployed beyond 2020. 

In this context, several potential 
technologies have been proposed in 
recent years that enable 5G systems. 
Some of these promising methods are 
small-cell networks, filter bank multicarrier 
(FBMC), nonorthogonal multiple access (NOMA), mas-
sive multiple-input, multiple-output (MIMO), device-to-device 
(D2D) communication, superwideband frequency spectrums, het-
erogeneous networks, cognitive radio, millimeter-wave transmis-
sion, and three-dimensional beamforming (3DBF). Some basic 

versions of these techniques have been introduced in the recent 
releases of mobile system standards such as long-term evolution 
(LTE) and LTE-Advanced. The current research direction and aim is 
toward developing these methods for next-generation standards [2]. 

A number of possible technologies in next-generation cel-
lular networks take advantage of multiple anten-

nas. It is now well known that multiple 
antennas in wireless systems allow us to 

achieve higher data rate and reliability 
[3]–[5]. Beamforming is a signal 

processing method that gener-
ates directional antenna beam 

patterns using multiple anten-
nas at the transmitter. It is 
possible to steer the trans-
mitted signal toward a 
desired direction and, at the 
same time, avoid receiving 
the unwanted signal from 
an undesired direction. 

Most beamforming schemes 
currently employed in wire-

less cellular networks control 
the beam pattern radiation in 

the horizontal plane. In contrast 
to such two-dimensional beam-

forming (2DBF), 3DBF adapts the ra-
diation beam pattern in both elevation 

and azimuth planes to provide more degrees 
of freedom in supporting users. Higher user ca-

pacity, less intercell and intersector interference, higher 
energy efficiency, improved coverage, and increased spectral effi-
ciency are some of the advantages of 3DBF. 

OVERVIEW OF 2DBF 
In most of the current cellular networks, the antenna elements 
at the base station (BS) or the access point are placed along the 
horizontal axis. Therefore, beamforming and MIMO schemes 
currently employed in these networks are based on controlling 
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the beam pattern radiation in the horizontal plane. This type of 
beamforming is referred to as 2DBF, which is often combined 
with cell sectorization to exploit frequency reuse, reduce inter-
ference among users, and increase cell capacity. In this 
method, rather than adopting an omnidirectional antenna at 
the BS, each cell is divided into sectors (e.g., three sectors) and 
each sector is served by a directional antenna. The antenna that 
supports each sector is a one-
dimensional array of antenna ele-
ments that provides a fan-shaped 
radiation pattern. These patterns 
have a wide beamwidth (e.g., 70°) 
in the horizontal or azimuth plane 
and a relatively narrow beamwidth 
(e.g., 10°) in the vertical or eleva-
tion plane (see Figure 1). The num-
ber of horizontal radiation patterns 
that can be produced in each sector 
depends on the number of antennas in that sector. If more than 
one antenna is placed in each sector, it is possible to form and 
direct multiple beams to different angles in the horizontal 
plane. Then, each of these patterns can support one user or a 
group of users in a specific direction. 

BASICS OF 3DBF 
As just mentioned, in 2DBF, the beam pattern is designed only 
in the horizontal plane. To utilize the vertical domain, antenna 
tilt can be considered in the vertical axis. The antenna tilting 
angle is defined as the angle between the horizontal plane and 
the boresight direction of the antenna pattern. To adjust the 
tilting angle of the antenna along the vertical axis, mechanical 
alignment of the antenna can be adopted. In fact, as depicted in 
Figure 2(a) (which represents mechanical tilt), some adjustable 

brackets are used to change the tilting angle of the antenna. 
On the other hand, in some antennas, it is also possible to con-
trol the tilting angle electrically (which is called electrical tilt). 
As shown in Figure 2(b), electrical downtilting is realized by 
applying an overall phase shift to all antenna elements in the 
array [6]. 

An active antenna system (AAS) is a recent technology that 
helps in getting more control on 
antenna elements individually. In the 
AAS, each array element is integrated 
with a separate radio-frequency (RF) 
transceiver unit that provides remote 
control to the elements electroni-
cally. By employing AAS at the BS of 
cellular networks, the vertical radia-
tion pattern can also be adjusted 
dynamically in each sector, and mul-
tiple elevation beams can also be gen-

erated to support multiple users or cover multiple regions. A 
design of 3DBF is achieved by appending this type of vertical beam-
forming and conventional horizontal beamforming [7]. 

Depending on the way that the antenna downtilt is changed, 
3DBF can be classified into static 3DBF and dynamic 3DBF. The 
static 3DBF refers to a system where the antenna tilt at the BS 
is set to a fixed value according to some statistical metrics, e.g., 
the mean value of the vertical angles of users [7]. This method 
cannot be adapted to the changing location of the users, i.e., 
once the tilting angle is selected, it will remain unchanged. In 
contrast, the dynamic 3DBF is a technique that steers the BS 
antenna tilting angle instantaneously according to specific user 
locations. Thus, the mechanical tilt is considered a special case 
of the static 3DBF, since the tilting angle is determined by the 
long-term average sense. On the other hand, the dynamic 3DBF 
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[FIG1] A typical radiation pattern of a BS antenna in (a) horizontal plane and (b) vertical plane.

HIGHER USER CAPACITY, LESS
INTERCELL AND INTERSECTOR

INTERFERENCE, HIGHER ENERGY 
EFFICIENCY, IMPROVED COVERAGE, 

AND INCREASED SPECTRAL 
EFFICIENCY ARE SOME OF THE

ADVANTAGES OF 3DBF.
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includes the electrical tilt as a special case. We can expect that 
the dynamic 3DBF offers additional degrees of freedom for per-
formance optimization compared to the static 3DBF. 

In comparison to the 2DBF, the 3DBF can provide improved 
capabilities on managing intercell interference in multicell sce-
narios. When vertical beamforming is applied, different powers 
can be allocated to the beam patterns that serve cell-edge and 
cell-center regions separately. This prevents extra power radia-
tion to adjacent cells and decreases the intercell interference in 
the network. Thus, the 3DBF achieves a higher capacity gain 
compared to the 2DBF, and its performance gain will be con-
firmed in the “Simulation Results” section later. 

The standardization of the 3DBF has been started in the 
Third Generation Partnership Project (3GPP) Release 12. In this 
release, the activities have been limited to a study of feasibility of 
the 3DBF and its potential gains. The 3DBF implementation is 
expected to begin at the end of 2015 or even later. It is also fore-
seen that enhancements to the specifications of the 3DBF will 
continue at the 3GPP Releases 14 and 15. Works on these two 
releases will probably start in 2016 and be finalized in 2020. We 
observe a similar trend in other technologies such as massive 
MIMO and small cells, which are currently examined in 4G net-
works and also introduced as promising technologies for 5G 
networks. In spite of the aforementioned advantages of the 
3DBF, there are still some challenges with this technology that 

need to be addressed. Some of these challenges include three-
dimensional (3-D) channel modeling, the overhead related to 
channel state information (CSI) feedback in frequency division 
duplexing (FDD) scenarios, power control, antenna designs, and 
complexity of RF chains. 

APPLICATIONS OF DYNAMIC AND STATIC 3DBF 
Applying the dynamic 3DBF, a BS can direct the main lobe of 
the antenna beam to a specific user. As a consequence, the 
desired signal strength at the intended users is maximized. The 
3DBF can also be used to suppress intercell interference in a 
multicell scenario by adjusting the antenna beams properly. By 
adopting coordination between neighboring cells, it is possible 
to achieve a tradeoff between the desired signal power at the 
intended users and the intercell interference level, and then a 
further performance improvement is expected. 

On the other hand, the static 3DBF in a cellular network can 
be combined with cell sectorization, which also improves the 
network performance. As we see in Figure 3(a), the traditional 
sectorization method provides sectors that are formed along the 
tangential direction in the horizontal plane. However, as 
depicted in Figure 3(b), employing two tilting angles at each 
sector enables additional sectorization along the radial direc-
tion, which is called vertical sectorization. Splitting the cell into 
several sectors can utilize more frequency reuse and 
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[FIG2] A comparison of different antenna downtilting methods: (a) mechanical tilting and (b) electrical tilting.
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[FIG3] (a) Conventional sectorization. (b) Vertical sectorization. 
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significantly increase the network capacity. For example, a 
capacity gain (in terms of the mean throughput) of 70 and 
140% can be achieved by moving from three sectors to six and 
12 sectors, respectively [8]. Similar gains are also reported in 
the scenarios that employ vertical sectorization with 3DBF [9]. 
In addition, vertical sectorization by 3DBF provides more flexi-
bility in traffic load balancing compared to the conventional 
sectorization by adaptively changing the number of sectors to 
serve variable traffic loads in the cell [10]. 

Another important issue in 3DBF is how to acquire CSI to 
design precoders at the BS. In time-division duplexing (TDD) 
systems, by exploiting channel reciprocity, CSI of the downlink 
is obtained from an estimate of the uplink. In FDD systems, the 
CSI is estimated by a user and then the BS obtains this informa-
tion through feedback from the user to the BS. In this case, if 
the number of antenna elements at the BS increases, the feed-
back overhead is a challenging problem. Hence, in some pre-
coding methods, precoding designs are based on partial or 
reduced-dimensional CSI [11]. In addition, another problem in 
TDD operation is the number of training symbols that need to 
be sent in each coherence block of transmission. This training 
overhead problem becomes more challenging if the number of 
users in the network increases [12], and these issues are still 
open problems in 3DBF. 

REVISIT OF 3DBF IN OTHER AREAS 
So far, we have discussed the advantages and challenges of  
3DBF. It is interesting to note that although 3DBF is a relatively 
new topic in wireless cellular networks, its history can be traced 
back to the 1970s when some early methods were proposed for 
applying multiple elevation radiation beams in radar and under-
water sonar systems. For example, in [13], which was published 
in 1978, the concept of the vertical beamforming was employed 
for an array of antennas or acoustic elements in synthetic aper-
ture radar systems to increase the resolution of target detection. 
In this system, multiple contiguous elevation beams with differ-
ent frequencies are adopted, which can be considered as fre-
quency reuse in cellular networks. 

Apart from radio communication systems, techniques similar 
to the 3DBF have been applied in other areas of signal processing. 
It is worth studying similarities between those application areas 
and cellular communication to gain insights on current chal-
lenges of 3DBF. One popular application of 3DBF can be found in 
imaging. Three-dimensional imaging is widely adopted in medical 
systems using ultrasound, microwave, and X-ray [14], and 3DBF 
can provide higher-resolution and image quality compared to the 
conventional methods. For example, in [15], an ultrasound imag-
ing scheme employed 3DBF to synthesize a 3-D volume with a 16 
#  16 planar receiving array and a 6 #  6 transmit array, and the 
3DBF algorithm was decomposed into two simpler 2DBF pro-
cesses. The idea of these works can be used in designing the 
antenna arrays and also adaptive beamforming and vertical sector-
ization methods for cellular systems. 

Audio and speech processing is another major application 
area that has already adopted the 3DBF. In this case, the 3DBF 

is utilized in a two-dimensional (2-D) or 3-D array of loudspeak-
ers to focus sound radiation to a specific location. Similarly, an 
array of microphones and the 3DBF can be applied to receive 
sound from a desired direction in the 3-D space. For example, a 
moving person can be tracked while she/he speaks or a sound 
source can be localized in video conference applications [16]. In 
[17], a 3DBF technique was proposed to use a spherical array 
consisting of pressure microphones where different frequencies 
and wave propagation effects of audio and radio waves are taken 
into account. An example of such an array is illustrated in Fig-
ure 4. These configurations can provide inspiration for design-
ing 3-D antenna arrays topologies for wireless communication. 
The scheme in [17] is based on a spherical harmonic decompo-
sition of the sound field for acoustic applications and is capable 
of steering the beam pattern to any direction in the 3-D space 
without changing the shape of the pattern. This can also give 
ideas for designing beam patterns in the 3DBF with per-user 
beam steering, considering that modifying the antenna beam 
shape with the elevation and azimuth angles may increase 
interuser interference and affect the performance of the 3DBF 
in the network. These abundant prior works related to the 3DBF 
demonstrate that this technique has a strong connection to 
other signal processing areas. By exploiting these results already 
developed in other applications, a successful deployment of 
3DBF in 5G systems can be made possible. 

3-D WIRELESS CHANNEL MODELING
To evaluate the performance of the 3DBF in cellular systems, a 
proper 3-D channel model is required. In particular, the power 
spectral density of the received signals and the channel capacity 
are dependent on the adopted channel model. Similar to other 
multiple antenna technologies, a channel model for the 3DBF 
must accurately describe the spatial environment along with 

[FIG4] A spherical array of loudspeakers (figure used with 
permission of [30]).
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time and frequency characteristics. To capture the spatial prop-
erties of 3DBF, we need two types of information: antenna con-
figurations and the propagation field properties [18]. 

Most of the basic channel models in cellular networks are 
2-D models. The 2-D models such as the 3GPP spatial channel 
model (SCM) [19] or International Telecommunications Union 
(ITU) double directional channel model [20] consider a distribu-
tion of scatterers only in the azimuth plane and do not take the 
elevation angle into account. For example, the widely used 
Clark’s model [21] is also a 2-D model that assumes all signals 
received from uniform directions in the azimuth plane as 
shown Figure 5(a). However, some practical measurements in 
the urban environments show that up to 65% of energy is inci-
dent with elevation angles larger than 10° [22]. 

To improve the 2-D models, several studies have been con-
ducted on 3-D channel models to include nonzero elevation 
angles and accurately evaluate the systems. For example, 
some works have been initiated by 3GPP to define the 3-D 
channel models for vertical beamforming in LTE [23]. One of 
the first research works on the statistical modeling of the 3-D 
fading channels was described in [24], which is an extension 
of Clark’s 2-D model. In this model, the scatterers are 
assumed to be distributed in a cylinder around the receiver 
and, in fact, both azimuth and elevation angles of arrival are 
taken into account. Here, the azimuth angle is distributed 
uniformly in a circle, while the elevation angle has a nonuni-
form distribution. This model was later extended to a two-cyl-
inder model in which both transmitter and receiver are 

assumed to be placed inside two cylinders of scatterers. In a 
general case, the scatterers can exist inside a sphere around 
the receiver [as in Figure 5(b)]. 

One of the most popular 3-D channel models in literature is 
the WINNER channel model [25], which is an extension of a 
previous 3GPP 2-D SCM and 2-D ITU model. In addition to dif-
ferent elevation and azimuth angles, this model also includes 
other parameters such as the number of antennas, the vertical 
and horizontal radiation patterns, and dual-polarization trans-
missions. The model can accommodate the bandwidth of up to 
100 MHz and carrier frequencies between 2 and 6 GHz. Most of 
the model’s parameters are deduced from empirical measure-
ments. More details about this model can be found in [25]. 

Although there are some 3-D models that can be used for 
current wireless networks, a complete and accurate 3-D chan-
nel model will be highly desirable for actual evaluation of the 
3DBF and other novel technologies in 5G networks. Current 
channel models such as WINNER+ have some limitations. For 
example, although the WINNER is an antenna independent 
model, its implementation is now only applicable to uniform 
linear arrays [26]. New 3-D models need to support massive 
and ultradense antenna deployments, greater bandwidth, 
higher carrier frequencies, high-speed users, new deployment 
scenarios such as D2D communication, and transitions 
between different propagation environments (e.g., urban, rural, 
outdoor, or indoor). 

ANTENNA ARRAY DESIGN
As mentioned before, the antenna at a BS of cellular systems is 
usually implemented as a linear array of a limited number of 
antennas in the azimuth plane. However, these geometries can 
shape the radiation pattern only in the horizontal plane, and 
hence to change the beam in the elevation plane for 3DBF, more 
general 2-D or 3-D arrays topologies are necessary. Those arrays 
are active antenna systems that are spaced in both azimuth and 
vertical planes with different configurations such as planar, circu-
lar, spherical, or cylindrical structures. In addition, the array may 
include copolarized or cross-polarized antenna elements. The 
active antenna arrays placed in 2-D are also called full-dimension 
MIMO (FD-MIMO) or 3-D MIMO [27]. Massive MIMO, which 
employs up to several hundreds of antenna elements, can be a 
potential extension of 3DBF for 5G systems. 

In general, adding more antenna elements to the array pro-
vides more flexibility in beam steering designs and increases the 
number of radiation beams of the array. For vertical sectorization 
in which the number of vertical sectors is usually small (e.g., two 
or three), only a small number of antennas are required in the ver-
tical plane. However, in 3DBF with per-user beam pattern adapta-
tion (i.e., user tracking), a large number of antennas are needed. 
Hence, one of the challenges of the 3DBF is physical constraints 
and placement of a large number of antennas at a BS. This prob-
lem may be alleviated in higher frequencies that are expected for 
5G networks. Also FD-MIMO can be utilized to address this issue. 
For example, in [27] a 2-D array of 32 antennas comprising eight 
antenna ports in the horizontal plane and four antenna ports in 
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[FIG5] The (a) 2-D and (b) 3-D channel models. 
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the vertical dimension is proposed. 
Each antenna port consists of a sub-
array of four antennas in the vertical 
dimension, which results in a total of 
128 elements in this antenna. The 
size of this antenna in the 2.5 GHz 
band is 1 m #  0.5 m, which is appro-
priate to fit on a BS tower. A similar 
study shows that the same number of 
antennas can be placed on a cylinder 
with a diameter of 1 m [28]. Another challenge of adding more 
antenna elements at the BS is cost related to RF chains required 
for all antennas, which needs to be addressed in future research. 

One more important factor in the BS antenna design is the 
pattern shape of the array. A desired pattern in the 3-D space can 
be determined by methods such as the Fourier–Bessel series [29]. 
Most of these pattern synthesis techniques were proposed for pla-
nar arrays and symmetric arrays such as circular arrays. Their 
aim is to determine the main-lobe shape and side-lobe levels. 
Besides, most of the beam pattern designs (or array design meth-
ods) are based on narrowband systems, which are not appropriate 
for next-generation wireless systems. Hence, it is important to 
consider more advanced array configurations and wideband beam 
shaping designs. Generally, to widen the bandwidth of the arrays, 
different structures in different frequencies can be employed. It is 
also possible to apply frequency invariant antenna arrays [29]. 

In the model introduced by the ITU [20], the antenna radia-
tion pattern in a given user’s direction is defined by 

( , ) { ( ) ( ), },minA G A A AmaxP H V mi z i z= - + (1)

where ,Gmax ,i  and z  denote the maximum antenna gain at the 
main beam (boresight) direction, the angles of the user direc-
tion from the boresight direction in the horizontal plane, and 
the tilting angle of the user, respectively, as shown in Figure 6. 
Here AH  and AV  stand for the relative antenna gains in the 
horizontal and vertical planes, respectively, expressed as 

( ) ,minA A12H m
3

2

dB
i

i
i= c m; E (2)

( ) , ,minA A12V m
3

2

dB

tilt
z

z

z z
=

-
c m= G (3)

where tiltz  represents the main beam tilting angle, 3dBi  and 
3dBz  indicate the 3-dB beamwidth of the horizontal and vertical 

patterns, respectively, and Am  equals the side-lobe level attenu-
ation of the antenna pattern. In normal situations, we usually 
have ~A 20 30m =  dB, ~ ,60 703dB c ci =  and ~ .8 153dB c cz =

SIMULATION RESULTS 
In this section, we present the efficiency of the 3DBF compared to 
the 2DBF through Monte Carlo simulation. For simulations, we 
adopt the WINNER+ channel model and the urban microcell 
environment in [20] and [25] with slight modifications. We 
assume that a single user is active per sector at each time slot. 
Also, users are uniformly distributed in all cells, and the BS has 

perfect CSI to compute transmit 
precoding vectors. Table 1 illustrates 
the simulation settings. We assume 
that the BS antenna structure is the 
uniform linear array with 10m
antenna spacing where m  denotes 
the wavelength of the system. The 
2DBF is evaluated by the horizontal 
gain in (2). In these simulations, for 
the case of the dynamic 3DBF, the 

tilting angle tiltz  is set to the actual vertical angle of the user .z
This means that the vertical beam pattern is adapted to the user 
locations in a dynamic way. We also present the performance of 

BS

Antenna Boresight

ϕ tilt ϕ

θ

BS
Antenna Boresight

(a)

(b)

[FIG6] Three-dimensional antenna pattern modeling (a) the 
vertical plane and (b) the horizontal plane.
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[FIG7] The average rate performance comparison as a function 
of cell-edge SNR.

THROUGH NUMERICAL 
SIMULATIONS, IT IS SHOWN 

THAT THE 3DBF OUTPERFORMS
THE CONVENTIONAL 2DBF, AND
THUS IT IS EXPECTED THAT 3DBF 
WILL PLAY A CRUCIAL ROLE IN 

5G SYSTEM DESIGNS.
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the static 3-D where the tilting angle is fixed. In this case, the 
optimal tilting angle *

tiltz  is obtained from exhaustive search. 
Figure 7 exhibits the average rate performance with respect to 

the cell-edge signal-to-noise ratio (SNR), which is defined as the 
received SNR at the cell boundary. Compared to the 2DBF, the 
average rate is enhanced by 75% in the static 3DBF with the fixed 
tilting angle 11*

tilt cz =  when the cell-edge SNR is equal to 0 dB. 
These performance improvements are due to a reduction of inter-
cell interference that results from narrow vertical beam adjust-
ment. Also, the dynamic 3DBF achieves a performance gain of 
109% over the 2DBF at the cell-edge SNR of 0 dB. We can see 
that the dynamic 3DBF outperforms the static 3DBF, since the 
vertical beam in the dynamic beamforming can be adaptively 
aligned to the user position. This performance gap between the 
3DBF and the 2DBF increases as the cell-edge SNR grows. 

To illustrate the effect of the vertical 3-dB beamwidth of the BS 
antennas on the performance, Figure 8 presents the average rate of 
the 3DBF and the 2DBF for different 3 dBz  when the cell-edge SNR is 

set to 10 dB. Since the 2DBF is not affected by the vertical 3-dB 
beamwidth, the average rate performance remains constant. How-
ever, the performance gain of the 3DBF compared to the 2DBF grows 
as the antenna vertical beamwidth becomes smaller, since a larger 
vertical 3-dB beamwidth results in more intercell interference. 

We also compare vertical sectorization with the conventional 
horizontal sectorization. In this case, the vertical sectorization is 
evaluated by adopting two fixed tilting angles tilt 1z  and tilt 2z  in 
the cell. In a similar manner as the static 3DBF case, the optimum 
tilting angles for the vertical sectorization can be found by the 
exhaustive search method. For a fair comparison, we assume that 
each beam power of the vertical sectorization is the half of that of 
the conventional case. Figure 9 shows the average rates of the 
conventional sectorization with 11*

tilt cz =  and the vertical sector-
ization with ,,25 11* *

2tilt 1 tiltc cz z= =  respectively. It is observed 
that the vertical sectorization leads to an average rate perfor-
mance gain of 124% compared to the conventional sectorization 
at the cell-edge SNR of 0 dB. In summary, throughout the simula-
tions, we can see that the 3DBF is able to reduce intercell interfer-
ence and improve the average sum rate, and thus it brings out a 
significant performance gain over 2DBF. This makes the 3DBF as 
a promising technology for 5G systems. 

CONCLUSIONS
In this article, we have investigated the 3DBF as a candidate tech-
nique that enables 5G wireless systems. In the 3DBF, the radiation 
beam pattern is adapted in both an elevation and horizontal plane 
that provides more degrees of freedom in system designs. Com-
pared to the 2DBF, the 3DBF has many advantages including 
higher user capacity and less intercell and intersector interference. 
By employing the 3-D antenna pattern modeling, we have evalu-
ated Monte Carlo simulation and then provided the performance 
comparison between the 3DBF and the 2BDF. Through numerical 
simulations, it is shown that the 3DBF outperforms the conven-
tional 2DBF, and thus it is expected that 3DBF will play a crucial 
role in 5G system designs. 

[TABLE 1] THE SIMULATION SETTINGS.

CELL TYPE URBAN MICRO
CELL LAYOUT SEVEN CELLS WITH 

THREE SECTORS PER CELL
INTERSITE DISTANCE 200 m 
CHANNEL MODEL WINNER+
MINIMUM DISTANCE BETWEEN
A USER AND A BS

10 m 

NUMBER OF Tx ANTENNAS AT BS 4
NUMBER OF Rx ANTENNAS OF A USER 1
SCHEDULER ROUND-ROBIN
TRANSMIT PRECODING MAXIMAL RATIO

TRANSMISSION
BS ANTENNA HEIGHT 10 m 
USER ANTENNA HEIGHT 1.5 m 
PATH LOSS EXPONENT 3.4
MAXIMUM ANTENNA GAIN 17 dB
MAXIMUM ATTENUATION OF 
THE BS ANTENNA

20 dB

VERTICAL 3-dB BEAMWIDTH 8°
HORIZONTAL 3-dB BEAMWIDTH 65°
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[FIG9] The average rate performance comparison as a function 
of cell-edge SNR.

[FIG8] The average rate performance comparison as a function 
of vertical 3-dB beamwidth.
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F
ifth-generation (5G) networks 
will be the first generation 
to benefit from location 
information that is suffi-
ciently precise to be 

leveraged in wireless network 
design and optimization. We 
argue that location informa-
tion can aid in addressing 
several of the key challenges 
in 5G, complementary to 
existing and planned techno-
logical developments. These 
challenges include an increase 
in traffic and number of 
devices, robustness for mission-
critical services, and a reduction in 
total energy consumption and 
latency. This article gives a broad over-
view of the growing research area of loca-
tion-aware communications across different 
layers of the protocol stack. We highlight several 
promising trends, tradeoffs, and pitfalls. 

INTRODUCTION AND CHALLENGES
Fifth-generation will be characterized by a wide variety of use 
cases, as well as orders-of-magnitude increases in mobile data 
volume per area, number of connected devices, and typical user 

data rate, all compared to current 
mobile communication systems [1]. 

To cope with these demands, a 
number of challenges must be 

addressed before 5G can be 
successfully deployed. These 
include the demand for 
extremely high data rates 
and much lower latencies, 
potentially down to 1 ms 
end-to-end for certain appli-
cations [2]. Moreover, scal-
ability and reduction of 

signaling overhead must be 
accounted for, as well as mini-

mization of (total) energy con-
sumption to enable affordable 

cost for network operation. To ful-
fill these requirements in 5G, network 

densification is key, calling for a variety 
of coordination and cooperation techniques 

between various kinds of network elements in an 
ultradense heterogeneous network. Moreover, by imple-

menting sharing and coexistence approaches, along with new 
multi-GHz frequency bands, spectrum efficiency can be 
improved. An overview of a number of disruptive technologies 
for 5G is provided in [1]. 

It is our vision that context information in general and loca-
tion information in particular can complement both traditional 
and disruptive technologies in addressing several of the chal-
lenges in 5G networks. While location information was 

[Rocco Di Taranto, Srikar Muppirisetty, Ronald Raulefs, Dirk T.M. Slock, 
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[How location information can improve 

scalability, latency, and robustness of 5G]
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available in previous generations of 
cellular mobile radio systems, e.g., 
cell-identifier (ID) positioning in 
second generation (2G), timing-
based positioning using communi-
cation-relevant synchronization 
signals in third generation (3G), 
and additionally dedicated position-
ing reference signals in fourth gen-
eration (4G), accuracy ranged from 
hundreds to tens of meters, rendering position information 
insufficiently precise for some communications operations. In 
5G, for the first time, a majority of devices can benefit from 
positioning technologies that achieve a location accuracy on the 
order of 1 m. 

In this article, we argue why and how such precise location 
awareness can be harnessed in 5G networks. We first present 
technologies providing seamless and ubiquitous location 
awareness for 5G devices, identify associated signal processing 
challenges, and describe at a high level how location 

information can be utilized across 
the protocol stack. We then zoom 
in on each layer of the protocol 
stack and provide an overview of 
recent and relevant research on 
location-aware communications. 
We conclude the article by identify-
ing a number of issues and 
research challenges that must be 
addressed before 5G technologies 

can successfully utilize location information and achieve the 
predicted performance gains. 

LOCATION AWARENESS IN 5G NETWORKS
A majority of 5G devices will be able to rely on ubiquitous loca-
tion awareness, supported through several technological devel-
opments: a multitude of global navigation satellite systems 
(GNSS) are being rolled out, complementing the current global 
positioning system (GPS). Combined with ground support sys-
tems and multiband operation, these systems aim to offer 

Path Loss Distance Doppler Velocity

⎪⎜x – xs⎪⎜
–η

Angle of Arrival
h(φ (x, xs))

fD = ⎪⎜x(t )⎪⎜/λ
.

Shadowing

MIMO

Propagation Delay Distance

Spatial Correlation Interference

Routing

Proactive Allocation Predictable
Behavior

Next Hop

Spatial Reuse

⎪⎜xi – xs⎪⎜   < R

⎪⎜xi – xj⎪⎜   > Rint

exp
⎪⎜xi – xj⎪⎜

–
dc

min⎪⎜xj – xd⎪⎜
j

p (x(t ))
=⎪⎜x – xs⎪⎜/c

[FIG1] Communication systems are tied to location information in many ways, including through distances, delays, velocities, angles, 
and predictable user behavior. The notations are as follows (starting from the top left downward): x  is the user location, xs  is the base 
station or sender location, and h  is the path loss exponent; xi  and x j  are the two-user location and dc  is a correlation distance; (.)z  is 
an angle of arrival between a user and a base station and h  is a multiple-input, multiple-output (MIMO) channel; c  is the speed of 
light and x  a propagation delay; fD  is a Doppler shift, ( )x to  is the user velocity, and m  is the carrier wavelength; R  is a communicate 
range and Rint  is an interference range; xd  is a destination; and ( ( ))xp t  is a distribution of a user position at a future time .t

FIFTH-GENERATION NETWORKS
WILL BE THE FIRST GENERATION

TO BENEFIT FROM LOCATION
INFORMATION THAT IS SUFFICIENTLY 

PRECISE TO BE LEVERAGED IN
WIRELESS NETWORK DESIGN
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location accuracies around 1 m in 
open sky [3]. In scenarios where 
GNSS is weak or unavailable (in 
urban canyons or indoors), other 
local radio-based technologies such 
as ultrawideband (UWB), Bluetooth, 
ZigBee, and radio frequency identi-
fication (RFID), will complement 
current Wi-Fi-based positioning. 
Together, they will also result in submeter accuracy. 

Accurate location information can be utilized by 5G networks 
across all layers of the communication protocol stack [4]. This is 
due to a number of reasons (see Figure 1), which will be detailed in  
later sections. First of all, signal-to-noise ratio (SNR) reduces with 
distance due to path loss, so that location knowledge and thus dis-
tance knowledge can serve as an indication of received power and 
interference level. Thus, if shadowing is neglected, the optimal 
multihop path between a source-destination pair in a dense net-
work is the one that is shortest in terms of distance. Second, 
while path loss is the dominant effect in wireless communica-
tions, shadowing creates significant localized power differences 
due to signal propagation through objects. Since shadowing 
often exhibits decorrelation distances larger than the position-
ing uncertainty, local channel information can be extrapolated 

to nearby terminals. Third, most 5G 
user terminals will largely be pre-
dictable in their mobility patterns, 
since they will be either associated 
with people or fixed or controllable 
entities. Finally, at the highest lay-
ers, location information is often 
crucial, not only for location-based 
services, but also for a variety of 

tasks in cyberphysical systems, such as robotics and intelligent 
transportation systems. 

Location awareness can be harnessed in a variety of ways to 
address several of the challenges in 5G networks. In particular, 
location-aware resource allocation techniques can reduce over-
heads and delays due to their ability to predict channel quality 
beyond traditional time scales. In Figure 2, we provide a top-level 
view of how location information may be utilized, inspired by 
research activities in 3G and 4G communication networks, while 
details will be provided in the subsequent sections. 

LOCATION AWARENESS ACROSS THE PROTOCOL STACK
Location awareness has received intense interest from the 
research community, in particular with respect to cognitive 
radio [5], where location databases are being used to exploit TV 

1 μs 1 ms 1 s 1 h 1 mo >Ten Years
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[FIG2] At very short time scales, resource allocation (especially in the lower layers) must rely on instantaneous channel-state information 
(CSI). At longer time scales, position information can be harnessed to complement CSI.

RECENT STUDIES HAVE REVEALED
THAT LOCATION INFORMATION
CAN BE HARNESSED NOT ONLY 
BY COGNITIVE NETWORKS, BUT
ALSO CELLULAR AND AD HOC

CONFIGURATIONS.
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white spaces. However, recent studies have revealed that loca-
tion information can be harnessed not only by cognitive net-
works, but also cellular and ad hoc configurations [6]. 

In this section, we aim to group a number of representative 
works in this developing area, based on the layer of the protocol 
stack to which they pertain. Since many of the works below are 
inherently cross-layer, sometimes we had to make choices 
among two layers. We start by a description of how channel 
quality metrics can be predicted through a suitable database 
and inference engine. 

THE CHANNEL DATABASE
To predict the channel quality in locations where no previous 
channel quality measurement was available, a flexible predictive 
engine is needed. As different radio propagation environments 
have different statistical model parameters, this engine should be 
able to learn and adapt. Regression techniques from machine 
learning can be used for this purpose. Among these techniques, 
we focus on Gaussian processes (GPs) [7]. GPs have been used to 
predict location-dependent channel qualities in [8] and [9] in the 
following manner: users send a channel quality metric (CQM) to 
the database, along with the time and location at which it was 
acquired. After a training stage, the GP can provide an estimate of 
the CQM along with the uncertainty for any other receiver loca-
tion. Hence, the output of the GP can be considered as a prior dis-
tribution on the channel quality. The construction and utilization 
of such a GP database is shown in Figure 3. The CQM can take on 
a variety of forms (see also Figure 1), including received power, 
root mean square delay spread, interference levels, or angular 
spread and rank profile for multiantenna systems [6], [4]. For the 
sake of simplicity, we will consider received power and disregard 
any temporal correlation of the CQM.

To model the received power CQM, we recall that a radio sig-
nal is affected mainly by three major components of the wireless 
propagation channel: distance dependent path-loss, shadowing 
due to obstacles in the propagation medium, and small-scale 
fading due to multipath effects. Small scale-fading decorrelates 
over very short distances for target operational frequencies. 
Hence, even with highly accurate position information, predic-
tions of small-scale fading in new locations are not possible. 
This implies that we can only provide coarse channel informa-
tion, which in many cases must be complemented with instan-
taneous small-scale information (see Figure 2). We let 

( , )P x xs iRX  be the power at a receiver node (located at ),x Ri
2!

averaged over the small-scale fading in either time or frequency, 
from a source node (located at ),x Rs

2!  which can be 
expressed in a dB scale as

( , ) ( ) ( , ),logP L 10x x x x x xs i s i s i0 10RX h W= - - + (1)

where h  is the path-loss exponent, ( , )x xs iW  is the location-
dependent shadow fading between the source and the receiver 
(expressed in dB), and L0  is a constant that captures antenna 
and other propagation gains. Although L0  is assumed to be 
common to all users, additional user-specific biases, such as 

different antenna types or transmit powers can be calculated by 
the user and sent back to the base station. A common choice for 
shadow fading is to assume a log-normal distribution, i.e., 

( , )~ ( , ),0x x Ns i
2vW W  where 2vW  is the shadowing variance. 

While the location dependence on path loss is clear from (1), 
the shadowing also has well-established spatial correlation mod-
els, such as [10] for cellular networks, wherein the spatial auto-
covariance function of shadowing is given by 

( , ) { ( , ) ( , )} ,expC d1 x x x x x x
x x

Ei j s i s j
c

i j2vW W= = -
-

} c m (2)

where dc  denotes the correlation distance. 
In the case of a common transmitter (e.g., a base station with 

location ),x s  the GP framework operates as follows. The power 
( , )P x xs iRX  is considered to be a GP as a function of ,xi  with mean 

function ( )xin  and covariance function ( , ) .C x xi j  If we choose 
the mean function to be ( )xin = (| | | |),logL 10 x xs i0 10h- -

then the covariance function is exactly as defined in (2). To train 
the GP, let yi = ( , )P nx xs i iRX +  be the noisy (scalar) observation 
of the received power at node ,i  where ni  is a zero mean additive 
white Gaussian noise random variable with variance .n

2v  We 
introduce [ , , , ] ,X x x xT T

N
T T

1 2 f= [ , , , ] ,y y yy N
T

1 2 f=  and 
{ , } .X yD =  The joint distribution of the N  training observations 

now exhibits a Gaussian distribution [7]

| ; ~ ( ( ), ),y X X KNi n (3)

where ( ) [ ( ), ( ), , ( )]X x x xN
T

1 2 fn n n n=  is the mean vector and 
K  is the covariance matrix with entries [ ] ( , )CK x xij i j= +   

,n ij
2v d  where 1ijd =  for i j=  and zero otherwise. The Gauss-

ian distribution (3) depends on a number of parameters 
[ , , , , ],d Ln c

2
0

2i v h v= W  which can be learned using the training 

Database

[RSS,ID,pos,t]

[RSS,ID,pos,t]

[request,pos,t]
[response]

GP

[FIG3] Users upload their location (pos) and time-tagged (t) 
channel quality metrics [e.g., the received signal strength, 
(RSS)], possibly along with their user ID, to a channel database. 
The information can be extrapolated to future users, requesting 
a channel quality metric in other locations for the same base 
station, using techniques such as GPs.
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database D  by minimizing negative log-likelihood 
( ( | ; ))log p y X i-  with respect to .i  This completes the training 

process. The predictive distribution of the noise-free signal power 
( , )P x xsRX )  at a new node location ,x)  given the training database 

,D  is a Gaussian distribution with mean ( , )P x xsRX )  and variance 
( , ),x xsRXR )  given by [7] 

)( , ) ( ) ( ( ))P x x x k K y Xs
T 1

RX *n n= + -)
- (4)

)( , ) ( , ) ,Cx x x x k K ks
T 1

RXR = -) ) ) )
- (5)

in which k)  is the N 1#  vector of cross-covariances ( , )C x xi)

between .x)  and the training inputs .xi

Figure 4 demonstrates an example of radio channel prediction 
using a GP. A base station is placed in the center and a two-
dimensional  radio propagation field is simulated through a com-
puter model according to (3) with sampling points on a square 
grid of 200 m #  200 m and a resolution of 4 m. Based on mea-
surements at marked locations, the mean and standard deviation 
of the prediction are obtained for any location. Observe the 
increased uncertainty in Figure 4(c) in regions where few mea-
surements are available. 

In the case where links rely on different transmitters, the 
model above can still be applied [8], though more advanced 
models exist. For instance, in the case of ad hoc networks,  [9] 
proposes a model where shadow fading is due to an underlying 
spatial loss field. 

GPs can thus provide a statistical description of the CQM in any 
location and any time. This description can be used in resource 
allocation at different layers, e.g., to reduce delays and/or over-
heads. In the following, we present specific examples that are useful 
mainly in one layer. We will start with the physical layer. 

THE PHYSICAL LAYER
In the lowest layer of the protocol stack, location information 
can be harnessed to reduce interference and signaling overhead, 
to avoid penalties due to feedback delays, or to synchronize 
coordinated communication schemes. 

The best known application is spatial spectrum sensing for 
cognitive radio [11], where a GP allows the estimation of power 
emitted from primary users at any location through collaboration 
among secondary users. The resulting power density maps enable 
the secondary users to choose the frequency bands that are not 
crowded and to adapt their transmit power to minimize the inter-
ference to the primary users. These techniques can be adapted in 
5G to perform interference coordination. For instance, significant 
potential for the exploitation of location information in multian-
tenna techniques arises in spatial cognitive radio paradigms 
(underlay, overlay, interweave) [6]. Such location-aided tech-
niques could be compatible with some very recent developments 
in massive MIMO, where the exploitation of slow fading subspaces 
in the multiantenna propagation has been advocated. 

The GP database also provides useful information in any 
application that relies on a priori channel information, such as 
slow adaptive modulation and coding or channel estimation. 
This is investigated in [12], where location-aware adaptive 
mobile communication uses both channel and spatial move-
ment coherence in combination with location prediction and a 
fingerprint database. When at time t  a user reports future pre-
dicted locations ( ), ( ), , ( )t t t T1x x xf+ +  to the database, the 
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[FIG4] Radio channel prediction in decibel scale, with 
hyperparameters [ . , , , ,d m L0 01 70 10 3dBn c

2
0i v h == = = =

],9 dBv} = N 400=  measurements (+ signs). The channel 
prediction is performed at a resolution of 4 m. (a) shows the true 
channel field, (b) the mean [obtained from (4)] of the predicted 
channel field; and (c) the standard deviation [obtained from the 
square root of (5)] of the predicted channel field.
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corresponding received powers can be determined ( ),P tRX

( ), , ( ) .P t P t T1RX RXf+ + For each time, the predicted capacity 
is then 

( ) ( ) ,logC t W N W
P t12

0

RX
= +c m (6)

where W  is the signaling bandwidth and N0  is the noise power 
spectral density. The communication rate is then adapted to not 
exceed the predicted capacity. It is demonstrated that location-
aware adaptive systems achieve large capacity gains compared to 
state-of-the-art adaptive modulation schemes for medium to 
large feedback delays. Such delays are especially important in 5G 
application with fast-moving devices, such as transportation sys-
tems, which are also the topic of [13], where the short channel 
coherence time precludes adaptation based on the fast fading 
channel. Instead, link adaptation based on path loss is consid-
ered, which in turn depends on the locations of the vehicles. 
Expressions for large-scale coherence time and velocity are 
derived, and it is found that feeding back location information 
can substantially reduce feedback overhead without compromis-
ing data rate. Location-based feedback latency reduction is also 
discussed in [6], e.g., for fast relay selection. 

Significant opportunities for location-aware communications 
concern resource allocation aspects, especially for multiuser (MU) 
and MIMO systems. In such systems, recent information theory 
progress shows that an optimized handling may lead to significant 
system capacity increases, though only in the presence of very pre-
cise channel-state information at the transmitter (CSIT). In the 
single-cell case (or at the cell center), one can consider location-
aware downlink MU-MIMO. Multiple antennas at the user side do 
not allow a base station with M  antennas serving M  users to send 
more streams in a cell, but a user can use its N  antennas to sup-
press the effect of N 1-  multipath components. Hence, if the 
overall propagation scenario involves a line-of-sight (LoS) path and 
up to N 1-  multipath components, the user can use receive 
beamforming (BF) to transform its channel into a pure LoS chan-
nel, allowing the base station to perform zero-forcing (ZF) trans-
mission with only location information [14]. In the multicell case, 
which in information-theoretic terms corresponds to the interfer-
ence channel (IC) and in practice to the macrocellular environ-
ment or to HetNets (coexistence of macro and femto/small cells), 
there are opportunities for location-aided MIMO interference chan-
nels [14]. In particular the feasibility of joint transmitter/receiver 
(Tx/Rx) ZF BF is of interest in the case of reduced rank MIMO 
channels (with LoS being the extreme case of rank one). Whereas 
in the full rank MIMO case, the joint Tx/Rx design is complicated 
by overall coupling between all Tx and all Rx, i.e., a requirement of 
overall system CSI at all base stations, some simplifications may 
occur in the reduced rank case. In particular, for the LoS case (the 
easiest location-aided scenario, higher rank cases requiring data-
bases), the Tx/Rx design gets decoupled, leading to only local (e.g., 
location-based) CSI requirements [14]. 

Locations can also be utilized in a different manner, by con-
verting them not to a CQM, but to other physical quantities, such 
as Doppler shifts (proportional to the user’s relative velocity), 

arrival angles (used in [4] for location-based spatial division mul-
tiple access), or timing delays (which are related to the distance 
between transmitter and receiver). This latter idea is taken up in 
[6] and applied for coordinated multipoint (CoMP) transmission, 
illustrated in Figure 5, showing a mobile node receiving synchro-
nization signals from three base stations, deployed with a fre-
quency reuse of 1. CoMP transforms interference experienced by 
the mobile users to signal power, especially at the cell edge, by 
coordinating the signals of all involved base stations. 

CoMP relies on accurately synchronized signals, a process that 
can be aided through a priori location information, which deter-
mines the potential window to exploit the synchronization signals 
from different base stations. Figure 6 shows the potential gains in 
terms of required transmit power at the base station to achieve a 
certain synchronization performance for different values of the 
location uncertainty of the mobile node. The communication sys-
tem benefits if the synchronization requirements are at least in 
the range of the location accuracy (1-ns timing uncertainty cor-
responds to 30-cm position uncertainty). For example, compar-
ing a system with multiple base stations for a desired 
synchronization accuracy of 20 ns, 40 dBm is required when no 
position information is available, while less than 32 dBm is 
required when positioning accuracy is around 3 m. 

As the aforementioned works indicate, location information 
provides valuable side-information about the physical layer. It can 
be harnessed to reduce delays and feedback overhead, and even to 
improve performance. Determining when to utilize location-
based CQM and when to rely on instantaneous CSI is an impor-
tant topic in the optimization of 5G communications. Next, we 
move up to the medium access control (MAC) layer, where even 
richer opportunities for the use of location information arise than 
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at the physical layer, especially without the need to estimate 
channel gains based on position and/or distance information. 

THE MAC LAYER
With more devices communicating with each other, scalability, 
efficiency, and latency are important challenges in designing effi-
cient protocols for MAC. In this section, we provide an overview 
of some of the existing works on the use of location information 
at the MAC layer to address these design challenges. In particular, 
multicasting, scheduling, and selection protocols are considered. 
Again, we can make a distinction between approaches that tie 
locations to channel and approaches where locations are 
exploited in a different way. 

In the first group, we find works such as [6] and [15]–[17]. 
The basic premise is that a link between transmitter with posi-
tion x s  and receiver with position xi  can be scheduled with the 
same resource as an interfering transmitter with position ,x j

provided that 

( , )
( , ) ,N W P

P
x x

x x
j i

s i

0 RX

RX 2 c
+

(7)

where c  is a signal-to-interference-plus-noise ratio (SINR) 
threshold. SINR expressions such as (7) can easily be combined 
with a CQM database. In [6], a location-aided round-robin sched-
uling algorithm for fractional frequency reuse is proposed, where 
allowing temporary sharing of resources between cell-center and 
cell-edge users is shown to achieve higher total throughput with 
less and less frequent feedback than the conventional method. In 
the same paper, location-based long-term power setting in het-
erogeneous cochannel deployments of macro and femto base sta-
tions is investigated. In [15], location-based multicasting is 

considered, assuming a disk model, and is shown to both reduce 
the number of contention phases and increase the reliability of 
packet delivery, especially in dense networks. Time division with 
spatial reuse is considered in [17], which investigates location-
aware joint scheduling and power control for IEEE 802.15.3, 
leading to lower latencies and higher throughput compared to a 
traditional round-robin type scheduling mechanism. Location 
information is also beneficial in reducing the overhead associated 
with node selection mechanisms (e.g., users, relays), by allowing 
base stations to make decisions based solely on the users’ posi-
tions [6]. Finally, location information is a crucial ingredient in 
predicting interference levels in small/macrocell coexistence, in 
multicell scenarios, and in all cognitive radio primary/secondary 
systems. For example, [6] and [14] demonstrate the use of loca-
tion information to allow to significantly improve intercell inter-
ference coordination techniques. Location-based modeling of 
attenuation and slow fading components will bring about prog-
ress in the design of multicellular systems, complementing the 
recent significant progress that has focused almost exclusively on 
the fast fading component (e.g., interference alignment). For 
underlay cognitive radio systems, location-based prediction of 
interference caused to primary users may be a real enabling 
approach. These works indicate that significant gains in terms of 
throughput and latency can be reaped from location-aware MAC 
in 5G networks, provided appropriate channel models are used. 

In the second group, we find approaches that utilize location 
information in a different way [16], [18], [19]. All turn out to 
relate to vehicular networks. In [16], a family of highly efficient 
location-based MAC protocols is proposed, whereby vehicles 
broadcast information to other vehicles only when they pass 
through predetermined transmission areas. When the traffic 
flow rate increases, the proposed location-based protocols have 
a smaller message delivery time compared with conventional 
random access schemes. A similar idea is proposed in [18], 
where a decentralized location-based channel access protocol 
for intervehicle communication is studied. Channels are allo-
cated based on vehicles’ instantaneous geographic location, and 
unique channels are associated to geographic cells. Using a pre-
stored cell-to-channel mapping, vehicles know when to trans-
mit on which channel, alleviating the need for a centralized 
coordinator for channel allocation. This leads to efficient band-
width use and avoids hidden node problems, since neighboring 
cells do not use the same channel. In addition, communication 
delay is bounded and fairness among the vehicles is maintained 
as each vehicle gets a channel regularly to transmit. 
Finally,  [19] introduces the concept of geocasting, whereby 
multicast regions are formed based on the geographical location 
of the nodes and packets are sent to all the nodes in the group. 
Specialized location-based multicasting schemes are proposed 
to decrease the delivery overhead of packets when compared to 
multicast flooding mechanisms. 

We observe that in the MAC layer there is a more varied use of 
location information than in the physical layer, especially without 
direct need of the channel database. In all cases, improvements in 
terms of latency, overhead, or throughput were reported. The 
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emphasis on dense mobile networks, 
and the limited need for centralized 
infrastructure make these tech-
niques promising for 5G networks. 
We now move up to the network and 
transport layers, where geographic 
routing plays an important role. 

NETWORK AND TRANSPORT LAYERS
At the network and transport layers, location information has 
been shown to improve scalability and to reduce overhead and 
latency. A full-fledged location-based network architecture is 
proposed in [5] for cognitive wireless networks, dealing with 
dynamic spectrum management, network planning and expan-
sion, and in handover. In particular, a location-aided handover 
mechanism significantly reduces the number of handovers 
compared with signal strength-based methods [20], which are 
subject to delay and hysteresis effects. 

Location-aided techniques, especially using mobility infor-
mation to forecast future channel capacities for the mobile, 
become particularly powerful when vertical temporary hando-
vers are considered to systems with larger channel capacity to 
offload data. Such large capacity systems may exhibit short win-
dows of opportunity due to their limited coverage. 

Most other works at the network layer have focused on the 
routing problem. A well-known technique in this area is geo-
graphic routing (georouting), which takes advantage of geo-
graphic information of nodes (actual geographic coordinates 
or virtual relative coordinates) to move data packets to gradu-
ally approach and eventually reach their intended destination. 
In its most basic form, given a destination ,d  a node i  with 
neighbors Ni  will choose to forward data to a neighbor closest 
to the destination: 

.arg minj x x*

j
j d

Ni
= -

!
(8)

Recently, georouting has gained considerable attention, as it 
promises a scalable, efficient, and low-latency solution for infor-
mation delivery in wireless ad hoc networks. For a comprehen-
sive survey of the existing literature on georouting, investigating 
how location information can benefit routing, we refer to [21]. 

Georouting is mainly limited due to two factors: it is sensi-
tive to localization errors and it does not exploit CQM, favoring 
latency (measured in this context in terms of progress toward 
the destination) over throughput. The first issue is investigated 
in [22], where it is shown that georouting quickly degrades as 
location information becomes imprecise. More robust routing 
mechanisms are proposed, combining progress toward the des-
tination with an error measure in the locations. The second is-
sue is treated in [23] and [24]. In [23], where positions are 
mapped to a CQM, a centralized routing algorithm aims to max-
imize end-to-end flow. The mismatch between the estimated 
and true channels is mitigated using a distributed algorithm, 
whereby nodes locally adjust their rate, but not the routes. 
While [23] no longer directly optimizes progress toward the 

destination, [24] considers both 
throughput and latency in a fully 
distributed manner. In [24], the net-
work consists of power-constrained 
nodes that transmit over wireless 
links with adaptive transmission 
rates. Packets randomly enter the 
system at each node and wait in 

output queues to be transmitted through the network to their 
destinations. The data flows from source to destination accord-
ing to the enhanced dynamic routing and power control 
(EDRPC) algorithm, which is proven to stabilize the network 
with a bounded average delay. In EDRPC, each of the N  nodes in 
the network maintains N  queues, Q( )

i
d  denoting the queue at 

node i  with stored information destined to node d  (note that 
Q 0( )

d
d
=  for all destinations). Each link, say ( , ),i j  locally decides 

the destination to serve, such as  

,arg maxd Q Q* ( ) ( )
ij i

d
j
d

{ , , }d N1
= -

f!

u u^ h (9)

where ,Q Q V( ) ( ) ( )
i
d

i
d

i
d

= +u  in which V 0( )
i
d
$  is a design parameter. 

When ,V 0( )
i
d
= ,i6  the destination with the largest backlog will 

be served over link ( , ) .i j  Setting the values ,V f x x( )
i
d

i d= -^ h

where (·)f  is a monotonically increasing function will incentivize 
data to flow toward the geographic position of the destination 
(i.e., given equal backlogs, the destination will be chosen that 
max imizes j ,f fx x x xi d d- --^ ^h h  f avor ing  smal l 

.x xdj - h  Following the choice of ,d*
ij  EDRPC performs a (cen-

tralized) power allocation for each link, leading to an allowable 
rate per link. Finally, each node i  will serve destination d*

ij  over 
link ,i j^ h with an amount of data at the allowable rate and thus 
reduces its queue length .Q( )

i
d*

i

The focus in [22]–[24] is on relatively static networks, 
where there are no drastic topology changes. In certain appli-
cations, such as vehicular networks, this assumption is no 
longer valid, as is treated in [25] and [26]. In [25], the use of 
mobility prediction to anticipate topology changes and per-
form rerouting prior to route breaks is considered. The 
mobility prediction mechanism is applied to some of the 
most popular representatives of the wireless ad hoc routing 
family, mainly an on-demand unicast routing protocol, a dis-
tance vector routing protocol, and a multicast routing proto-
col. Routes that are the most stable (i.e., routes that do not 
become invalid due to node movements) and stay connected 
longest are chosen by utilizing the mobility prediction. The 
mobility characteristics of the mobile nodes are taken into 
account in [26], and a velocity-aided routing algorithm is 
proposed, which determines its packet forwarding scheme 
based on the relative velocity between the intended forward-
ing node and the destination node. The routing performance 
can further be improved by the proposed predictive mobility 
and location-aware routing algorithm, which incorporates 
the predictive moving behaviors of nodes in protocol design. 
The region for packet forwarding is determined by predicting 
the future trajectory of the destination node. 

WITH MORE DEVICES
COMMUNICATING WITH EACH

OTHER, SCALABILITY, EFFICIENCY, 
AND LATENCY ARE IMPORTANT

CHALLENGES IN DESIGNING
EFFICIENT PROTOCOLS FOR MAC.
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We clearly see that at the network and transport layer, har-
nessing location information appropriately can aid in reducing 
overhead and latency, while offering scalable solutions, even for 
highly mobile networks. In such networks, location information 
also plays an important role in the higher layers, as we will 
detail next. 

HIGHER LAYERS
At the higher layers, location infor-
mation will naturally be critical to 
provide navigation and location-
based services. While we do not aim 
to provide a complete overview of 
such services, we briefly detail sev-
eral applications of importance in 
the context of 5G networks. 

First, we have classical context awareness, which finds nat-
ural applications in location-aware information delivery [27] 
(e.g., location-aware advertising) and multimedia streaming 
[28]. For the latter application, [28] tackles the problem of 
guaranteeing continuous streaming of multimedia services 
while minimizing the overhead involved, by capturing corre-
lated mobility patterns, predicting future network planning 
events. A second class of applications is in the context of intel-
ligent transportation systems. Several car manufacturers and 
research centers are investigating the development of interve-
hicle communication protocols. In this context,  [29] focuses 
on the problem of providing location-aware services (e.g., traf-
fic-related, time-sensitive information) to moving vehicles by 
taking advantage of short-range, intervehicle wireless com-
munication and vehicular ad hoc networks. Location informa-
tion is also critical for autonomous vehicles to coordinate 
and plan the vehicle’s actions with respect to the environ-
ment and current traffic conditions (see Figure 7). Highly 
related are the tactile Internet [2] and other mobile cyber-
physical systems, such as groups of unmanned aerial vehicles 
or robots [8], where localization and communication are 
closely intertwined. 

Finally, location information also has implications in the 
context of security and privacy. For example, [30] studies the 
management of encryption keys in large-scale clustered sen-
sor networks. In particular, a novel distributed key manage-
ment scheme is proposed that reduces the potential of 

collusion among compromised 
sensor nodes by factoring the geo-
graphic location of nodes in key 
assignment. In [6], location infor-
mation is utilized to detect worm-
hole attacks, which disrupt the 
network topology, as perceived by 
the benign nodes. 

While we have focused on exist-
ing applications, we can expect 
novel, unforeseen location-based 

services in 5G networks, following us at all times, anticipating 
our needs, and providing us with information when and where 
we need it. With this comes a number of risks related to security 
and privacy, which should be addressed explicitly. 

RESEARCH CHALLENGES AND CONCLUSIONS
Fifth-generation mobile and wireless communication systems will 
require a mix of new system concepts to boost spectral efficiency, 
energy efficiency, and the network design. There are many open 
issues to be addressed before these systems will be able to enter the 
market. In the following, we focus our attention on challenges 
related to the use of location information in 5G networks. 

■ Achieving location awareness: Throughout this article, we 
have assumed accurate location information is available. 
However, to realize the predicted position accuracies, signifi-
cant signal processing challenges must be addressed so that 
seamless and ubiquitous localization can be made possible. 
The challenges include 1) handover, fusion, and integration 
of different positioning technologies; 2) coping with errors 
due to harsh propagation environments and interference; and 
3) decentralization and reduction of complexity. In addition, 
5G technologies themselves may have tight interactions with 
positioning. For example, millimeter wave systems may 
require accurate user tracking through BF; novel waveforms 
such as those used in filter bank multicarrier have relaxed 
synchronization demands, and may therefore reduce time-
based positioning accuracy. 
■ Ad hoc networking: In ad hoc and certain machine-to-
machine (M2M) networks, availability of a CQM database is 
questionable. In addition, accessing the database would require 
a preexisting communication infrastructure. Hence, distributed 
databases (or database-free methods) may be required in such 
networks, to capitalize on location awareness. The construction, 
maintenance, and exploitation of these databases will rely on 
distributed signal processing and deserves further study. Loca-
tion knowledge can also be leveraged to find low-latency control 
and data paths in ad hoc networks, enabling wireless control 
systems. The appropriate storage, utilization, and combination 
of location-based with pilot-based CQM is an open issue. 

[FIG7] The use of location information in intelligent 
transportation systems. After self-positioning, the vehicles 
become aware of each other through wireless communication 
and are able to avoid an accident. 

FIFTH-GENERATION MOBILE
AND WIRELESS COMMUNICATION

SYSTEMS WILL REQUIRE A MIX 
OF NEW SYSTEM CONCEPTS TO
BOOST SPECTRAL EFFICIENCY, 
ENERGY EFFICIENCY, AND THE

NETWORK DESIGN.
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■ Signaling overhead: While 
the ratio of signaling overhead 
with respect to data payload is 
generally increasing, this is 
particularly apparent in M2M
and Internet of Things signal-
ing, as the typically used proto-
cols are inefficient for such 
traffic. Even in combination with location awareness, 
overhead will be a major bottleneck, and dedicated repre-
sentation and compression mechanisms as well as local-
ized protocols need to be designed. The choice of CQM also 
plays an important role as more precise information can 
yield better gains, but at costs in terms of complexity, 
robustness, and overhead. 
■ Spatial channel modeling: The wide variety of use cases 
requires a flexible and robust inference engine. GPs, as pre-
sented earlier, are a promising candidate, but they are faced 
with challenges in terms of storage and computational com-
plexity. Sparsifying techniques to build and maintain the 
database, decentralized processing, as well as structured 
approaches in the prediction are among the main signal pro-
cessing challenges. In addition, various sources of uncer-
tainty must be accounted for explicitly in the GP framework 
(e.g., in terms of the position), as well as inherent nonstation-
arities in the channel statistics. Yet another challenge is to 
keep the database of the different CQMs updated and syn-
chronized. The updates may be delivered by different 5G 
radio devices and could drive the synergy between the differ-
ent radio types, such as M2M or mobile radio devices. Com-
pared to today’s drive tests, the autonomous refinement of 
network resources would allow to increase the coherence 
time of the database content. 
■ PHY/MAC/NET layers: Location information can be 
exploited in a number of ways, both through databases and 
channel modeling, as well as more directly at the PHY/MAC/
NET layers. An important challenge is to identify the right 
tradeoff between relying on location-based information and on 
pilot-based CQM information. A second challenge involves the 
amount of centralized versus decentralized processing. An 
open question on the network level is how to best utilize loca-
tion information for identifying when network-assisted device-
to-device communication is beneficial and aiding neighbor 
discovery. Finally, the issue of energy-efficiency deserves fur-
ther study. For example, location information could be used to 
decide when to power down certain small cell base stations. 
■ Higher layers: In 5G networks using location information, 
there are great possibilities for resource allocation (power, 
bandwidth, rate) based on prediction of user behaviors/trajec-
tories, predicted load levels at various network nodes, chan-
nel statistics, and interference levels (previously stored in 
databases, for example). Some initial research has been done, 
but there is a large space for designing completely new algo-
rithms and solutions. In addition, sharing location informa-
tion raises important privacy and security issues. Secure and 

private computing in a location-
aware context are promising, but 
they pose technical challenges in 
which signal processing can aid in 
masking and hiding information 
and in developing attack-resistant 
algorithms and protocols.

In summary, location awareness 
bears great promise to the 5G revolution, provided we can 
understand the right tradeoffs for each of the possible use cases. 
In this article, we have given an overview of how location aware-
ness can be leveraged across the different layers of the (tradi-
tional) protocol stack, and we highlighted a number of 
important technical challenges. 
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The Origins of Miniature Global Positioning 
System-Based Navigation Systems

F
or the past decade or so, the 
Navigation Signal Timing and 
Ranging Global Positioning Sys-
tem (NAVSTAR GPS) has been 
synonymous with personal navi-

gation. We find GPS in our smartphones, 
tablets, cars, aircraft, and boats. But how 
did it get that way? The U.S. Department 
of Defense (DoD) established the NAV-
STAR GPS Joint Program Office (JPO) 
(GPS JPO) in 1973 to make the GPS a 
military and civilian reality [1]–[3]. How-
ever, its receivers were large and heavy 
and not very attractive to military and 
civilian personnel without vehicles. It 
wasn’t until the mid-1980s that minia-
ture GPS receiver (GPSR) and inertial 
navigation system (INS) technologies 
came into being, whose architectures 
became the standards for both the mili-
tary and commercial precise navigation 
markets after the 1991 Desert Storm 
military campaign [4]. 

The reason for this remarkable change
was the Miniature GPS Receiver (MGR) 
program, circa 1985, managed by the 
Defense Advanced Research Projects 
Agency (DARPA) [4]–[7]. The fear of GPS 
jamming led DARPA to initiate a compan-
ion program in 1988, called the GPS 
Guidance Package (GGP). Using a Kalman 
filter (KF), GGP tightly coupled its MGR 
with a navigation-grade miniature inertial 
measurement unit (MIMU) for precise 
navigation in electromagnetic interfer-
ence (EMI) conditions [5]–[7]. These two 
programs are the topic of this article. 

Early in 1983, the primary military 
GPSR developed by the GPS JPO was 
Receiver IIIa. Receiver IIIa was to serve as 

the core capability for deployment to a 
variety of DoD (powered) platforms: ships, 
planes, trucks, etc. Also at that time, the 
U.S. Army was sponsoring development of 
a (large) battery-operated “Man Pack” 

GPSR that would be of a size similar to a 
WWII Company/Platoon level, man porta-
ble tactical network radio. Unfortunately, 
the resulting Man Pack receiver was cum-
bersome and heavy (~50 lb), further bur-
dening a soldier or Marine with his 
backpack, rifle, and helmet. 

 Dr. Sherman Karp, a program man-
ager in DARPA’s Strategic Technology 
Office, approached Dr. Anthony Tether, the 
office director in early 1983, to present his 
idea to develop a handheld “all-digital” 
GPSR to include military, cryptographic 
precision capability (P-Code). Specifically, 
the MGR would exploit both very high-
speed integrated circuit (VHSIC) signal 
processing and hybrid analog/digital radio-
frequency (RF)/intermediate frequency 
(IF) monolithic microwave integrated cir-
cuit (MMIC) components. When Dr. 
Tether asked just how small this new 
receiver would be, Dr. Karp grabbed a pack 
of Virginia Slims cigarettes off a nearby 
desk and said it would fit inside the box 
(100 cc). So, DARPA’s MGR program was 
born (unofficially, MGR was called Vir-
ginia Slims). At the same time, the U.S. 
Marine Corps (USMC) had decided that 
the Man Pack GPSR would be too large to 
meet its needs. After learning of the 
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[FIG1] The MGR architecture.

THE U.S. DEPARTMENT
OF DEFENSE ESTABLISHED
THE NAVSTAR GPS JOINT
PROGRAM OFFICE IN 1973 
TO MAKE GPS A MILITARY 

AND CIVILIAN REALITY.
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DARPA MGR effort, the USMC came to 
DARPA in late 1983 with a formal require-
ment for a miniature GPSR.

The MGR program began with five 
defense contractors competing for a hard-
ware development contract, and of those 
five, only Rockwell Collins went on to the 
fabrication and testing the MGR. After Dr. 
Karp retired in 1986, Neil Dougherty 
stepped into the MGR leadership position 
at DARPA. Dougherty left in late 1987, and 
Dr. Larry Stotts became the MGR pro-
gram manager [5]–[7] and led the effort 
to its very successful completion in 1991 
[4]. He also persuaded DARPA to start the 
GGP program taking the program 
through its initial development [5]–[7]. 
At DARPA, when Dr. Stotts was assigned 
new responsibilities, Lt. Col. Beth Kaspar 
replaced him and continued GGP devel-
opment to successful flight testing on a 
Navy combat F-18C fighter jet in late 
1996. Finally, Steven Welby at DARPA 
completed the GGP program circa 2000.

Rockwell Collins achieved several major 
technical breakthroughs in the MGR: 1) 
the first hybrid analog/digital, GaAs MMIC 
chip, 2) the first “all-digital” GPSR (except 
for the MMIC RF/IF front end) having 
secure, precision military P-Code security 
encryption, and 3) the first all-ADA GPSR 
software. Figure 1 shows the MGR func-
tional layout and chip partitioning. 

After successfully passing all the 
required tests, the MGR was transitioned to 
the GPS JPO, and its productization 
resulted in the PLGR in 1990—20,000 
PLGRs were procured by the U.S. Army at 
US$1,700 per unit, a factor of three less than 
the MGR price goal. Figure 2 is a photo of 
the PLGR; it shows the five-channel PLGR 
version in (a) and its one-channel predeces-
sor in (b). Selected MGR chip parts also 
were used in the Tomahawk Land Attack 

Missile, Conventional guidance system, in 
the Miniature Airborne GPS Receiver 
(MAGR), two space-borne MGR receivers 
launched into space, and in a program for 
material tracking. Today, the more modern 
Defense Advanced GPS Receiver (DAGR) 
has replaced the PLGR in the military. 

The key characteristics of the MGR chip 
set are summarized in Table 1. Subsequent 
Silicon (Si) technology improvements 
increased DSP chip density and clock rate, 
lowered power drain, and increased, to 
over four the number of GPS signal chan-
nels processed simultaneously. Initially, Si 
speed had not progressed to where amplifi-
cation of the GPS L-band signals was possi-
ble. Consequently a Gallium arsenide 
(GaAs) MMIC was needed. With the con-
tinuing increase in Si clock rate to over 
2 GHz, the GaAs MMIC was replaced by a 
lower-cost Si MMIC. This early progress in 
miniature GPSR compared to the JPO’s 
IIIa receiver is summarized in Table 2.

The MGR GaAs MMIC was high risk. 
Both analog (RF/IF) and digital (A/D) cir-
cuitry were placed on one large, 
commonly foundered, GaAs chip. The 
high frequency A/D sampling output, at 
relatively large voltage, needed to be 
electrically isolated from the very sensi-
tive RF input amplification stages.

The other feature of the MGR was its 
all-digital signal processing of the GPS 
10 MHz security encryption (P-Code). 
Additionally, the MGR was the first GPSR 
to employ a very low power, microproces-
sor on a chip to do the navigation compu-
tations and manage the MGR functionality 
modes (including display and user inter-
face) and resources. Needing military GPS 
code security, the MGR had to employ an 
existing GPS security certified part, i.e., 
two auxiliary onboard chips (AOCs) that 
put considerable pressure on the rest of the 
MGR parts to meet the 100 cc volume goal.

Once synchronized to a set of four or 
more received GPS radio navigation sig-
nals, the GPSR maintains track of these 
signals over time. After processing the 
received GPS signals in combination with 
the broadcasted GPS system data, the 
GPSR provides output measurements P, V,
and t of user position and velocity (P and
V are three-dimensional vectors) to an 

(a) (b)

[TABLE 1] THE MGR CHIP SET SUMMARY.

CHIP TYPE DEVICE COUNT DIMENSIONS (in) IMPLEMENTATION TECHNOLOGY POWER (mW)
RF/IF TRANSLATOR L-BAND 300–400 0.200 × 0.240 GaAs MMIC 1,700
GPS DSP 10 Msamples/s 20,000 0.185 × 0.220 1.25-μm VHISC COMPLEMENTARY

METAL–OXIDE–SEMICONDUCTOR (CMOS)
90

MULTIFUNCTION INTERFACE CHIP 29,000 0.370 × 0.370 1.6-μm BULK CMOS 20
RECEIVER MANAGEMENT MICROPROCESSOR 60,000 0.214 × 0.261 2-μm BULK CMOS 80
FREQUENCY SYNTHESIZER 600–700 0.250 × 0.250 BIPOLAR SILICON 500
TOTAL POWER 2,390

[FIG2]  (a) The next-generation version 
DAGR of the (b) Precision Lightweight
GPS Receiver (PLGR). (Image courtesy 
of Rockwell Collins and used with 
permission.)

AFTER SUCCESSFULLY 
PASSING ALL THE 

REQUIRED TESTS, THE 
MGR WAS TRANSITIONED

TO THE GPS JPO, AND
ITS PRODUCTIZATION

RESULTED IN THE 
PLGR IN 1990.
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accuracy well under 10 m and 0.5 m/s 
every 20 ms (with a time of validity accu-
rate to 1 sn  or better). Finally, the naviga-
tion frame of reference that the GPS 
employs is the Earth centered, Earth fixed 
frame (ECEF) (ECEF is fixed to and 
rotates with the Earth) known as WGS-84. 

As the MGR development showed 
promise, DARPA initiated the GGP devel-
opment. Specifically, DARPA developed 
the first miniaturized, navigation-grade, 
interferometric, fiber-optic gyroscopes and 
silicon accelerometers, using three of each 
to form a precision INS. This unit then 
was integrated with the MGR to create an 
embedded GPS/INS (EGI). The INS calcu-
lated the resulting position, velocity, and 
acceleration from the various components 
data streams using KF, and used the MGR 
to correct any bias and other errors. This 
form of processing is known as tight 
coupling [8], [9]. GGP was the first to 

demonstrate a navigation-grade, tight-
coupled GPS/INS. The MGR carrier-loops 
used precisely time-tagged velocity aiding 
provided by the MIMU, and the MIMU sen-
sor error bias-drift was reduced by the 

MGR position solutions. Size (<300 in3)
and weight (25 lb) goals were met, as was 
the goal for inertial navigator perfor-
mance of less than 0.5 nautical mile per 
hour. Litton Industries was the INS and 
integration contractor on the effort, and 
Rockwell Collins provided the MGR. 
Figure 3 shows the GGP unit [10]. 

The GGP was successfully flight tested 
at the Patuxent Naval Air Station 26 
November–17 December 1996 on a high 
dynamic (7g) F/A-18C fighter jet as part of 
the F-18 Special Project Office’s EGI com-
petition. However, its productization did 
not occur until the prime contractor, Lit-
ton Industries [now Northrop Grumman 
Corporation (NGC)], created its family of 
GPS/INSs to sell to the military and com-
mercial world [10], [11]. The first system 
out of the box was the LN-251, which NGC 

stated “resulted from a DARPA-funded proj-
ect (i.e., GGP) to produce the next genera-
tion of navigation-grade inertial system 
that would provide the smallest volume, 
lowest weight, lowest power consumption, 
and highest system reliability compared to 
any other approach using alternate tech-
nologies such as mechanical or ring laser 
gyros” [10]. The first military transition 
occurred in October 2002, when the Turk-
ish Army became the first large purchaser 
of LN-270s, another GGP-based product. 
(Northrop-Grumman produced the LN-270 
with its partner company ASELSAN of 
Ankara, Turkey.) On 9 January 2006, the 
U.S. Air Force selected NGC’s newest fiber 
optic gyro INS at the time, the LN-260, also 
GGP derived, as the avionics upgrade for 
the F-16 Multinational Fighter Program 
aircraft fleet. 

In summary, DARPA had a strong 
role in the development of precise MGR 
and MGR/INS equipment, and its legacy 
is still seen today.
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[FIG3] The GPS Guidance Package 
(Image courtesy of [9], used with 
permission.)

DARPA HAD A 
STRONG ROLE IN THE 

DEVELOPMENT OF PRECISE 
MGR AND MGR/INS 

EQUIPMENT, AND ITS
LEGACY IS STILL 

SEEN TODAY.

[TABLE 2] THE EVOLUTION OF MILITARY GPSRS USING P(Y) CODES.

GPSR IIIA DARPA MGR PLGR GPS GUIDED
DEVELOPMENT STARTS 1982 1991 1993 BOMB GPSR

1995
RF/IF/AD DISCRETE GaAs MMIC GaAs MMIC Si MMIC
CORRELATOR ANALOG DIGITAL VHISC DIGITAL ASIC DIGITAL ASIC
SECURITY PPS/SM PPS/SM PPS/SM

SINGLE CHANNEL MULTICHANNEL MULTICHANNEL MULTICHANNEL
AOC AOC AOC AOC

CAPABILITY
FREQUENCIES L1 AND L2 L1 OR L2 L1 ONLY L1 AND L2

USER SELECTABLE
NUMBER OF CHANNELS FIVE TWO FIVE 12
NAVIGATION PROCESSING PARALLEL SEQUENTIAL PARALLEL PARALLEL
SIZE:
VOLUME (in3)

9,600 6.1 (100 cm3) 90 20

WEIGHT (lb) 36 <4 <1
POWER (W) 110 2.5 5 <3
PRODUCT YEAR 1982 1988 1993 1998
QUANTITY 3,000+ TWO PROTOTYPES 200,000+ 40,000+
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Center module. The outputs of this mod-
ule are two images, the initial image inter-
polated and the linearly adjusted image 
after interpolation.

The Find Center module attempts to 
more accurately locate the cell’s center. It 
finds the center of the cell by converting 
input images into binary image and count-
ing the number of nonzero pixels in each 
row and column. The module processes 
the two output images from the Interpola-
tion module and averages both to identify 
the center point. This is done to improve 
accuracy as specular noise can affect the 
results of either in-put. The Find Center 
module transforms these images into 
binary images by adaptively thresholding 
at different intensity values to separate the 
inner cell area and cell wall.

At the last stage, the system determines 
morphological properties of the cell using 
the interpolated image and its correspond-
ing center point. It converts the resized 
image from Cartesian coordinates into 

polar coordinates. The darkest pixels found 
on a line from the cell center at each angle 
are considered the cell wall.

The researchers found that they 
obtained significantly faster performance 
with the FPGA than with GPU. The 
result didn’t come as a total surprise, 
since FPGAs, unlike GPUs, can be cus-
tom-tailored to match the algorithm. 

While designing the FPGA the 
researchers carefully studied each step 
and made changes designed to enhance 
efficiency and performance. Kastner 
notes that when mapping to custom 
hardware, it’s important to balance algo-
rithm complexity against result accu-
racy. “Algorithms incorporating a large 
number of decisions points, or that have 
to make multiple passes over the data, 
can lead to a slow and inefficient FPGA,” 
he says. 

Still, when correctly implemented, an 
FPGA can be used to perform operations 
at stunning speeds (the UCSD algorithm 

needs fewer than 500 μs to detect a cell 
and calculate its radius).

The researchers’ ultimate goal is to 
analyze cell properties in real time and 
then use the information to accurately sort 
the cells. To achieve this capability, the 
sorting decision must be made in fewer 
than 10 ms. With the new approach prom-
ising sorting rates as low as 11.94 ms that 
target is now tantalizingly close. 

Kastner is optimistic that the new tech-
nology will eventually be used in wide range 
of clinical applications. “This has to poten-
tial to lead to numerous breakthroughs,” he 
says. “We are collaborating with UCLA and 
their industrial partners to commercialize 
the technology.”

AUTHOR
John Edwards (jedwards@johnedwards
media.com) is a technology writer based in 
the Phoenix, Arizona, area.

[SP]

[special REPORTS] (continued from page 11)
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Teleimmersive Audio-Visual Communication 
Using Commodity Hardware 

N
atural human communica-
tion involves complex 
visual and audio behavior, 
and often context and joint 
interaction with the sur-

rounding environment, to create a rich 
and satisfying experience. However, 
widely used virtual meeting systems 
such as WebEx and Skype still provide 
rather limited functionalities and hardly 
maintain the experience of an in-person 
meeting. In particular, traditional sys-
tems lack a sense of colocation and 
interaction as in a face-to-face meeting 
due to the separate displays of remote 
participants and poor integration with 
the shared collaborative contents. As a 
result, teleimmersive (TI) systems that 
aim to provide natural user experiences 
and interaction have attracted increasing  
research interest [1]. High-end telepres-
ence products such as Cisco TelePres-
ence or HP’s Halo were expressly 
designed to create the perception of 
meeting in the same physical space. But 
to achieve such an experience, these sys-
tems require a proprietary installation 
and high setup costs. Recently, some 
three-dimensional (3-D) TI systems have 
been developed to enhance remote col-
laboration by merging remote partici-
pants into the same 3-D virtual space 
[2]–[4]. However, these systems still fall 
short of simulating a face-to-face collabo-
ration with the presence of shared con-
tents. Also, the required bulky and 
expensive hardware with nontrivial cali-
bration and setup hinders their wide adop-
tion. With the wide availability of low-cost, 
commodity computing devices with 
embedded video cameras, microphones, 

and ubiquitous Internet access adequate 
for real-time media, the dream of high-
quality TI communication should finally 
be within our reach.

Achieving the dream of natural inter-
active communication at a distance with 
low-cost personal computing devices 
presents several new challenges that 
high-cost, dedicated systems can avoid. 
Since (unlike the Halo system with its 
dedicated, carefully purpose-designed 
physical environment, acquisition and 
display hardware, and dedicated network 
communication link) such a system may 

be used in any distracting environment 
and background, so a commodity tele-
presence system must detect and segment 
the user(s) from any type of background 
scene. It must also successfully and reli-
ably do so with any common camera 
device in any variety of illumination con-
ditions without prior calibration. Since 
the communication must utilize the 
Internet, it must be robust to network 
bandwidth variations, latency, and tempo-
rary dropouts, and the data must be effi-
ciently compressed into a low bandwidth. 
We also desire to the ability to enable 
multiparty participation and interaction 
with virtual electronic objects such as 
presentations or imagery. A natural and 
high-quality audio experience is critical to 
achieve a sense of truly “being there,” as 
well as to enable users to parse a complex 

scene to know who is speaking and when, 
so the audio should maintain a correct 
3-D spatial rendering and remove back-
ground noise and interference. Finally, all 
of these elements must be seamlessly 
integrated in a system of low enough 
computational complexity to operate in 
real time on commodity hardware.

In this column, we present a real-time 
immersive telepresence system for enter-
tainments and meetings (ITEM) based 
on a low-cost, flexible setup (e.g., a Web-
cam and/or a depth camera and a desk-
top/laptop connected to the Internet). 
The system puts remote participants into 
the same virtual space and seamlessly 
integrates them with any shared con-
tents for a more natural person-to-per-
son interaction. With the addition of a 
depth camera and a low-cost micro-
phone array, ITEM supports spatialized 
3-D audio, active speaker detection, and 
gesture-based controls to reproduce 
nonverbal signals and interactions with 
the shared contents in an intuitive and 
effective manner. The key points of ITEM 
are highlighted in Table 1 compared to 
existing TI solutions.

The remainder of this column describes 
a complete design and implementation of 
such a system by addressing the chal-
lenges and key components in the whole 
pipeline of media processing, communica-
tion, and display. 

SYSTEM OVERVIEW
Our focus is on the system aspects in 
building such a lightweight practical TI 
system that maximizes the end-user 
experience, optimizes the system and 
network resources, and enables a variety 
of TI application scenarios. We consider 
major practical requirements in our 
design to build a system that supports 

THE DREAM OF 
HIGH-QUALITY TI 
COMMUNICATION

SHOULD FINALLY BE
WITHIN OUR REACH.
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multimodality (audio/video, shared con-
tents), scalability for a large number of 
participants and concurrent meetings, 
flexibility in a system setup [two-dimen-
sional (2-D) color Webcam and/or 3-D 
depth camera], and desirable functional-
ity to best suit different application con-
texts. As an end result, we present several 
interesting applications and user experi-
ences created by ITEM. Figure 1(a) gives 
an overview of the ITEM system, where 
only the pair of a sender and a receiver is 
shown for simplicity. At the sender site, a 
commodity Webcam (or a depth camera) 
captures a live video stream, which is pro-
cessed with our video object cutout tech-
nique to segment out object A in real 
time. The foreground object stream is 
then encoded using chroma key-based 
object coding prior to transmission over 
the Internet, reaching the receiver site 
under the management of an enhanced 
video delivery scheme. After decoding the 
video object, a clean segmentation map 
recovery method is applied to reconstruct 
a clean foreground segmentation map, 
which would otherwise contain boundary 
artifacts caused by compressing object 
video with background chroma keying. 
Finally, the user has a range of options on 
how to compose the final video to be dis-
played. He or she can choose to merge 
his/her own object video into the final 
frames, while the background (e.g., slides, 
photos) can be selected either from the 
local store, or streamed dynamically from 
the Internet as shared resources. In a 
group teleconferencing scenario, a 

low-cost compact microphone array is 
used to provide 3-D audio capture and 
reproduction as well as active speaker 
detection and tracking. The new commu-
nication experiences and compelling 
functionalities created by ITEM can be 
seen in a video on YouTube (http://youtu.
be/cuRvXcLUIR4). For all technical 
details and quantitative evaluation of our 
technologies and the comparison with 
other existing approaches, we refer read-
ers to a technical report [8].

VIDEO OBJECT CUTOUT
Video object cutout is essential to enable 
the immersive experience in the ITEM sys-
tem. Assuming that the background is 
known and the Webcam is static, we have 
developed a practical solution for seg-
menting a foreground layer in real time 
from a live video captured by a single Web-
cam. Though this assumption appears 
somewhat constrained, a good solution 
can be widely deployed and it enables the 
aforementioned exciting systems with no 
additional cost. In fact, segmenting the 

foreground layer accurately from a com-
plex scene where various changes can hap-
pen in the background is still rather 
challenging. Compared with state-of-the-
art segmentation techniques, our technol-
ogy has the following advantages: 1) 
reliable segmentation with high accuracy 
under challenging conditions, 2) real-time 
speed [18–25 frames per second (FPS) for 
video graphics array (VGA) resolution, 
14–18 FPS for high-definition (HD)-reso-
lution] on a commodity hardware such as 
a laptop/desktop, and 3) ease of use with 
little or no user intervention in the initial-
ization phase. Based on a unified optimiza-
tion framework, our technology 
probabilistically fuses different cues 
together with spatial and temporal priors 
for accurate foreground segmentation. In 
particular, the proposed technology con-
sists of two major steps, i.e., layer estima-
tion and labeling refinement. When a 
depth camera is available, the current 
framework can also be automatically con-
figured to utilize the important depth 
information for more reliable inference, 
while leveraging several other key compo-
nents also shared by the Webcam-based 
object cutout flow. Figure 1(b) and (c) 
shows foreground segmentation results 
using different setups (e.g., with/without 
using a depth camera) under challenging 
test conditions. 

OBJECT-BASED CODING
Separate coding and delivery of meaningful 
foreground objects decomposed from cap-
tured signals is also crucial in TI systems. 

[TABLE 1] A COMPARISON BETWEEN AN ITEM AND THE EXISTING VIDEO TELECONFERENCING SOLUTIONS.

SOLUTIONS SETUP COST HARDWARE NETWORK AUDIO/VIDEO QUALITY QUALITY OF EXPERIENCE

HIGH-END TELEPRESENCE 
(CISCO, HP’s HALO)

EXTREMELY 
HIGH

DEDICATED SETUP,  
PROPRIETY HARDWARE

DEDICATED
BANDWIDTH

LIFE-SIZE VIDEO QUALITY,  
STUDIO ROOM QUALITY

IMMERSIVE ILLUSION,
PERIPHERAL AWARENESS

NTII [2], TEEVE [3], BEING
THERE [4]

HIGH BULKY, EXPENSIVE  
3-D CAMERA SETUP,  
BLUE SCREEN

INTERNET2
NETWORK

RELIABLE VIDEO CUTOUT,
LOW 3-D VIDEO QUALITY,  
LOW FRAME RATE,
STANDARD AUDIO

3-D IMMERSIVE RENDERING,
BODY INTERACTION AND
COLLABORATION

2-D TI SYSTEMS (VIRTUAL
MEETING [5], COLISEUM [6], 
CUTE CHAT [7])

LOW STANDARD PCs—AUDIO,
VIDEO PERIPHERALS,
MULTIPLE CAMERAS
(IN COLISEUM)

INTERNET UNRELIABLE VIDEO
CUTOUT, LOW VIDEO
RESOLUTION, LOW FRAME 
RATE, STANDARD AUDIO

IMMERSIVE DISCUSSION,
WITHOUT SUPPORTING NONVERBAL
SIGNALS/CUES AND
COLLABORATION

STANDARD VIDEO
CONFERENCING (SKYPE)

LOW STANDARD PCs—AUDIO,
VIDEO PERIPHERALS

INTERNET MEDIUM-TO-HIGH VIDEO 
QUALITY, STANDARD AUDIO

NONIMMERSIVE, WITHOUT
NONVERBAL COLLABORATION

ITEM LOW STANDARD PCs—AUDIO,
VIDEO PERIPHERALS,
DEPTH CAM (OPTIONAL),
MICROPHONE ARRAY

INTERNET ROBUST, RELIABLE CUTOUT,
SUPPORT HD RESOLUTION
HIGH FRAME RATE, SPATIAL
AUDIO, SPEAKER DETECTION

IMMERSIVE, NATURAL
CONVERSATION WITH
NONVERBAL COLLABORATION

SEPARATE
CODING AND DELIVERY

OF MEANINGFUL 
FOREGROUND OBJECTS

DECOMPOSED FROM
CAPTURED SIGNALS

IS ALSO CRUCIAL 
IN TI SYSTEMS.
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[applications CORNER]continued

This not only facilitates object-based pro-
cessing such as immersive rendering in a 
shared environment but also eases the net-
work traffic by discarding irrelevant back-
ground information. In ITEM, we use an 
efficient object-based video coding using a 

chroma-key-based scheme with a high cod-
ing efficiency H.264 codec, where a 
chroma-key color is used as the back-
ground [9]. A new, fast-mode decision 
method speeds up the encoding process by 
considering the characteristics of real-life 

conferencing videos (e.g., containing sud-
den, complex motion such as hand ges-
tures, facial expressions) to eliminate 
unnecessary coding modes, which reduces 
both the bandwidth and the computational 
requirements by factors of three to four [7], 

[FIG1] An overview of the ITEM system (a) with the key real-time video object cutout technology using (b) a normal Webcam or 
(c) a depth (plus RGB) camera. From left to right: system setup, input video frame, and cutout result. Some video composition 
effects are shown in (d). 

Video Object Cutout
Object-Based
Video Coding

Internet

Video
Transmission

Video A

Object B

Object A

Video
Decoding

Clean Segmentation
Map Recovery

Immersive Video
Composition

Composition B

Local Media
Internet
Media

Site A

Site B

Webcam

Depth Camera

(a)

(b)

(c)

(d)
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[9]. This is important to reduce the com-
plexity of highly computational H.264 
encoder, leaving more central processing 
unit (CPU) resources for other tasks. For 
the incoming object videos, a nonlinear 
neighborhood filter is used in the 
binary mask recovery to attain a clean 
segmentation map by removing speckle 
labelling noise due to video coding quan-
tization artifacts. 

3-D SOUND CAPTURE, 
RENDER, LOCALIZATION
Multiparty TI systems are greatly 
enhanced by spatial sound and the detec-
tion of speakers, especially with multiple 
participants at a single site. Unlike the 
existing systems requiring a large spa-
tially separated microphone array, we 
built a very compact microphone array 
[10], where four collocated miniature 
microphones approximate an acoustic 
vector sensor (AVS) [Figure 2(a)]. This 
AVS array consists of three orthogonally 
mounted acoustic particle velocity gradi-
ent microphones X, Y, and Z and one 
omnidirectional acoustic pressure micro-
phone O, which is referred to as the 
XYZO array. Gradient microphones pro-
vide additional spatial acoustic informa-
tion in the amplitude as well as the time 
difference compared to standard micro-
phone arrays. As a result, the XYZO array 
offers better performance in a much 
smaller size. In this system, we, for the 
first time, deploy and evaluate the XYZO 

array for the 3-D capture and sound 
source localization (SSL) Our 3-D audio 
capture and reproduction utilizes 
beamforming techniques to reconstruct 
each beam through the corresponding 
head-related transfer function (HRTF) to 
emulate human sound localization based 
on the filtering effects of the human ear. 
Meanwhile, 3-D SSL is based on a 
frequency-domain 3-D spatial search to 
estimate direction of arrival (DOA). Inter-
ested readers can refer to [10] and [11] for 
more details.

In group teleconferencing, our system 
not only supports 3-D audio perception 
but also active speaker detection. With 
the addition of a depth sensor, the visual 
content of the active speaker can be accu-
rately tracked and segmented by fusing 
both audio and visual cues. This will 
enable a compelling and effective com-
munication experience by immersively 
rendering the active speaker with the 
shared contents [see Figure 2 (b)] [12].

MULTIPARTY NETWORKING
STRUCTURE
Media data between two clients in ITEM 
are exchanged in a peer-to-peer (P2P)
manner. To provide the scalability, our sys-
tem design supports a mechanism to flexi-
bly specify the transmission structure for 
media data during a session initialization. 
Currently, we support two architectures 
for data transmission among multiple us-
ers: 1) decentralized ad hoc structure for a 

small group meeting, and 2) multicast-
based structure for one-to-many connec-
tions. In the decentralized ad hoc 
structure, we use a node as a designated 
translator, which establishes P2P connec-
tions to other nodes. Each node in a ses-
sion will only transmit data to the 
designated translator, which in turn relays 
the data back to all nodes. The design is 
simple and inexpensive compared with a 
centralized solution with a dedicated mul-
tipoint control unit (MCU), while it avoids 
the computing and bandwidth bottleneck 
with an increased number of concurrent 
sessions. Compared with a full-mesh con-
nection, the uplink bandwidth at each 
node is significantly reduced and indepen-
dent of the number of users, except for the 
translator node. Meanwhile, the multicast-
based structure is used to support a large 
number of passive users (e.g., in e-learn-
ing), where overlay multicast techniques 
are employed, if necessary. The current de-
sign makes it easy to enhance and extend 
the networking capabilities in the future.

SYSTEM DESIGN 
AND IMPLEMENTATION
A modular design approach is used to 
improve reusability, extensibility, and re-
configurability in various application 
contexts. Figure 3 depicts the simplified 
data flows and major components of an 
ITEM client.

The session control manages the ini-
tialization and control of a communication 

Y-Gradient X-Gradient

Z-GradientOmnidirectional

(a) (b)

[FIG2] Speaker detection based on visual cue and localization using our (a) low-cost compact microphone array to enhance the 
communication experience by immersively rendering the active speaker with (b) the shared background.
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[applications CORNER]continued

session including both resource informa-
tion (e.g., media capabilities, transmission 
paths) and process management (e.g., ini-
tiation, termination) by communicating 
with a control server through session con-
trol protocol (SCP).

 The role of the media engine is to pro-
cess both the local media prior to trans-
mission and the incoming media from 
remote users for immersive composition. 
The engine provides seamless audio/video 
communication among users through a
video/audio channel, while shared con-
tents (e.g., documents, media-rich infor-
mation) are processed through a meta 
channel. Object-based video processing 
(e.g., video cutout and object coding) are 
processed within video channel while 
audio channel accommodates 3-D sound 
processing and SSL for spatialized audio 
and speaker detection. To meet the low-
latency requirement and to improve the 
system performance, multithreading 

techniques are employed to independently 
handle different channels and incoming 
data from each remote user. The seg-
mented user objects from different sources 
are merged with shared contents from the 
metachannel in an immersive and interac-
tive manner [Figure 1(d)] through the 
immersive rendering module. While 
refreshing the composed frame upon 
receiving new data from any source is 
desired for low-latency rendering, such a 
rendering strategy will overload the CPU 
usage due to a high rendering frame rate 
incurred. Thus, a master clock is used to 
update and render the composed frame at 
some frame rate (e.g., 30 FPS) without 
introducing any noticeable delay. 

For a more natural interaction with 
the shared contents, the use of a key-
board and a mouse to interact with the 
system should be avoided whenever 
appropriate. With the addition of a depth 
camera, we employ hand gestures to 
interact with the system and provide 
users a comfortable experience through 
the multimodal interaction control mod-
ule. Currently, we support several hand 
gestures to control the shared contents 
(e.g., paging through the slides or chang-
ing the virtual room background). 

The transport channel communicates 
with the session control and media engine 

modules to create an appropriate connec-
tion for data transmission in various chan-
nels based on the transmission architectures 
and data types. The module assigns and 
manages the list of destinations (e.g., 
a remote user address or a multicast 
address, if available). Real-time audio/video 
data is transmitted using real-time trans-
port protocol (RTP) in conjunction with 
real-time transport control protocol 
(RTCP) built on top of user datagram pro-
tocol (UDP) packetization. 

SYSTEM PERFORMANCE
We deployed ITEM to conduct multiparty 
conferencing over the Internet using the 
decentralized ad hoc structure for the 
overall system performance evaluation. 
With the compressed video bit rate of 
500 kbits/s, ITEM can easily support up 
to six participants within a session and 
run comfortably at a real-time speed. The 
typical end-to-end latency is reported in 
Table 2. We also measured the total CPU 
usage of about 35–40% (about 15% for 
video object cutout, 10% for video cod-
ing/decoding and rendering, 10% for 
other tasks). With an increased number 
of participants in a session, we observed 
about a 10–15% increase in CPU work-
load [for ten connections over the local 
area network (LAN) that is consumed by 

Video
Channel

Meta
Channel

Audio
Channel

Immersive Rendering Audio
Mixer

Control Server
SC

P SCP

Remote ITEM Clients

Session
Control

Media Engine

User Interface

Multimodal
Interaction

Control

Transport Channel
TCP/UDP-Multicast/Unicast

ITEM ClientData

[FIG3] The simplified diagram of the key components of an ITEM client and the main data flow in the ITEM system architecture. 

[TABLE 2] AN ANALYSIS OF LATENCY
(MS).

VIDEO OBJECT CUTOUT
VIDEO OBJECT ENCODING 
NETWORK (JITTER, RELAY, ETC.)
RENDERING AND DISPLAY

38–54
24–38
28–43
12–30

END-TO-END LATENCY 102–165

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

Previous Page | Contents | Zoom in | Zoom out | Front Cover | Search Issue | Next Page q
q
M

M
q

q
M

M
qM

THE WORLD’S NEWSSTAND®

http://www.signalprocessingsociety.org
http://www.qmags.com
http://www.signalprocessingsociety.org
http://www.qmags.com


IEEE SIGNAL PROCESSING MAGAZINE [123] NOVEMBER 2014

the decoding and rendering processes]. 
The results show that our system has 
better scalability compared with [4], 
where almost 100% of the CPU is utilized 
for only about three participants, leading 
to a significantly lower frame rate with 
more participants.

In the case of group conferencing with 
multiple participants at a site, we observed 
that the 3-D SSL module could detect the 
angle of a speaker with an accuracy of 6˚ in 
real time. Together with the user-tracking 
information obtained through a depth 
sensor, this always led to accurate active 
speaker identification and his/her correct 
video content extraction. It is worth men-
tioning that the speaker’s video switched 
too often whenever there was a noise 
sound source within a short period, which 
was distracting. To eliminate this unde-
sired effect, we used a threshold to verify 
the 3-D SSL new detection output. The 
system only switches to the new speaker 
video when a consistent detection output 
is presented within a certain period.

USER EXPERIENCE
To validate the system from a user per-
spective, we customized and deployed 
ITEM in a variety of application scenar-
ios such as business meetings, group 
teleconferencing, and video chats to con-
duct extensive user studies. 

For business meeting scenarios, we 
designed several rendering modes to natu-
rally put participants in the same designed 
virtual meeting space or shared contents, 
allowing participants the freedom to navi-
gate around the virtual background
(Figure 4). The system supports a variety of 
collaborative contents from slides, docu-
ments, media-rich contents, and even desk-
top windows through the metachannel. We 
deployed our system for internal trials and 
collected some useful initial feedback. 
Users liked the virtual meeting room 
design, which gave them a strong sense 
of presence in the same physical space 
without any distracting, private back-
grounds. Although users were not fully 
satisfied with the current layout in the 
content-sharing mode when there were 
many remote participants, this mode was 
often preferred due to the need of sharing 
collaborative content during a meeting 

and its effectiveness for conveying the 
gesture signals to the shared contents. It 
was observed that when there was a sin-
gle participant at a location, the user pre-
ferred a simple setup of a Webcam 
without using a depth camera for ges-
ture-based control.

In the case of group teleconferencing, 
we employed spatial audio and active 
speaker detection. Users liked the immer-
sive visual composition of the active 
speaker into the shared presentation 
slides. They felt the quality of the meeting 
was more effective due to how simple it 
was to keep track of both the slide con-
tents and the speaker video at the same 
time. Meanwhile, in discussions without 
any shared contents, users felt that 
immersive audio could assist them in 
quickly identifying who was talking and 
perceiving the direct conversation flow.

In addition to teleconferencing solu-
tions for the business domain, ITEM was 
also deployed in the consumer space as a 
lightweight TI video chat application to 
bring fun, exciting additions to the video 
chat experience. The system allowed 
friends and distant family members to 

experience a sense of togetherness by cre-
ating a virtual space to let them see, inter-
act, and do something fun together. Being 
able to separate users from the back-
ground, the application let users apply 
video effects such as blurring the back-
ground or stylizing the user video (see 
right-most image in Figure 1(d)]. We 
have demonstrated our application at var-
ious technical festivals and conducted 
user experience surveys (Figure 4). Users 
liked this new feature of instantly sharing 
something as fun and exciting as the 
background while conducting video chats 
at the same time. They were impressed by 
the high quality of the real-time segmen-
tation of the foreground from live videos, 
and felt that his/her Webcam had been 
transformed into one that was intelligent. 
Users also enjoyed the immersive video 
chat features, where they felt more tightly 
connected with remote friends.
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(a) (b)

(c) (d)

[FIG4] (a)–(d) The multiparty immersive video communication for an effective 
business online meeting and fun video chat is shown.

(continued on page 136)
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Stochastic Approximation vis-à-vis 
Online Learning for Big Data Analytics

e live in an era of 
data deluge, where 

data translate to 
knowledge and can 

thus contribute in var-
ious directions if harnessed and pro-
cessed intelligently. There is no doubt 
that signal processing (SP) is of utter-
most relevance to timely big data applica-
tions such as real-time medical imaging, 
smart cities, network state visualization 
and anomaly detection (e.g., in the power 
grid and the Internet), health informatics 
for personalized treatment, sentiment 
analysis from online social media, Web-
based advertising, recommendation sys-
tems, sensor-empowered structural 
health monitoring, and e-commerce 
fraud detection, just to name a few. 
Accordingly, abundant chances unfold to 
SP researchers and practitioners for fun-
damental contributions in big data the-
ory and practice. 

With such big blessings, however, 
come big challenges. The sheer volume 
and dimensionality of data often make it 
impossible to run analytics and traditional 
batch inferential methods on standalone 
processing units. With regards to scalabil-
ity, online data processing is well moti-
vated as the computational complexity of 
jointly processing the entire data set as a 
batch is prohibitive. Furthermore, there 
are many applications in which data 
themselves are made available in a 
streaming fashion, meaning that smaller 
chunks of data are acquired sequentially 
in time, e.g., nodes of a large network 
transmitting small blocks of data to a cen-
tral unit continuously and incoherently in 
time. As information sources unceasingly 

produce data in real time, analytics must 
often be performed on the fly, typically 
without a chance to revisit previous data. 
In addition, big data tasks are often sub-
ject to stringent time constraints so that a 
high-quality answer obtained slowly via 
batch techniques can be less useful than a 
medium-quality answer that is obtained 
fast in an online fashion. 

RELEVANCE
In this context, this lecture note presents 
recent advances in online learning for big 
data analytics. It is demonstrated that 
many of these approaches, mostly devel-
oped within the machine-learning disci-
pline, have strong ties with workhorse 
statistical SP tools such as stochastic 
approximation (SA) and stochastic gradi-
ent (SG) algorithms. Important differ-
ences and novel aspects are highlighted as 

well. A key message conveyed is that sem-
inal works on SA, such as by Robbins–
Monro and Widrow, which go back half a 
century, can play instrumental roles in 
modern online learning tasks for big data 
analytics. Consequently, ample opportu-
nities arise for the SP community to con-
tribute in this growing and inherently 
cross-disciplinary field, spanning multiple 
areas across science and engineering. 

PREREQUISITES
The required background includes basics 
of linear algebra, probability theory, con-
vex analysis, and stochastic optimization. 

STOCHASTIC APPROXIMATION BASICS
Consider the prototypical statistical learn-
ing problem in the realm of stochastic 
optimization (SO) [2], [3] where given a 
loss function ,f  one aims at minimizing 
the expected loss { ( ; )},w yfEy  possibly 
augmented with a complexity-controlling 
convex regularizer ( ),wr  with respect to 
(w.r.t.) a deterministic parameter (weight) 
vector .Ww !  An example of ( )wr  is the 
recently popular sparsity-promoting 
l1-norm of the p 1#  vector w  where 

( ) : .w wr wii

p
1 1

= =
=
/  Expectation 

{·}Ey  is taken w.r.t. the typically unknown 
probability distribution of data y  describ-
ing, e.g., input-response pairs in a super-
vised learning setting, and W  denotes a 
subset of some Euclidean space, intro-
duced here to cover general cases where 
constraints are imposed on .w  In lieu of 
the aforementioned distributional infor-
mation, given training data { }yt t

T
1=  one 

can instead opt for solving the empirical 
risk minimization problem 

( ; ) ( ),min w y w
T

f r1
Ww t

T

t
1

+
!

=

/ (1)

which is an approximation of its ensem-
ble counterpart, specifically min Ww!

[ { ( ; )} ( )] .w y wf rEy +  Beyond a purely 
learning paradigm, one should appreciate 
the generality offered by (1), since it can 
subsume, e.g., (constrained) maximum-
likelihood problems with f  identified as 
the log-likelihood function and data 
assumed statistically independent. 

In big data settings, T  can be huge, 
potentially infinite in a real-time paradigm 
where t  identifies time instances of data 
acquisition. Moreover, the search space 
W can be excessively high-dimensional 
with complex structure. This observation 
justifies the inclusion of a regularizer in 
(1) to effectively reduce the dimensionality 
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and/or size of W and yield parsimonious 
models that are interpretable and have 
satisfactory predictive performance. 
Unsurprisingly, there has been growing 
interest over the last decade in devising 
scalable and fast online algorithms for big 
data learning tasks such as (1). 

The main premise of SO is centered 
around solving the minimization task 
[cf. (1)] 

( ): { ( ; )}min w w yfEy
w Rp

{ =
!
6 @ (2)

without having {·}Ey  available; see, e.g., 
[3]. (Compared to (1) and its ensemble 
version, both W and the regularizer r
have been dropped here for brevity.) Key 
features present in SO algorithms are: 
1) The data comprise a sequence of either 
dependent vectors with (asymptotically) 
vanishing covariance, or, independent 
identically distributed (i.i.d.) realizations 
{ }yt t

T
1=  of ;y  and, 2) given ( , ),w yt  there 

is a means of obtaining an unbiased “sto-
chastic” gradient estimate ( ; ),w yf td  so 
that { ( ; )} ( ) .w y wfEy td d{=

For {  smooth, minimizing {  in (2) 
amounts to searching for a zero of 

( ): ( ),w wd{U =  i.e., a w0  such that (s.t.) 
( )w 00U =  [3]. The classical Newton–

Raphson (N-R) algorithm provides the 
means to achieve this goal. For w  scalar 
and with ' denoting differentiation, the 
sequence generated by the recursion 

: ( ) / ( ) ( ) /w w w w w wk k k k k k1 {U U= - = -+ l l

( )wk{m  converges under mild conditions 
to a root of ( ),wU  and thus to a minimizer 
of ( ) .w{  An illustration of the N-R itera-
tion can be seen in Figure 1. Starting from 
w1  and using the derivatives { ( )}wk k 1U 3

=
+l

in the N-R iteration, the resultant updates 
{ }wk k 2

3
=
+  gradually approach ,w0  where 

( ) .w 00U =  Such a simple recursion can 
be readily extended to the p 1#  vector 
case as :w wk k1 = -+ ( ) ( ),H w wk k

1 d{{
-

where now ( )H wk{  stands for the p p#
Hessian matrix of {  at wk  with ( , )i j th
entry ( ) / ( ) .w w wk i j

22 2 2{

Clearly, the N-R algorithm cannot be 
applied if {·}Ey  is not available; e.g., if the 
probability density function (pdf) of y  is 
unknown, or, when computing {·}Ey

entails cumbersome integration over 
high-dimensional domains. To alleviate 
this burden, SA through the celebrated 
Robbins–Monro algorithm relies on 

the sequence of realizations { }yt  and 
ingeniously uses the instantaneous 

( ; )w yf t td  instead of the ensemble 
( )wkd{ (indexes have been changed from 

k  to ,t  for time-adaptive operation). With 
tn  denoting the step-size, SA generates 

the online (or stochastic) gradient 
descent (OGD) iteration 

( ; ),w w w yft t t t t1 dn= -+ (3)

which “learns” expectations on the fly. 
This point is better illustrated in “Online 
Averaging as SA.”

Several well-known adaptive SP and 
online learning algorithms stem from OGD. 

LMS AS SA
Consider, for instance, scalar dt  and vector 
xt  processes that comprise the training 
data collected in :yt =[ , ] ,xdt t

<<  and let 
( ; ) : ( ) /w y w xf dt t t

2= - < ,2  where  <
stands for transposition. It can be readily 
verified that ( ; )w yf td = ( ) ,w x xdt t t-<

and application of OGD yields w wt t1 = -+

( ) ,w x xdt t t tn -<  which is nothing but 
the celebrated least mean-squares (LMS) 
algorithm [3]. 

RLS AS SA
The OGD class can be further broadened 
by allowing matrix step-sizes { }Mt

instead of scalar ones { }tn  to obtain 
( ; ) .w w M w yft t t t t1 d= -+  To highlight 

the potential of this extension, consider 
(jointly) wide sense stationary { , } ,xdt t t 1

3
=

with : { },C x xE xxx t t= <  as well as :rdx =

{ } .xdE ,xd t t  It turns out that the solution 
of {( ) }min w xdE ,w xd t t

2- <  is the linear 
minimum mean-square error estimator 

.w C rxx dx0
1= -  However, without knowing 

Cxx  one relies on the sample average esti-
mate : ( / ) ,C x xt1t

t

1
= <

x
x

x=
t /  and on OGD 

with : ( / )M Ct1t t
1= -t  to obtain 

( )w w C x w xt d1
t t t t t t t1

1= - -<
+

-t (4a)

/

( ) ,

C C C x x C

x C x

t
t

t

1
t t t t t t

t t t

1
1 1 1

1 1
1

1
1

1

= + -

+ <

<
+
- - -

+ +
-

+
-

+

t t t t

t

8
B (4b)

where the matrix inversion lemma is 
applied to carry out efficiently the inver-
sion in (4b). Recursions (4) comprise the 
well-known recursive least-squares (RLS) 
algorithm [3]. 

ONLINE AVERAGING AS SA

The solution of { / }min w y 2Ew y 2
2-  is clearly { } .w yEy0 =  Following the SA ratio-

nale, consider ( ; ): / .f w y w y 2t t 2
2= -  The OGD iteration is ( ),w w w yt t t t t1 n= - -+

and if :w 01 = as well as : / ,t1tn =  simple mathematical induction yields wt 1 =+

( / ) ,yt1 t

1 x
x=
/  which in accordance with the law of large numbers converges to 

{ }w yEy0 =  as t " 3+  [3].

[FIG1] The N-R method for finding a w0  s.t.  ( ) .w 00U =

w0

w2

w3 w1

Φ (w2)

Φ (w1)

Φ

Φ′ (w2)

Φ′ (w1)
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PERFORMANCE OF SA ALGORITHMS
Based on the samples { },yt  SA algorithms 
produce estimates { }wt  that allow for esti-
mation, tracking, and out-of-sample infer-
ence tasks, such as prediction. Performance 
analysis of SA schemes has leveraged 
advances in martingale and ordinary differ-
ential equation theories to establish, e.g., in 
the stationary case, convergence of { }wt  to 
a time-invariant w0  in probability, or with 
probability one, or in the mean-square 
sense [3]. In this stationary setting, conver-
gence of OGD requires step-sizes selected 
to diminish with a certain rate. Specifi-
cally, { }tn  must satisfy 1) 0t $n , 2) 
lim 0t tn ="3 , and 3) .tt 1

3n =+
3

=
/

Clearly, 1)–3) are satisfied for : / ,t1tn =

which vanishes as t " 3+  but not too fast 
so that 3) enables { }wt  to reach asymptoti-
cally the desired .w0

Departing from the standard route of 
SA convergence analysis [3], recent results 
take advantage of convexity if it is present 
in the objective function. Specifically for 
convex costs, the OGD recursion (3) gener-
alizes to: P [ ( ; )],w w w yfWt t t t t1 dn= -+

where P ( ): argminw w wW Ww 2= -! ll

stands for the projection mapping onto a 
closed and convex constraint set W.  For 
{  differentiable and strongly convex with 
index ,c 02  it holds that ( ) ( )w w${ { +l

( ) ( ) ( / ) ,w w w w wc 2 2
2d{- + -<l l  for 

all ( , ) .w w  With step-sizes selected as 
: /ttn n=  with / ( ),c1 22n  and for bound-

ed stochastic gradients as in sup Ew y

( ; ) ,f w y 2
2d # D$ .  it can be verified 

that the error ,w wEy t 0 2
2-$ .  where 

w0 = { ( ; )},argmin w yfEWw y!  satisfies 
the following finite-sample bound [2]: 

{ }
( )

,

( ) : / ( ),

.

max

w w

w w

t
Q

Q c2 1

with

Ey t 0 2
2

2 2

1 0
2

#
n

n n nD

-

= -

-

"

,

If, in addition, d{  is L-Lipschitz 
continuous, i.e., ( ) ( )w w 2d d #{ {- l

,w wL 2- l ,w6 ,wl  then a similar 
finite-sample bound holds also for the 
sequence of function values { ( )}wt{  [2] 

,{ ( ) ( )}
( )

w w
t

LQ
2

Ey t 0 #{ {
n

-

where expectation is taken over { },wt  which 
involves stochastic gradients. 

Performance analysis of SA algorithms 
deals with convergence of { },wt  whereas 
the online convex optimization framework 
outlined in a subsequent section starts 
from (1), invokes fewer or no assumptions 
on the underlying pdfs, and asserts con-
vergence of the costs { ( ; )},w yf t t  rather 
than { }wt .

Recently, SA was combined with the 
alternating direction method of multipli-
ers (ADMM) which is attractive for offline 
optimization of composite costs [4]. The 
resultant SA-ADMM solver [5] is suitable 
for online optimization of composite costs 
such as [ { ( ; )} ( )],min w y wf rEWw y +!  in 
a fully distributed fashion—an operational 
mode that is highly desirable for big data 
applications. 

SEQUENTIAL OPTIMIZATION 
AND DATA SKETCHING
The importance of sequential optimiza-
tion along with the attractive operation 
of random sampling (also known as 
sketching) of big data will be illustrated 
in this subsection in the context of the 
familiar LS task: 

( ) ,

min X w d

x w

T

T
d

2
1

1
2
1

w

t

T

t t

2
2

1

2

Rp
-

= -<

<

!

=

=
G/ (5)

where : [ , , ]X x xT1 f=  denotes the p T#
matrix that gathers all available regressor 
or input vectors, and : [ , , ]d d dT1 f= <   
the T 1#  vector of desired outputs 
(responses). Although irrelevant to the 
minimization in (5), the normalization 
with T  is included to draw connections 
with (1). In this sense, the loss function 
becomes ( ; ) ( ) / ,w y x wf d 2t t t

2= -<  with 
: [ , ] ,y xdt t t= <<  and its gradient (·; )yf td

is Lipschitz continuous with constant 
.xLt t 2

2=  Different from the previous 

discussion, here T  is fixed, and “online” 
means processing { , }xdt t t

T
1=  sequentially. 

Searching for a solution w0  of (5) 
requires eigen-decomposition of ,XX<

which incurs complexity O ( ) .T p2  Alter-
natively, the standard gradient descent 
recursion ( )w w XX w Xdk k k k1 n= - -<

+

entails O ( )p2  computations per iteration 
.k  Both cases are prohibitive in big data 

settings where the number of samples, ,T
is massive and/or the data dimensionality, 

,p  can be huge. To surmount these 
obstacles, solving for w0  can rely on 
subsampling (also known as sketching to 
obtain a subset of) the rows of ,X<  along 
with the corresponding entries of ,d  to 
reduce complexity w.r.t. ,T  while visiting 
them in a sequential fashion that scales 
linearly with .p

Kaczmarz’s algorithm, a special case of 
the projections onto convex sets (POCS) 
method [6], produces a sequence of esti-
mates { }wk  to solve (5). For an arbitrary 
initial estimate ,w1  the kth  iteration of 
Kaczmarz’s algorithm selects a row ( )t k
of ,X<  together with the corresponding 
entry ,d ( )t k  and projects the current esti-
mate wk  onto the set of all minimizers 
H : { }w x w d( ) ( ) ( )t k t k t k= =<  of ( ; ),w yf ( )t k

which is nothing but a hyperplane (a 
closed and convex set). Hence, the ( )k 1 st+

estimate is 

P:

,

( )w w

w
x

x w
x

d

H

( )

( ) ( )
( )

k k

k
t k

t k k t k
t k

1

2
2

( )t k=

= -
-<

+

(6)

where PH ( )t k  stands for the projection 
mapping onto H .( )t k  Notice here that the 
complexity of computing P ( )wH k( )t k

scales linearly with .p  If every ( , )xdt t  is 
visited infinitely often, then under several 
conditions (6) converges to a solution of 
(5) [6]. Visiting each ( , )xdt t  a large num-
ber of times is prohibitive with big data 
since T  can be excessively large. In con-
trast, poor selection of rows can slow 
down convergence; see Figure 2. Never-
theless, randomly drawing rows with 
equal probabilities has been shown empir-
ically to accelerate convergence relative to 
cyclic revisits of rows [7]. Judicious sam-
pling schemes can yield further speedups, 
as highlighted in “Accelerating SG via 
Nonuniform Sampling.”

THE OCO FRAMEWORK 
CAN BE VIEWED AS A
MULTIROUND GAME
BETWEEN A PLAYER
(LEARNER) AND AN

ADVERSARY.
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LEARNING VIA ONLINE 
CONVEX OPTIMIZATION
Recently, online learning approaches based 
on a online convex optimization (OCO) 
framework have attracted significant 
attention, as they do not require elaborate 
statistical models for data and yet can pro-
vide robust performance guarantees. This 
is true even under an adversarial setup, 
where the data sequence { }yt  may be gen-
erated strategically in reaction to the 
learner’s iterates { },wt  as in the humans-
in-the-loop applications such as the Web 
advertising optimization. 

The OCO framework can be viewed as 
a multiround game between a player 
(learner) and an adversary [10]. In the 
context of the learning formulation in (1), 
the learner plays an action Wwt !  in 
round ,t  where W  is assumed to be 
closed and convex. Based on the action 
wt  that the player took, the adversary 
provides some feedback information F ,t
manifested in the data (feature) vector ,yt

based on which a convex loss function 
L W: { }Rt " , 3+  is constructed, such 
as L ( ): ( ; ) ( ) .w w y wf rt t= +  The learner 
then suffers the loss at ,wt  specifically, 
L ( ) .wt t  The overall process is depicted 
in Figure 3. 

The learner’s goal is to minimize the 
so-termed regret ( )R T  over T  rounds, 
defined as 

L L( ): ( ) ( ),minw wR T
Ww

t
t

T

t t
t

T

1 1
= -

!
= =

/ /
(7)

which captures how much worse the 
learner performed cumulatively, com-
pared to the case where a single best 
action is chosen with the knowledge of the 
entire sequence of cost functions L{ }t t

T
1=

in hindsight. In particular, OCO aims at 
producing a sequence { },wt  which gives 
rise to sublinear regret, that is, the one 
with ( ) /R T T 0"  as T  grows. The key 
question now for the learner is how to 
pick wt  in each round .t

OCO ALGORITHMS 
AND PERFORMANCE
An important class of algorithms that 
can achieve the desired sublinear regret 
bound is based on the online mirror 
descent (OMD) iteration [11]. In a nut-
shell, the method minimizes a first-order 

approximation of Lt  at the current iter-
ate ,wt  while encouraging the search in 
the vicinity of .wt  Specifically, OMD 
computes the next round iterate wt 1+  as 

L( ) ( )

( , ),

arg minw w w w

w wD1
Ww

t t t t

t

1

n

= -

+

<

!

}

+ l

(8)

where ' denotes a (sub)gradient of a func-
tion, 02n  is a learning rate parameter, 
and ( , )w vD}  is the Bregman divergence 
associated with a continuously differentia-
ble and strongly convex ,}  defined as 

( , ) : ( ) ( )

( ) ( ).

w v w v

w v v

D

d

} }

}

= -

- - <

}

(9)

ACCELERATING SG VIA NONUNIFORM SAMPLING 

In the noiseless case ,X w d=<^ h  randomly drawing rows in proportion to their 
Lipschitz constants Lt  is known to provide finite-sample bounds of the form [7] 

,{ } ( )w w X w w1ER k
k

0 2
2 2

1 0 2
2# l- - --6 @

where ( )Xl  stands for the condition number of ,X  and {·}ER  denotes expecta-
tion w.r.t. the distribution over which { , }d xt t  are selected. The previous nonuni-
form sampling scheme yields better convergence rates than those resulting from 
uniform sketching [7]. More information on (non)uniform sketching and its 
application to SG descent methods can be found in [8] and [9].

w0
w6 w4 w2

w3

w1

w5

w6

w4

w2

w5
w3

3

2

1

[FIG2] Kaczmarz’s algorithm for three hyperplanes H{ }t t 1
3
=  with the nonempty 

intersection H{ } .w t t0 1
3+= =  Row (hyperplane) selection affects convergence rate; 

{ },wk  which alternates between H1  and H2  approaches w0  faster than { },wk

which is generated via H H .,2 3

Round t –1 Round t

Player

Adversary

. . . . . .wtt – 1 t

Full Info. Case:

Bandit Case:
t

= { t
: = f (.; yt) + r }

t
= { t

(wt)}

[FIG3] OCO as a multiround game.
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In the special case of using ( ):w} =

/ ,w 22
2  the corresponding ( , )w vD =}

/ ,w v 22
2-  and the OMD update in (8) 

boils down to OGD [10], establishing an 
immediate link between OCO and SA. 
In general, a judicious choice of }  can 
capture the structure of the search 
space ,W  leading to an efficient update 
formula for .wt  For example, when W  is 
the probability simplex, i.e., W {w ;=

, },w w0 1i ii
$ =/  sett ing ( ):w} =

logw wii i/  in (8) and (9) yields the expo-
nentiated gradient algorithm, which obvi-
ates the need to explicitly impose the 
probability simplex constraints [10]. Aim-
ing at an efficient use of prior information 
on ,w  a notable generalization of OMD is 
offered by the “COMID Algorithm.” 

Both COMID and OMD (which is a spe-
cial case of COMID) can attain sublinear re-
gret bounds. Specifically, ( )R T =O T^ h

in general, and the bound becomes 
O ( )log T  when Lt  is strongly convex [10], 
[12]. Noteworthy differences between SA 
and OCO are outlined in “SA vis-à-vis OCO.”

ONLINE LEARNING WITH 
BANDIT FEEDBACK
The bandit setup of OCO refers to the case 
where the feedback Ft  from the adversary 

does not explicitly reveal the cost function 
Lt $^ h but only the sample cost L ( )wt t

due to action ;wt  refer also to Figure 3. 
For example, wt  may represent the adver-
tising budget allocated to different media 
channels, and L ( )wt t  the corresponding 
overall cost (e.g., the total advertising 

expense minus the resulting income). In 
this case, it may be difficult to know the 
explicit form of L ,t  but L ( )wt t  can be 
easily observed. 

The idea of bandit OCO is to estimate 
the necessary gradient using SA in the 
context of OGD. Specifically, a key obser-
vation is that if one can evaluate a func-
tion :f R Rp "  at w  perturbed by a small 

,vd  where 02d  and v  is uniformly dis-
tributed on the surface of a unit sphere, 
then / ( )w v vp fd d+^ h  offers an unbiased 
estimate of the gradient at w  of a locally 
smoothed version of f  [14]. Thus, plug-
ging this noisy gradient directly into the 
OGD update in the spirit of SA, one can 
still establish a sublinear regret bound. 
However, the best bound found in [14] is 
O ( ),T /3 4  slower than the O ( )T -bound 
for the full information case, illustrating 
the price to pay for the lack of information. 

LESSONS LEARNED 
AND FUTURE AVENUES
This lecture note offered a short exposi-
tion of recent advances in online learning 
for big data analytics, highlighting their 
differences and many similarities with 
prominent statistical SP tools such as SA 
and SO methods. It was demonstrated 
that the seminal Robbins–Monro algo-
rithm, the workhorse behind several clas-
sical SP tools such as the LMS and RLS 
algorithms, carries rich potential for solv-
ing large-scale learning tasks under low 
computational budget. It was also 
explained that sequential or online learn-
ing schemes together with random sam-
pling or data sketching methods are 
expected to play a principal role in solving 
large-scale optimization tasks. A short 
description of the OCO framework 
revealed its flexibility on the variety of 
optimization tasks that can be accommo-
dated, including scenarios where data are 
provided in an adversarial fashion or with 
limited feedback. Yet, such a flexibility 
comes at a price; OCO-based statistical 
analysis refers mostly to bounds of the 
regret cost. Based on the common ground 
between OCO and SA, OCO can only ben-
efit from the rich theoretical armory of 
SA, e.g., the martingale theory, where 
results pertain also to convergence of the 
primal (random) variables of the optimi-
zation task at hand. Vice versa, SA can 
also profit from the powerful toolbox of 
convex analysis, the engine behind OCO, 
for establishing strong analytical claims in 
the big data context. In closing, Figure 4 
depicts the unique and complementary 
strengths SA, SO, and OCO offer to online 
learning, as well as adaptive SP theory and 
big data applications. 

COMID ALGORITHM

While the OMD update provides a computationally attractive solution to (1), the lin-
earization involved often defeats one of the purposes of the regularizer ,r  which is to 
promote a priori known structure in the solution. For example, setting ( )r w  propor-
tional to the 1, -norm of w  encourages sparsity in .w  To properly capture such a ben-
efit, one has to respect the composite structure of L ,t  which decomposes into the 
data-dependent part ( ): ( ; )f fw w yt t=  and the invariant part ( )r w  [12], [13]. In partic-
ular, the composite objective mirror descent (COMID) algorithm relies on [12] 

( ) ( ) ( ) ( , ),argmin f r Dw w w w w w w1
W

n t t t t
w

1
n

= - + +<

!
}+ l (S1)

where it is seen that the regularizer is not linearized.

SA VIS-A-VIS OCO 

Compared to the SA approaches, the OCO framework does not require stochastic mod-
els. This is a salient departure from typical SA setups, since the regret bounds are guar-
anteed even for { }yt  that may have been generated adversarially, i.e., with yt  arbitrary 
correlated to past actions { }w t#x x and past data { } .y t1x x  On the other hand, the 
bounds pertain to convergence of the sequence of costs rather than the iterates { }wt

themselves. Nonetheless, building upon the flexibility offered by OCO, certain limited 
feedback learning tasks are feasible as elaborated in the "Online Learning with Bandit 
Feedback" section, where, interestingly, the SA ideas prove instrumental once again.

SEQUENTIAL OR
ONLINE LEARNING 

SCHEMES TOGETHER
WITH RANDOM SAMPLING 

OR DATA SKETCHING 
METHODS ARE EXPECTED

TO PLAY A PRINCIPAL ROLE
IN SOLVING LARGE-SCALE

OPTIMIZATION TASKS.
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Ultrawideband Signals in Medicine

I
n the last decade, the utilization of 
radio technology for a variety of clini-
cal and medical applications has 
increased dramatically. Advances in 
microelectronics have enabled the 

miniaturization and integration of bio-
medical sensors and radio transceivers 
into single units. Such wireless sensors 
can be worn or implanted, and they facili-
tate the continuous collection and trans-
mission of physiological signals. The 
centrally coordinated or distributed inter-
connection of wireless biomedical sensors, 
referred to as a body area network (BAN), 
has already been standardized in IEEE 
Standard 802.15.6-2012. Besides narrow-
band (NB), IEEE Standard 802.15.6-2012 
supports the use of ultrawideband (UWB) 
radio interfaces for wearable sensors. The 
U.S. Federal Communications Commission 
(FCC) defines UWB signals to be those 
with fractional bandwidth exceeding 20% 
of the center frequency, or alternatively, a 
bandwidth greater than 500 MHz. A num-
ber of techniques can be used to generate 
UWB signals; the most widely used is the 
one referred to as impulse radio (IR) and 
consists of transmitting very narrow 
pulses in the time domain, commonly in 
the order of a few nanoseconds with fast 
rise times reaching 50 ps [1]. Another 
common approach to generate UWB sig-
nals is subcarrier aggregation in orthogo-
nal frequency-domain multiplexing 
(OFDM), which is generally used for short-
range nonmedical indoor communica-
tions. The very large bandwidth enables 
high-data-rate communications. In the 
presence of noise and power constraints, 
UWB allows trading a section of the 
bandwidth for power according to the 

Shannon–Hartley theorem. This means 
UWB communication systems can operate 
with ultralow power and low signal-to-
noise ratio (SNR) using different modula-
tion and coding strategies. UWB signals 
have other inherent characteristics that 
make them suitable for the wireless inter-
face of wearable biomedical sensors. Noise-
like behavior due to the extremely low 
maximal effective isotropically radiated 
power (EIRP) spectral density of –41.3 dBm/
MHz makes UWB signals difficult to detect 
by NB systems and robust against jam-
ming, potentially rescinding the need for 
complex encryption algorithms. Addition-
ally, UWB signals do not represent a threat 

to patients’ safety [2]. Much research has 
been done toward the use of BAN technol-
ogy for ubiquitous monitoring of patients 
suffering from chronic diseases. Neverthe-
less, the commercial use of UWB for BAN 
has been limited in part by the FCC regula-
tions, which restrict the communication 
applications to 3.1–10.6 GHz where propa-
gation conditions in the body environment 
are rather unfavorable.

In spite of the scarcity of commercial 
products, UWB has vast potential to play 
an important role in BAN technology as a 
communication interface. However, other 
areas of interest like medical sensing and 
medical imaging can benefit from the use 

of UWB signals too as shown in Figure 1. 
For instance, the UWB medical radar [1] 
can enable noninvasive monitoring of 
respiratory and cardiac motion, blood 
pressure estimation, and medical imaging 
for early cancer detection. These are but a 
few of the applications that UWB technol-
ogy can have in medical practice. In this 
column, we survey the different uses of 
UWB in medicine and health care from a 
signal processing perspective.

IMPLANTABLE SENSORS
The use of implantable sensors transmit-
ting physiological signals to an external 
unit for processing and visualization can 
enable the personalized management of 
chronic diseases. Although IEEE Standard 
802.15.6-2012 does not consider the use of 
UWB for in-body biomedical devices, the 
feasibility of high-data-rate communica-
tion for implants using this technology 
has been demonstrated [3]. In an in vivo 
experiment on a living porcine subject, a 
1-Mbit/s wireless UWB link was estab-
lished for a maximal implantation depth of 
12 cm and a bit error rate (BER) of 10-2.
The data rate obtained in this experiment 
can be improved with a variety of practical 
solutions like the use of a dielectric 
matching layer and by increasing the 
transmit power, as long as the regulations 
for nonionizing radiation exposure inside 
the body, i.e., specific absorption rate 
(SAR), and electromagnetic (EM) emis-
sions outside the body are respected [4]. 
Computer simulations and simple in vitro 
experiments have predicted the feasibility 
of transmitting up to 100 Mbit/s for UWB 
implant communications. However, fur-
ther research including more elaborated 
in vivo experiments is needed to verify 
whether a sensor implanted into the body 
at a depth of several centimeters can com-
municate at such high data rates. The 

ONE OF THE MEDICAL
DEVICES THAT WOULD 

GREATLY BENEFIT FROM
THE HIGH DATA RATES

PROVIDED BY UWB 
INTERFACES IS THE
WIRELESS CAPSULE

ENDOSCOPE.
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large attenuation suffered by UWB signals 
propagating through biological tissues is 
the main hindering factor.

WIRELESS CAPSULE ENDOSCOPES
One of the medical devices that would 
greatly benefit from the high data rates 
provided by UWB interfaces is the wireless 
capsule endoscope (WCE). This device 
transmits still images and, in some cases, 
real-time video from inside the gastroin-
testinal (GI) tract to an external receiver 

for subsequent processing and clinical 
analysis. The WCE facilitates the diagnosis 
of gastroenterological disorders in parts of 
the GI tract that other endoscopic tech-
niques cannot visualize. The large band-
width of UWB can enable the transmission 
of real-time video with higher resolution 
than currently available. Hence, tech-
niques to counter the large propagation 
losses should be devised. Moreover, the 
design of an UWB-WCE communication 
system has to take into consideration the 

particularities of the radio channel. For 
instance, in [4] an UWB on-body single-
branch correlation receiver using a sub-
optimal signal template created from 
simulations of the WCE radio channel is 
described. This simple receiver structure 
does not require channel estimation 
thereby simplifying its implementation. 
Spatial diversity reception techniques 
can further counter the effects of attenu-
ation. With an appropriate arrangement 
of diversity receivers around the body, 
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[FIG1] Some UWB signals’ characteristics and possible applications in medicine. (Thumbnail images courtesy of the BSD Medical 
Corporation, Micrima Ltd., Lawrence Livermore National Laboratory, and Jinan Nefisa Medical Trade Co. Ltd.)
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improvement of 10 dB on the Eb/N0,
where Eb is the bit energy and N0 is the 
noise power spectral density, at a BER of 
10-3 can be obtained with the use of max-
imum ratio combining (MRC).

CORTICAL IMPLANTS
Cortical implants are biocompatible mul-
tielectrode arrays in direct connection 
with the cerebral cortex of the brain. Con-
trasting other medical implants, the 
implantation depth of these devices rarely 
exceeds 3 cm. They are used to receive or 
transmit neural signals and can provide 
different benefits depending on their 
design and placement. For example, a 
brain–machine interface (BMI) can utilize 
a multichannel neural recording system 
to extract a signal from a paraplegic 
patient’s brain to allow the control of 
some form of external hardware like a 
prosthetic arm. Other cortical implants 
are used to return sensation through an 
implanted signal gathered by an external 
sensor, e.g., partial restoration of vision by 
directly stimulating the visual cortex. 
With the complexity of the brain, a myriad 
possible applications for these implants 
are envisaged and the amount of research 
in this field is growing rapidly. 

Depending on the application, a corti-
cal implant may require a high-data-rate 

communication link. Thus, a single-chip 
multichannel neural recording system has 
been developed by integrating eight 
16-channel front-end blocks, a data serial-
izing circuit, a digital signal processor 
(DSP) unit for spike detection and feature 
extraction, a digital multiplexer (MUX), an 
encoder, and a UWB transmitter providing 
up to 90 Mbit/s [5]. A more recent (2012) 
simulation-based study suggested that up 
to 125 Mbit/s can be achieved with the use 
of inductive coils in the near-field domain. 
Besides the high data rate, the use of UWB 
interfaces can significantly reduce the 
overall size and power consumption, a key 
requirement for future and more sophisti-
cated cortical implants.

LOCALIZATION AND TRACKING
The high temporal resolution of UWB sig-
nals can enable the localization and real-
time tracking of objects with high 
accuracy. UWB has been demonstrated 
effective for the continuous tracking of 
persons in indoor environments, which 
may be useful for assisted living situations 
for patients suffering from dementia. The 
benefits of UWB could be also exploited for 
the accurate localization and tracking of 
medical in-body devices like the WCE.

Localization is typically done with a 
two-step method that uses a combination 

of physical measurement and estimation. 
These measurements can include received 
signal strength (RSS), time of arrival 
(TOA), time difference of arrival (TDOA), 
or angle of arrival (AoA). However, accu-
rate localization using one or more of 
these parameters in a lossy propagation 
medium like the human body is signifi-
cantly more difficult than in free space 
because of the frequency-dependent atten-
uation and changes in EM wave velocities. 
These problems can be reduced with a 
combination of uncorrelated receivers, 
diversity principles, and a priori channel 
state information. As an example, Figure 2 
shows the simulation-based three-dimen-
sional (3-D) localization performance of a 
maximum likelihood estimator (MLE) as 
a function of the number of sensor 
receivers for a WCE scenario. The MLE 
used RSS measurements of UWB signals 
and distance calculations performed 
using an appropriate path loss model, 
which can reportedly provide millimeter 
accuracy [6].

The tracking of a WCE traveling inside 
the GI tract poses additional challenges 
because of the device’s arbitrary maneu-
vers like sudden stops and starts. Thus, for 
this problem the classical tracking algo-
rithms using Kalman filter should be 
extended, e.g., by the use of multimodels 
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[FIG2] (a) The performance of an MLE (blue line) for 3-D localization of a WCE using RSS measurements of UWB signals 
superimposed to the Cramér–Rao lower bound (red line) [6]. (b) Cross-section view of the sensor receiver placements around the 
waist of a digital human model. The localization performance graphic was obtained with the 0 2r-  angular spread.
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with advanced detection and estimation 
techniques and particle filters. To detect 
the maneuver changes, it will be useful to 
study impulsive responses of the change 
signature and the convergence properties 
of the innovation process. Innovation pro-
cess is defined as a white Gaussian noise 
process derived from the original process 
by a causal and causally invertible trans-
formation.  For impulsive changes where 
a single realization of a Gaussian random 
vector is added to the plant equation with 
known variance, the Nyman–Pearson 
detector is a good choice [6]. In the 
asymptotic case, i.e., when the Gaussian 
random vector has infinite variance, this 
detector has marginal benefit from the 
knowledge of the change being impul-
sive. Therefore, it has been shown that 
the generalized likelihood ratio neglect-
ing a priori information of the variance 
provides detection probabilities closer to 
the matched filter.

MEDICAL RADAR
The UWB radar has established itself as a 
useful tool for nonmedical applications 
like through-the-wall imaging and ground 
penetrating radar. During the last decade, 
multiple possible medical applications for 
the UWB radar have been demonstrated 
too, which include the detection of inter-
nal injuries such as intracranial hema-
toma, monitoring of respiratory and 
cardiac functions, and imaging of the 
human body [1].

One big contribution to the advance-
ment of medical radar technology was the 
development of a family of UWB sensors 
known as micropower impulse radar (MIR) 
at the Lawrence Livermore National Labo-
ratory in the United States. An MIR is com-
posed of a pulse generator, a transmitter, a 
receiver, a range gate delay circuit, and a 
signal processing unit. The main problem 
in processing the received pulse echoes 
reflected by the body is the separation of 
the different signals that correspond to the 
heart activity, respiration, body movement, 
interference, and noise. Ordinary fre-
quency filtration cannot be easily applied 
in this case because of very close arrange-
ment of divided signal frequencies usually 
below 1 Hz. Hence, special algorithms for 
the extraction of specific physiological 

signals, e.g., heartbeat, have been proposed 
[7]. Today, UWB radar enables continuous 
noncontact monitoring of heart and respi-
ratory motion rate. Although the primary 
tool used in screening for cardiovascular 
diseases is still the electrocardiogram 
(ECG), ongoing research aims to extract 
similar amount of clinical information 
from the received UWB pulse echoes as 
illustrated in Figure 3.

AORTIC BLOOD PRESSURE 
ESTIMATION
Noninvasive blood pressure measurement 
methods include the use of the sphygmo-
manometer, photoplethysmography, 
tonography, or pulse transit time. Intra-
arterial measurement through a cannula, 
although invasive, is still considered the 
most accurate measurement method. 
Noninvasive methods are preferred as they 
rely on peripheral measurement points, 
but their accuracy can be affected by flow 
redistribution due to injuries, body 

temperature variation, and other factors. 
Therefore, central measurements, e.g., 
obtained from the aorta, can avoid the 
aforementioned problems. Some studies 
have shown the linear relationship 
between percentage changes in the instan-
taneous blood pressure and the diameter 
variation of the carotid artery. Moreover, 
there exists a nonlinear relationship 
between the mean arterial blood pressure 
and the arterial compliance, i.e., a ratio of 
change in volume versus change in pres-
sure. Using these principles, UWB radar-
based aortic blood pressure estimation has 
been investigated using digital human 
models, phantoms, and human subjects 
[8]. Results have shown that millimeter 
accuracy in the estimation of the aorta’s 
diameter is highly dependent on the fre-
quency of the transmitted EM signals and 
the elasticity of the aorta wall. Ongoing 
experiments with human subjects show 
that the measurements are highly affected 
by the mechanical movement of the heart 

Opening and Closing of Semilunar Valve
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[FIG3] (a) Phase and (b) instantaneous frequency of the radar recordings (blue line) 
taken from a person’s heartbeat. The corresponding normalized ECG signal (red 
line) is superimposed for comparison. Notice that advanced processing of the 
received UWB pulse echoes can make easily identifiable the opening and closing of 
the heart valves, which is not possible with the sole visual inspection of the phase 
graphic. [Images courtesy of the Norwegian Defence Research Establishment (FFI)
and the MELODY Project (http://www.melody-project.info).]
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toward the aorta measurement points 
propagating along the artery wall. There-
fore, advanced signal processing tech-
niques are required to separate the 
heartbeat and the wall movement without 
losing the estimation granularity on fre-
quency and phase information. Estimating 
the absolute blood pressure from the dif-
ferential pressure requires additional 
patient’s information such as age, gender, 
weight, aorta elasticity, and compliance.

MEDICAL IMAGING
The use of an array of three or more radar 
sensors can enable the imaging of the 
human body. Medical imaging with UWB 
radar involves transmitting an extremely 
short pulse into the body and then record-
ing the backscattered signal from different 
locations. UWB medical imaging has a 
number of advantages in comparison to 
current techniques like magnetic reso-
nance imaging (MRI), computerized 
tomography (CT), X-rays, and ultrasound. 
UWB signals are not ionizing radiation. 
Therefore, safe continuous noncontact 
imaging without the need for bulky and 
expensive scanners becomes possible.

One medical application that has been 
extensively researched is the use of UWB 
radar imaging for breast cancer detection 
[2], [9]. X-ray mammography is currently 
the most widely used detection method, 
but despite its ability to provide high-reso-
lution images, it suffers from a high false-
alarm rate and the incapability to 
distinguish between malignant and 
benign tumors. On the other hand, the 
basis for detecting and locating a cancer-
ous tumor with UWB imaging is the dif-
ferent dielectric properties of healthy and 
malignant breast tissues. Healthy tissues 
are largely transparent to microwaves, 
whereas tumors, which contain more 
water and blood, scatter the pulses back to 
the probing antenna array. Promising 
results for the accurate detection and 
localization of cancerous tumors have 
been reported using near-field tomo-
graphic image reconstruction (TIR), con-
focal microwave imaging, space-time 
beamforming, generalized likelihood ratio 
test based detection, and the TOA data 
fusion method. The capability to detect 
tumors with a size as small as 2 mm in 

diameter with 100% certainty has been 
demonstrated via computer simulations 
and experiments on breast phantoms [9]. 
UWB imaging of the heart has also been 
demonstrated in a recent proof-of-concept 
experiment [10]. Sufficient resolution for 
the observation of different moving parts 
of the heart was obtained as shown in Fig-
ure 4, although it was not fine enough to 
be used for diagnostic purposes. The 
imaging was undertaken using a time-
domain multistatic backprojection algo-
rithm. Improvement of the radar system 
and signal processing along with a com-
parison with established medical heart 
imaging techniques like echocardiogra-
phy are still needed.

HYPERTHERMIA
UWB is also very promising for the 
improvement of hyperthermia, a thera-
peutic procedure in which EM waves are 
used to elevate temporarily the tempera-
ture of malignant tumors. Hyperthermia 
has been found useful in the treatment 
of various cancers by directly inducing 
cell death or by increasing the effective-
ness of chemotherapy and radiotherapy. 
In a hyperthermia procedure, the tem-
perature of the tumor is elevated above 
42 °C for a predetermined period of time, 
while the temperature of surrounding 
healthy tissues is preserved at a normal 
physiological value. Confining accurately 
the EM energy to deeply seated tumors 
is, however, a standing and challenging 
problem. Thus, the use of an antenna 
array can facilitate the transmission of 
EM signals so that constructive wave 
interference occurs within the tumor 
and destructive interference elsewhere. 
At present, the most widely used method 
is the annular phased array, which is a 
circumferential array of transmitters 
placed around the patient. Constructive 
wave interference is achieved by changing 
the amplitude and phase at the feed 
points of the antennas, whereas focusing 
is obtained by maximizing the construc-
tive interference produced by individual 
E-field components at a single point. 
Focusing can also be achieved by optimiz-
ing the SAR or the temperature values.

Because of the limited focusing 
obtained with the use of NB signals, UWB 

has gained increasing attention in the last 
decade. Hyperthermia techniques for the 
treatment of breast cancer have been 
introduced, one of which (2004) uses 
space-time beamforming based on the 
time delay and impulse response obtained 
from reflection measurements. In this 
technique, the signals are time delayed by 
FIR filters to compensate for the propaga-
tion delay of the different signals travel-
ing from their corresponding antenna to 
the focal spot. Then, the signals from all 
the antennas are simultaneously trans-
mitted into the breast. A simulation-
based study with realistic numerical 
breast models derived from MRI data has 
demonstrated that UWB outperforms NB 
by offering the potential for tighter focus-
ing [11]. A similar method (2005) con-
sists of transmitting a pulse from a single 
antenna to generate the phase and ampli-
tude information. The backscattered sig-
nals received by all the antennas are then 
time-gated, time-reversed, weighted, 
amplified, and retransmitted into the 
breast simultaneously. A more recent 
time-reversal approach (2010) estimates 
the phase and amplitudes from simula-
tions of wave transmission instead of mea-
sured data [12]. Besides being faster, this 
approach allows instantaneous sweeping of 
the focusing point, which can be useful in 
the case of complex tumor shapes or move-
ments of internal organs during the hyper-
thermia procedure.

CONCLUSIONS
UWB signals can have a vast application in 
medical practice as wireless communi-
cation interfaces with biomedical sensors, 
remote monitoring of vital signs, imaging 
of different organs, and hyperthermia for 
cancer treatment. Because of the low 
power consumption and compact size of 
UWB devices, portable medical sensing 
and imaging equipment can be fabricated 
for emergency crews and rural health-care 
provision. The current advancements in 
all these areas can open new possibilities 
for medical diagnosis and treatment 
procedures. For example, the tight 
focusing capabilities of UWB signals 
evidenced in hyperthermia can be 
exploited for the treatment of neurodegen-
erative diseases (e.g., Alzheimer’s disease), 
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stroke, and head trauma, conditions that 
deteriorate the patient’s cognition capabil-
ities. Currently, researchers try to mimic 
the natural coding of the brain with 
electrical stimulation thereby replacing 
compromised regions of the hippocampus, 

which may help to restore long-term 
memory; some cortical implants have 
been designed for this purpose. Never-
theless, stimulation by induced electric 
fields through UWB EM radiation can 
make this therapy significantly less 

invasive. Epilepsy could potentially be 
treated in a similar manner.

In this column, we aimed to spark 
interest in the medical uses of UWB signals. 
As illustrated throughout the article, the 
role of the signal processing community is 
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[FIG4] The time-lapsed imaging of the heart spanning approximately the duration of one cardiac cycle, i.e., T=1.2 s. The absolute 
value of each image is plotted in dB scale. [Images courtesy of the Norwegian Defence Research Establishment (FFI) and the 
MELODY Project (http://www.melody-project.info).] 
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crucial for the improvement of existing 
applications and the search for novel proce-
dures for diagnosing and treating effectively 
life-threatening diseases. Therefore, further 
research in this field is encouraged.
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Reflections on Excellence in Research 
and Education in Signal Processing

IEEE SPM: Your contributions have had 
a significant impact across multiple 
IEEE Societies and other associations, 
such as the Institute of Mathematical 
Statistics. How do you manage to main-
tain these outstanding multidisciplinary 
achievements in both depth and breadth?

H. Vincent Poor (VP): I’ve been quite 
fortunate throughout my career to collab-
orate with colleagues from many different 
backgrounds, and also to work with tal-
ented students and postdocs who have 
brought their own creativity and skills to 
our work. Also, having a background in 
basic disciplines like probability, statistical 
inference, information theory, game the-
ory, and so forth has been quite helpful 
when it comes to finding inroads into new 
problem areas. 

IEEE SPM: How did you manage to 
maintain nonintermittent scholarly re-
search work over decades?

VP: Again, I would point to my collab-
orators and students, and also to the insti-
tutions where I have spent most of my 
career—Illinois and Princeton—both of 
which set very high standards for research 
and provide environments where it can 
take place. A big surprise to me when I 
took on the role as dean of engineering at 
Princeton was that I was able to maintain 
a very active research program, and that is 
also principally because of these factors.

IEEE SPM: Your election to the Royal 
Society is a recognition of your contribu-
tions to signal processing. What is your 
vision on the future of our discipline?

VP: I am constantly amazed at the 
breadth of interests within the signal pro-
cessing community, although it is perhaps 
not so surprising when one considers how 
widely applicable many of the basic princi-
ples of signal processing are. Essentially, a 
signal is a quantity that changes with 
respect to some other quantity, and that 
definition covers quite a lot of the phenom-
ena arising in science and engineering 

disciplines. So, I think in the future the 
discipline will continue to contribute to 
new fields and applications as they arise. 
It’s hard to predict what those will be, but I 
think it’s safe to say that signal processing 
will play a major role in many of them.

IEEE SPM: How did signal processing 
applications widen and broaden, and how 
did they merge with other disciplines?

VP: I am sure there are many reasons 
why this happened, but I would say that it 
arose at least in part when signal process-
ing ideas became more abstract and thus 
more universally applicable. If you look at 
the transactions today, you will see some 
fairly abstract ideas being exposed in the 
context of signal processing. So, it has 
come to resemble a fundamental science 
in that respect. With a core of general 
tools, moving into other disciplines has 
been fairly effortless. Another very impor-
tant factor here, of course, is the rise of 
digital technologies that has enabled these 
abstractions to be realized in practical sys-
tems. A great example of these factors is in 

[REFLECTIONS]

NOTE FROM THE EDITORS

In July of this year, Prof. H. Vincent Poor, from Princeton Uni-
versity, New Jersey, was elected Foreign Member of the Royal 
Society. This addition to the numerous awards he has received 
is highly prestigious, as the Royal Society is the oldest scientific 
academy in continuous existence worldwide. Undoubtedly, 
this recognition is very well-deserved. Prof. Poor has tackled 
many technical challenges with great success in the field of 
signal processing in areas such as wireless networks, social net-
works, smart grids, and statistical signal processing, to name a 
few. In addition to the numerous technical contributions in 
signal processing, Prof. Poor has influenced many members of 
the signal processing community through his educational 
activities and services to the IEEE. He has been instrumental to 
the success of IEEE Signal Processing Magazine (SPM), not only 

as an active member of the senior editorial board, but also as 
a guest editor for special issues and the author of numerous 
articles. His exemplary contributions to SPM and the IEEE Sig-
nal Processing Society at large warrant a celebration of his 
election to the Royal Society with the signal processing com-
munity through an interview in this “Reflections” column. We 
hope that you will enjoy reading it and that his insights will 
be an inspiration to many signal processing practitioners.

Abdelhak Zoubir (zoubir@spg.tu-darmstadt.de) is the edi-
tor-in-chief of SPM and a professor at Technische Universität 
Darmstadt.

Andres Kwasinski (axkeec@rit.edu) is an area editor for col-
umns and forum of SPM and an associate professor at the Roches-
ter Institute of Technology.
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[REFLECTIONS]continued

my own field of wireless communications 
where signal processing has had a tremen-
dous impact.

IEEE SPM: There has been some dis-
cussion about the dissemination of our 
discipline among the public at large, 
referred to as inside signal processing. In 
your view, what should we do to increase 
the outreach of our activities?

VP: There has been some very good 
work in promoting signal processing to 
precollege students, which I think is an 
important part of outreach. In my experi-
ence, it’s very hard to get the attention of 
the general public in any large numbers, 
but social media provide a natural frame-
work for approaching this today. Short 
online videos about interesting applica-
tions and ideas can have an impact if 
they’re entertaining. Also, Twitter feeds 
can have a similar effect. These are both 
things that we do here in the engineering 
school at Princeton to good effect. But 
these kinds of things require a lot of time 
and attention to keep them fresh. Televi-
sion shows like Nova can also reach 
broader audiences, although certainly not 

as broad as those that can be reached via 
social media.

IEEE SPM: In your opinion, what are 
the most challenging problems signal 
processing should tackle, and what are 
the emerging trends?

VP: There are big societal problems in 
which signal processing can have a signifi-
cant impact: energy, environment, health, 

security. Of course, signal processing is 
already tackling these areas, but they all 
present very serious challenges and will 
continue to be sources of important 
research problems and applications for the 
foreseeable future.

IEEE SPM: You have been 
involved in signal processing 
research for several decades. 
What have been the biggest 
changes you noticed on how sig-
nal processing research is being 
conducted?

VP: The abstraction of the 
field, which I mentioned earlier, 
is certainly a significant change 
in how research is being con-
ducted. Also, the open-minded-
ness of the community in 
looking at far-ranging problems 
is another. Needless to say, there 
has been an explosion of interest 
in the field over those decades, 
which is very encouraging. The 
number of people working in the 
field has increased greatly and 
the number of places where 
good research is being done has 
grown significantly. This has cre-
ated some challenges, as the 

amount of published work and the pace of 
progress have made it harder to keep up 
with what’s going on across the discipline. 
But, overall these are very healthy devel-
opments for a research field.

IEEE SPM: In 2005, the IEEE recog-
nized your achievements as an educator by 
awarding you the IEEE James H. Mulligan, 
Jr. Education Medal. How has your work as 
an educator influenced your research? 
Conversely, how did your research contri-
butions help your educational activities?

VP: For someone in academia, research 
and education are very closely intertwined. 
Essentially, my entire research career has 
been conducted in collaboration with stu-
dents and postdocs, and so these two 
aspects are almost inseparable. I think any-
one who works with young researchers will 
tell you that learning goes both ways in 
these relationships, and being around stu-
dents helps keep research fresh and topical. 
At the same time, my research has 
informed my teaching in major ways. 
What’s taught in the classroom is largely 
the product of research and, in teaching, 
questions often arise that feed back into 
new research problems. The academic 
enterprise is essentially a process of inquiry 
and discussion that propels research for-
ward. Of course, research takes place in 
other environments as well, but academia 
provides a natural setting for creativity and 
exploration through this process.

IEEE SPM: All colleagues from IEEE 
SPM who worked with you testify that 
you almost instantly reply to e-mails and 
requests. Given your large load and many 
responsibilities, how do you manage to 
do all this?

VP: I find it hard not to answer e-mail 
quickly! For me it’s much easier to stay on 
top of things than otherwise. I enjoy 
almost all aspects of my work, and for that 
reason I tend to get involved in a lot of dif-
ferent things. I think I would lose track of 
some of these if I didn’t handle them in a 
fairly timely manner. Also, I’m addicted to 
having an empty inbox—it’s a bit of an 
obsession, really.

[SP]

H. Vincent Poor signs the roll book of the Royal 
Society, which has been used since the Society’s 
founding in 1660. This book contains the signatures 
of many scientific luminaries, including Isaac 
Newton and Charles Darwin. (Photo courtesy and 
copyright of The Royal Society.)
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[dates AHEAD]

Please send calendar submissions to:  
Dates Ahead, c/o Jessica Barragué  
IEEE Signal Processing Magazine  
445 Hoes Lane  
Piscataway, NJ 08855 USA  
e-mail: j.barrague@ieee.org
(Colored conference title indicates 
SP-sponsored conference.)

2014
[OCTOBER]
IEEE Workshop on Signal Processing 
Systems (SIPS)
20–23 October, Belfast, Ireland. 

[NOVEMBER]
48th Asilomar Conference on Signals, 
Systems, and Computers
2–5 November, Pacific Grove, California, 
United States.
General Chair: Roger Woods
Technical Program Chair: Geert Leus 
URL: http://www.asilomarsscconf.org/

[DECEMBER]
IEEE Global Conference on Signal and 
Information Processing (GlobalSIP)
3–5 December, Atlanta, Georgia, 
United States.
General Chairs: Geoffrey Li and Fred Juang
URL: http://renyi.ece.iastate.edu/globalsip2014/

IEEE International Workshop 
on Information Forensics 
and Security (WIFS)
3–5 December, Atlanta, Georgia, 
United States. 
General Chairs: Yan (Lindsay) Sun and 
Vicky H. Zhao
URL: http://ieeewifs.org/

2014 Workshop on Genomic Signal 
Processing and Statistics (GENSIPS)  
3–5 December, Atlanta, Georgia, United States.
General Chairs: Geoffrey Li and Fred Juang
URL: http://www.ieeeglobalsip.org/gensips/
gensips-cfp.html

IEEE Spoken Language Technology 
Workshop (SLT)
6–9 December, South Lake Tahoe, 
California, United States.
General Chairs: Murat Akbacak 
and John Hansen

2014 Asia-Pacific Signal and Information 
Processing Association Annual Summit 
and Conference (APSIPA)
9–12 December, Chiang Mai, Thailand. 
Honorary Cochairs: Sadaoki Furui, 
K.J. Ray Liu, and Prayoot Akkaraekthalin
General Cochairs: Kosin Chamnongthai, 
C.-C. Jay Kuo, and Hitoshi Kiya
URL: http://www.apsipa2014.org/home/

2015
[APRIL]
Data Compression Conference (DCC)
7–9 April, Snowbird, Utah, United States.
URL: http://www.cs.brandeis.edu/~dcc/index.html

14th IEEE International Conference  
on Information Processing in Sensor 
Networks (IPSN)
13–17 April, Seattle, Washington, United States.
General Chair: Suman Nath 
URL: http://ipsn.acm.org/2015

12th IEEE International Symposium  
on Biomedical Imaging (ISBI)
16–19 April, Brookyln, New York, United States.
General Chairs: Elsa Angelini and 
Jelena Kovačević 
URL: http://biomedicalimaging.org/2015/

IEEE International Conference  
on Acoustics, Speech, and
Signal Processing (ICASSP)
19–24 April, Brisbane, Australia.
General Cochairs: Vaughan Clarkson 
and Jonathan Manton
URL: http://icassp2015.org/

[JUNE]
IEEE International Conference  
on Multimedia and Expo (ICME)
29 June–3 July, Turin, Italy. 
General Chairs: Enrico Magli, Stefano Tubaro, 
and Anthony Vetro 
URL: http://www.icme2015.ieee-icme.org/
index.php

[SEPTEMBER]
IEEE International Conference  
on Image Processing (ICIP)
28 September–1 October, Quebec City, 
Quebec, Canada. 

[SP]
Digital Object Identifier 10.1109/MSP.2014.2348541

Date of publication: 15 October 2014
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RoHS compliant.

ATTENUATION
Nominal Flatness VSWR (:1) Power

Model (dB) (dB) Midband Typ. (W)

FW-1+ 1 ±0.15 1.15 1.0
FW-2+ 2 ±0.15 1.15 1.0
FW-3+ 3 ±0.20 1.15 1.0

FW-4+ 4 ±0.20 1.15 1.0
FW-5+ 5 ±0.20 1.15 1.0
FW-6+ 6 ±0.25 1.15 1.0

FW-7+ 7 ±0.25 1.15 1.0
FW-8+ 8 ±0.30 1.15 1.0
FW-9+ 9 ±0.30 1.15 1.0

FW-10+ 10 ±0.30 1.15 1.0
FW-12+ 12 ±0.30 1.20 1.0
FW-15+ 15 ±0.35 1.20 1.0
FW-20+ 20 ±0.50 1.20 1.0

Accurate attenuation over ultra-wide frequency range at low cost!
Mini-Circuits’ new FW-series fixed SMA attenuators cover your 
applications from DC – 12 GHz with a wide selection of attenuation
values to meet your needs. All models offer excellent attenuation 
flatness versus frequency, low VSWR, and 1W input power handling, 
making them ideal, cost-saving solutions for impedance matching 
and signal level adjustment in a broad range of systems.

Built using Mini-Circuits rugged unibody construction with SMA(M) 
to SMA (F) connectors, FW-Series attenuators provide outstanding 
reliability in tough operating conditions. Just go to minicircuits.com 
for full specs and see how these attenuators can add performance 
and value to your design!  They’re available off the shelf for immediate 
shipment.  Order today, and have them in hand as soon as tomorrow!

$1895
ea. qty.1-9only

FW SERIES

1-20 dB

Mini-Circuits

®

M

DC-12 GHz
1W Attenuators

531 rev. orig.

Mini-Circuits®

www.minicircuits.com    P.O. Box 35 166, Brooklyn, NY 11235-0003   (718) 934-4500   sales@minicircuits.com
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Important Dates 
Tutorials, Special, Sessions & Challenges 

Proposal Submission
June — Sept.  2014 

4-Page Paper Submission 
Aug. 1st  — Nov. 10th, 2014 
Notification
Dec. 20th, 2014 
Upload & Registration 
Jan. 10th, 2015 

The IEEE International Symposium on Biomedical Imaging (ISBI) is a premier 
interdisciplinary conference encompassing all scales of imaging in medicine 
and the life sciences. The 2015 meeting will continue its tradition of fostering 
knowledge transfer among different imaging communities and contributing to 
an integrative approach to biomedical imaging across all scales of observation. 

ISBI is a joint initiative from the IEEE Signal Processing Society (SPS) and the 
IEEE Engineering in Medicine and Biology Society (EMBS). The 2015 meeting 
will open with a morning of tutorials, followed by a scientific program of plenary 
talks, invited special sessions, challenges, as well as oral and poster 
presentations of peer-reviewed papers. 

High-quality papers are requested containing original contributions to 
mathematical, algorithmic, and computational aspects of biomedical imaging, 
from nano- to macro-scale. Topics of interest include image formation and 
reconstruction, computational and statistical image processing and analysis, 
dynamic imaging, visualization, image quality assessment, and physical, 
biological, and statistical modeling. We also encourage papers that elucidate 
biological processes (including molecular mechanisms) or translational 
ramification through integration of image-based data. Accepted 4-page regular 
papers will be published in the symposium proceedings and included in IEEE 
Xplore.

To encourage attendance by a broader audience of imaging scientists (in 
particular from the biology, radiology, and physics community) and offer 
additional opportunities for cross-fertilization, ISBI will again propose a second 
track featuring posters selected from abstract submissions without subsequent 
archival publication. 

Conference Chairs
Elsa Angelini
Telecom ParisTech, France 
Columbia University, USA 

Jelena Kova evi
Carnegie Mellon University, USA 

Program Chairs
Sebastien Ourselin
University College London, UK 

Jens Rittcher
Oxford University, UK   

Organizing Committee
Stephen Aylward, Kitware
Dana Brooks, Northeastern U. 
Qi Duan, NIH
Elisa Konofagou, Columbia U. 
Jan Kybic, Czech Tech. University 
Erik Meijering, Erasmus MC 
Wiro Niessen, Erasmus MC 
Ricardo Otazo, NYU 
Dirk Padfield, GE Healthcare
Gustavo Rohde, Carnegie Mellon 
Badri Roysam, U. of Houston 
Ivan Selesnick. Polytech NYU
Dimitri Van De Ville, EPFL 
Simon Warfield, Harvard
Ge Yang, Carnegie Mellon

Contact
d.bernstein@ieee.org

http://biomedicalimaging.org/2015

IEEE International Symposium on Biomedical Imaging 
April 16th — 19th  2015,  Brooklyn, NY USA 

Venue: ISBI 2015 will be held at the Marriott hotel at the 
Brooklyn bridge, located on Adams street, next to the 
historical Court House building, with premier shopping, dining, 
and attractions in the heart of the Dumbo district. A short walk 
will take you to eight subway lines, a city bike station or a 
yellow cab to explore Brooklyn or to reach Manhattan just 1.5 
miles (2 subway stations) across the East river for memorable 
nights in the Big Apple. 

1-Page Paper Submission 
Nov. 20th , 2014 — Dec. 20th , 2014
Notification
Feb. 1st , 2015 
Upload & Registration 
Feb. 15th , 2015
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Theory, Design and Application of Arbitrary Order Arbitrary Delay Filterbanks http://dx.doi.org/10.1109/TSP.2014.2342655 . . . . . . . . . . . . . . . .
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Call for Papers
The International Conference on Image Processing (ICIP), sponsored by the IEEE Signal Processing 
Society, is the premier forum for the presentation of technological advances and research results in 
the fields of theoretical, experimental, and applied image and video processing. ICIP 2015, the twenty 
second in the series that has been held annually since 1994, brings together leading engineers and 
scientists in image and video processing from around the world. Research frontiers in fields ranging 
from traditional image processing applications to evolving multimedia and video technologies are 
regularly advanced by results first reported in ICIP technical sessions. 

Topics include, but are not limited to: 
Image/video coding and transmission: Still-image and video coding, stereoscopic and 3-D 
coding, distributed source coding, source/channel coding, image/video transmission over 
wireless networks; 
Image/video processing: Image and video filtering, restoration and enhancement, image 
segmentation, video segmentation and tracking, morphological processing, stereoscopic and 
3-D processing, feature extraction and analysis, interpolation and super-resolution, motion 
detection and estimation, color and multispectral processing, biometrics; 
Image formation: Biomedical imaging, remote sensing, geophysical and seismic imaging, 
optimal imaging, synthetic-natural hybrid image systems; 
Image scanning, display, and printing: Scanning and sampling, quantization and half toning, 
color reproduction, image representation and rendering, display and printing systems, image-
quality assessment; 
Image/video storage, retrieval, and authentication: Image and video databases, image and 
video search and retrieval, multimodality image/ video indexing and retrieval, authentication and 
watermarking; 
Applications: Biomedical sciences, mobile imaging, geosciences & remote sensing, astronomy 
& space exploration, document image processing and analysis, other applications. 

Paper Submission: Authors are invited to submit papers of not more than four pages for 
technical content including figures and references, with one optional page containing only references. 

Call for Tutorials: Tutorials will be held on Sunday, September 27, 2015. Proposals should be 
submitted by January 15, 2015 to tutorials@icip2015.org and must include title, outline of the tutorial 
and its motivation, short description, contact information and credentials for each presenter including 
name, affiliation, email, mailing address, and a two-page resume. 

Call for Special Sessions: Proposals should be submitted by November 27, 2014 in a single 
PDF document sent to specialsessions@icip2015.org. Please include title, motivation for the special 
session topic, potential authors and titles of papers, as well as contact information and credentials for 
each organizer including name, affiliation, email, mailing address, and a short resume.

Important Dates  
Special Sessions Proposals: 27 November 2014
Regular Papers Submission:  15 January 2015
Tutorials Proposal: 15 January 2015

Visit icip2015.org for details on paper submission, social events, no-show policy, and more.

Organizing Committee

General Co-Chairs
Jean-Luc DUGELAY

André MORIN

Technical Program Chairs
Fabrice LABEAU 

Jean-Philippe THIRAN

Finances
Jean FORTIN

Plenary Sessions
Stéphane COULOMBE

Kenneth ROSE
Special Sessions 

Oscar C. AU
Éric DUBOIS

Tutorials
Janusz KONRAD

André ZACCARIN
Local Arrangements

Paul FORTIER

Registration
Xavier MALDAGUE

Exhibit/Industry
Khaled EL-MALEH

Branislav KISACANIN

Publicity 
Aishy AMER

Publications
Mireille BOUTIN

Electronic Media
Abdulmotaleb EL SADDIK

Benoît HUET
International Liaison

Carlo S. REGAZZONI
Wan-Chi SIU

Student Activities
Sylvie DANIEL
Guoliang FAN

Awards 
Phil CHOU
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PERSONAL INFORMATION
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26. University, college/other educational institutions, libraries
27. Retired
28. Other__________________________

Over Please

B. Principal job function
9. Design/development 
  engineering—digital

10. Hardware engineering
11. Software design/development
12. Computer science
13. Science/physics/mathematics
14. Engineering (not elsewhere

specified)
15. Marketing/sales/purchasing
16. Consulting
17. Education/teaching
18. Retired
19. Other

1. General and corporate management
2. Engineering management
3. Project engineering management
4. Research and development 
  management
5. Design engineering management
  —analog
6. Design engineering management
  —digital
7. Research and development
  engineering
8. Design/development engineering
  —analog

D. Title
1. Chairman of the Board/President/CEO
2. Owner/Partner
3. General Manager
4. VP Operations
5. VP Engineering/Dir. Engineering
6. Chief Engineer/Chief Scientist
7. Engineering Management
8. Scientific Management
9. Member of Technical Staff

10. Design Engineering Manager
11. Design Engineer
12. Hardware Engineer
13. Software Engineer
14. Computer Scientist
15. Dean/Professor/Instructor
16. Consultant
17. Retired
18. Other 

C. Principal responsibility 
1. Engineering and scientific management
2. Management other than engineering
3. Engineering design
4. Engineering
5. Software: science/mngmnt/engineering

6. Education/teaching
7. Consulting
8. Retired
9. Other
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Information for Authors
(Updated/Effective September 17, 2014)

The IEEE TRANSACTIONS ON SIGNAL PROCESSING is published online twice per month
(semimonthly) covering advances in the theory and application of signal processing. The
scope is re ected in the EDICS: the Editor’s Information and Classi cation Scheme.
Please consider the journal with the most appropriate scope for your submission.
Authors are encouraged to submit manuscripts of Regular papers (papers which pro-

vide a complete disclosure of a technical premise), or Comment Correspondences (brief
items that provide comment on a paper previously published in the TRANSACTIONS).
Submissions/resubmissions must be previously unpublished and may not be under con-
sideration elsewhere.
Every manuscript must (a) provide a clearly de ned statement of the problem being

addressed, (b) state why it is important to solve the problem, and (c) give an indica-
tion as to how the current solution ts into the history of the problem, including bib-
liographic references to related work rather than restating established algorithms and
scienti c principles.
In order to be considered for review, a paper must be within the scope of the journal

and represent a novel contribution. A paper is a candidate for an Immediate Rejection
if it is of limited novelty, e.g. a straightforward combination of theories and algorithms
that are well established and are repeated on a known scenario, no new experimental
data or new application. Experimental contributions will be rejected without review if
there is insuf cient experimental data. The TRANSACTIONS are published in English.
Papers that have a large number of typographical and/or grammatical errors will also be
rejected without review.
By submission/resubmission of your manuscript to this TRANSACTIONS, you are ac-

knowledging that you accept the rules established for publication of manuscripts, in-
cluding agreement to pay all overlength page charges, color charges, and any other
charges and fees associated with publication of the manuscript. Such charges are not
negotiable and cannot be suspended.
New and revised manuscripts should be prepared following the “Manuscript Sub-

mission” guidelines below, and submitted to the online manuscript system ScholarOne
Manuscripts. After acceptance, nalized manuscripts should be prepared following the
“Final Manuscript Submission Guidelines” below. Do not send original submissions or
revisions directly to the Editor-in-Chief or Associate Editors; they will only access your
manuscript electronically via the ScholarOne Manuscripts system.

Manuscript Submission. Please follow the next steps.
1. Account in ScholarOne Manuscripts. If necessary, create an account in the on-line
submission system ScholarOne Manuscripts. Please check rst if you already have
an existing account which is based on your e-mail address and may have been
created for you when you reviewed or authored a previous paper.

2. Electronic Manuscript. Prepare a PDF le containing your manuscript in double-
column, single-spaced format using a font size of 10 points or larger, having a
margin of at least 1 inch on all sides. For a regular paper, the manuscript may not
exceed 13 double-column pages, including title; names of authors and their com-
plete contact information; abstract; text; all images, gures and tables, appendices
and proofs; and all references.
Upload this version of the manuscript as a PDF le “double.pdf” to the Schol-

arOneManuscripts site. You are encouraged to also submit a single-column, double-
spaced version (11 point font or larger), but page length restrictions will be deter-
mined by the double-column version.
For regular papers, the revised manuscript may not exceed 16 double-column

pages (10 point font), including title; names of authors and their complete contact
information; abstract; text; all images, gures and tables, appendices and proofs;
and all references.
Proofread your submission, con rming that all gures and equations are visible

in your document before you “SUBMIT” your manuscript. Proofreading is critical;
once you submit your manuscript, the manuscript cannot be changed in any way.
You may also submit your manuscript as a PostScript or MSWord le. The system
has the capability of converting your les to PDF, however it is your responsibility
to con rm that the conversion is correct and there are no font or graphics issues
prior to completing the submission process.

3. Additional Documents for Review. Please upload pdf versions of all items in the
reference list which are not publicly available, such as unpublished (submitted)
papers. Other materials for review such as supplementary tables and gures may
be uploaded as well. Reviewers will be able to view these les only if they have
the appropriate software on their computers. Use short lenames without spaces
or special characters. When the upload of each le is completed, you will be asked
to provide a description of that le.

4. Multimedia Materials. IEEE Xplore can publish multimedia les (audio, images,
video) and Matlab code along with your paper. Alternatively, you can provide
the links to such les in a README le that appears on Xplore along with

Digital Object Identi er 10.1109/TSP.2014.2358875

your paper. For details, please see http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect6 under “Multimedia.” To make
your work reproducible by others, the TRANSACTIONS encourages you to submit
all les that can recreate the gures in your paper. Files that are to be included
with the nal paper must be uploaded for consideration in the review process.

5. Submission. After uploading all les and proofreading them, submit your manu-
script by clicking “Submit.” A con rmation of the successful submission will open
on screen containing the manuscript tracking number and will be followed with an
e-mail con rmation to the corresponding and all contributing authors. Once you
click “Submit,” your manuscript cannot be changed in any way.

6. Copyright Form and Consent Form. By policy, IEEE owns the copyright to the
technical contributions it publishes on behalf of the interests of the IEEE, its au-
thors, and their employers; and to facilitate the appropriate reuse of this material
by others. To comply with the IEEE copyright policies, authors are required to sign
and submit a completed “IEEE Copyright and Consent Form” prior to publication
by the IEEE.
The IEEE recommends authors to use an effective electronic copyright form

(eCF) tool within the ScholarOne Manuscripts system. You will be redirected to
the “IEEE Electronic Copyright Form” wizard at the end of your original submis-
sion; please simply sign the eCF by typing your name at the proper location and
click on the “Submit” button.

Comment Correspondence.Comment Correspondences provide brief comments on
material previously published in the TRANSACTIONS. A comment correspondence may
not exceed 2 pages in double-column, single double-spaced format, using 9 point type,
with margins of 1 inch minimum on all sides, and including: title, names and contact
information for authors, abstract, text, references, and an appropriate number of illus-
trations and/or tables. Comment Correspondences are submitted in the same way as
regular manuscripts (see “Manuscript Submission” above for instructions).
Manuscript Length. Papers published on or after 1 January 2007 can now be up to 10

pages, and any paper in excess of 10 pages will be subject to over length page charges.
The IEEE Signal Processing Society has determined that the standard manuscript length
shall be no more than 10 published pages (double-column format, 10 point type) for
a regular submission. Manuscripts that exceed these limits will incur mandatory over
length page charges, as discussed below. Since changes recommended as a result of
peer review may require additions to the manuscript, it is strongly recommended that
you practice economy in preparing original submissions.
Exceptions to manuscript length requirements may, under extraordinary circum-

stances, be granted by the Editor-in-Chief. However, such exception does not obviate
your requirement to pay any and all over length or additional charges that attach to the
manuscript.
Resubmission of Previously Rejected Manuscripts. Authors of manuscripts re-

jected from any journal are allowed to resubmit their manuscripts only once. At the time
of submission, you will be asked whether your manuscript is a new submission or a re-
submission of an earlier rejected manuscript. If it is related to a manuscript previously
rejected by any journal, you are expected to submit supporting documents identifying
the previous submission and detailing how issues raised in the previous reviews have
been addressed. Papers that do not disclose connection to a previously rejected paper or
that do not provide documentation as to changes made may be immediately rejected.
Full details of the resubmission process can be found in the Signal Processing So-

ciety “Policy and Procedures Manual” at http://www.signalprocessingsociety.org/
about/governance/policy-procedure/.
Author Misconduct.
Author Misconduct Policy: Plagiarism includes copying someone else’s work without

appropriate credit, using someone else’s work without clear delineation of citation, and
the uncited reuse of an authors previously published work that also involves other au-
thors. Plagiarism is unacceptable.
Self-plagiarism involves the verbatim copying or reuse of an authors own prior work

without appropriate citation; it is also unacceptable. Self-plagiarism includes duplicate
submission of a single journal manuscript to two different journals, and submission of
two different journal manuscripts which overlap substantially in language or technical
contribution.
Authors may only submit original work that has not appeared elsewhere in a journal

publication, nor is under review for another journal publication. Limited overlap with
prior journal publications with a common author is allowed only if it is necessary for the
readability of the paper. If authors have used their own previously published work as a
basis for a new submission, they are required to cite the previous work and very brie y
indicate how the new submission offers substantively novel contributions beyond those
of the previously published work.
It is acceptable for conference papers to be used as the basis for a more fully devel-

oped journal submission. Still, authors are required to cite related prior work; the papers
cannot be identical; and the journal publication must include novel aspects.
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Author Misconduct Procedures: The procedures that will be used by the Signal Pro-
cessing Society in the investigation of author misconduct allegations are described in
the IEEE SPS Policies and Procedures Manual.
Author Misconduct Sanctions: The IEEE Signal Processing Society will apply the

following sanctions in any case of plagiarism, or in cases of self-plagiarism that involve
an overlap of more than 25% with another journal manuscript:
1) immediate rejection of the manuscript in question;
2) immediate withdrawal of all other submitted manuscripts by any of the authors,
submitted to any of the Society’s publications (journals, conferences, workshops),
except for manuscripts that also involve innocent co-authors; immediate with-
drawal of all other submitted manuscripts by any of the authors, submitted to
any of the Society’s publications (journals, conferences, workshops), except for
manuscripts that also involve innocent co-authors;

3) prohibition against each of the authors for any new submissions, either individually,
in combination with the authors of the plagiarizing manuscript, or in combination
with new co-authors, to all of the Society’s publications (journals, conferences,
workshops). The prohibition shall continue for one year from notice of suspension.

Further, plagiarism and self-plagiarism may also be actionable by the IEEE under the
rules of Member Conduct.

Submission Format.
Authors are encouraged to prepare manuscripts employing the on-line style les

developed by IEEE. All manuscripts accepted for publication will require the authors
to make nal submission employing these style les. The style les are available on the
web at http://www.ieee.org/publications_standards/publications/authors/authors_jour-
nals.html#sect2 under “Template for all TRANSACTIONS.” (LaTeX and MS Word).
Authors using LaTeX: the two PDF versions of the manuscript needed for

submission can both be produced by the IEEEtran.cls style le. A double-spaced
document is generated by including \documentclass[11pt,draftcls,onecolumn]
{IEEEtran} as the rst line of the manuscript source le, and a single-spaced
double-column document for estimating the publication page charges via
\documentclass[10pt,twocolumn,twoside]{IEEEtran} for a regular submission, or
\documentclass[9pt,twocolumn,twoside]{IEEEtran} for a Correspondence item.

Title page and abstract: The rst page of the manuscript shall contain the title,
names and contact information for all authors (full mailing address, institutional
af liations, phone, fax, and e-mail), the abstract, and the EDICS. An asterisk *
should be placed next to the name of the Corresponding Author who will serve
as the main point of contact for the manuscript during the review and publication
processes.
An abstract must be a well-written stand-alone paragraph 150-250 words long,

with no displayed equations, footnotes, references or tabular material. The abstract
should indicate the scope of the paper and summarize the author’s conclusions,
making it a useful tool for information retrieval. Visit http://www.signalprocess-
ingsociety.org/publications/periodicals/tsp/tsp-author-info/ for speci cations and
description.
EDICS:All submissionsmustbeclassi edby theauthorwith anEDICS(Editors’ In-
formationClassi cationScheme) selected from the list ofEDICSpublishedonlineat
http://www.signalprocessingsociety.org/publications/periodicals/tsp/TSP-EDICS/

newmanuscript, please choose the EDICS categories that best suit yourmanuscript.
Failure to do so will likely result in a delay of the peer review process.

rst page—i.e., the title and abstract
page—of the manuscript.
Illustrations and tables: Each gure and table should have a caption that is intel-
ligible without requiring reference to the text. Illustrations/tables may be worked
into the text of a newly-submitted manuscript, or placed at the end of the manu-
script. (However, for the nal submission, illustrations/tables must be submitted
separately and not interwoven with the text.)
Illustrations in color may be used but, unless the nal publishing will be in color,

the author is responsible that the corresponding grayscale gure is understandable.
In preparing your illustrations, note that in the printing process, most illustrations

are reduced to single-column width to conserve space. This may result in as much
as a 4:1 reduction from the original. Therefore, make sure that all words are in a
type size that will reduce to a minimum of 9 points or 3/16 inch high in the printed
version. Only the major grid lines on graphs should be indicated.
Abbreviations: This TRANSACTIONS follows the practices of the IEEE on
units and abbreviations, as outlined in the Institute’s published standards. See
http://www.ieee.org/portal/cms_docs_iportals/iportals/publications/authors/
transjnl/auinfo07.pdf for details.
Mathematics: All mathematical expressions must be legible. Do not give deriva-
tions that are easily found in the literature; merely cite the reference.

Final Manuscript Submission Guidelines.

nalmaterials required for publicationwill be sent to theCorrespondingAuthor. Finalized
manuscripts should be prepared in LaTeX or MS Word, and are required to use the
style les established by IEEE, available at http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2.

Instructions for preparing les for electronic submission are as follows:
nal manuscript may not exceed 16 double-column pages

(10 point font), including title; names of authors and their complete contact infor-
mation; abstract; text; all images, gures and tables, appendices and proofs; and
all references. Without expressed approval from the Editor-in-Chief, papers that
exceed 16 pages in length will not publish.

RANSACTIONS, the name of the author,
and the software used to format the manuscript.

les into the text le of your nalized manuscript (although
this is acceptable for your initial submission). If submitting on disk, use a separate
disk for graphics les.

les of the text.

les should be separate from the text, and not contain the caption text,
but include callouts like “(a),” “(b).”

le names should be lower case and named g1.eps, g2.tif, etc.

needs to be at least 600 dpi (400 dpi for color).

this will be at the expense of the author. Without other indications, color graphics
will appear in color in the online version, but will be converted to grayscale in the
print version.

IEEE supports the publication of author names in the native language alongside the
English versions of the names in the author list of an article. For more information,

org/publications_standards/publications/authors/auth_names_native_lang.pdf
Additional instructions for preparing, verifying the quality, and submitting graphics

and multimedia les are available via http://www.ieee.org/publications_standards/
publications/authors/authors_journals.html.

Open Access.
This publication is a hybrid journal, allowing either Traditionalmanuscript submission

to have your manuscript be an Open Access article, you commit to pay the discounted
$1,750OAfee ifyourmanuscript isaccepted forpublication inorder toenableunrestricted
public access. Any other application charges (such as over-length page charge and/or
charge for theuseof color in theprint format)will bebilled separately once themanuscript
formatting is complete but prior to the publication. If you would like your manuscript to
be a Traditional submission, your article will be available to quali ed subscribers and
purchasers via IEEE Xplore. No OA payment is required for Traditional submission.

Page Charges.
Voluntary Page Charges.

thor(s) or his/her/their company or institution will be asked to pay a charge of $110 per
page to cover part of the cost of publication of the rst ten pages that comprise the stan-
dard length (six pages, in the case of Technical Correspondences until their publication
will be discontinued).
Mandatory Page Charges. The author(s) or his/her/their company or institution will

be billed $220 per each page in excess of the rst ten published pages for regular papers
and six published pages for technical correspondence until their publication will be dis-
continued. These are mandatory page charges and the author(s) will be held responsible
for them. They are not negotiable or voluntary. The author(s) signi es his willingness to
pay these charges simply by submitting his/her/their manuscript to the TRANSACTIONS.
The Publisher holds the right to withhold publication under any circumstance, as well as
publication of the current or future submissions of authors who have outstanding manda-
tory page charge debt.
Color Charges. Color gures which appear in color only in the electronic (Xplore)

version can be used free of charge. In this case, the gure will be printed in the hardcopy
version in grayscale, and the author is responsible that the corresponding grayscale gure
is intelligible. Color reproduction in print is expensive, and all charges for color are the
responsibility of the author. The estimated costs are as follows. There will be a charge
of $62.50 for each gure; this charge may be subject to change without noti cation. In
addition, there are printing preparation charges whichmay be estimated as follows: color
reproductions on four or fewer pages of the manuscript: a total of approximately $1045;
color reproductions on ve pages through eight pages: a total of approximately $2090;
color reproductions on nine through 12 pages: a total of approximately $3135, and so on.
Payment of fees on color reproduction is not negotiable or voluntary, and the author’s
agreement to publish the manuscript in the TRANSACTIONS is considered acceptance of
this requirement.
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