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Molecular quantum-dot cellular automata (QCA) may provide high speed, low power, classical information
processing in the post-CMOS era. The readout of molecular QCA bits is challenging because the molecules
may be much smaller than transistors and even single-electron transistors. This paper builds on a recent
proposal for the spectroscopic readout of bits from asymmetric QCA molecules. Here, we propose circuits for
fanning out a bit onto a large QCA circuit to increase the spectroscopic signal-to-noise ratio. As the number
of molecules in a fanout circuit grows, however, the internal bias of each asymmetric cell accumulates, and
the circuit may become stuck, tolerating only a very small internal bias. We also propose the use of an
applied electric field to compensate for a candidate molecule’s internal bias, thereby restoring switchability,
even when the internal bias is significant.

I. INTRODUCTION

Quantum-dot cellular automata (QCA)1 is a paradigm
for classical, general-purpose computing designed as a
low-power alternative to the transistor. In QCA, the el-
ementary device is a cell, a system of coupled quantum
dots with mobile charge. The charge configuration of a
cell encodes a bit, and charge tunneling between dots en-
ables device switching. Cells are coupled locally via the
electrostatic field, and this interaction allows layouts of
cells to function as digital logic circuits.2 Simpler logic
gates may be used to form more complex logic, and even
processors have been designed in QCA.3,4

Cells have been realized using metallic dots,5 semicon-
ductor dots,6 and dangling bonds on a silicon surface.7

The implementation of interest here is a molecular one, in
which redox centers on mixed-valence molecules provide
quantum dots.1,8,9 This may be at the limit of scaling for
devices that may be engineered by humanity. Since bit
energies are Coulomb energies, and these increase with
decreasing distance, molecular QCA may support bit en-
ergies robust at ambient temperatures. They may also
support device switching at time scales several orders
of magnitude shorter than those of commercial CMOS
transistors.10,11

Molecular QCA candidates have been designed and
proposed, and some have been synthesized and studied.
Ionic candidate QCA molecules have been attached to
a surface and switched.12,13 Additionally, in recognition
that neutralizing charge may locate randomly near ionic
QCA cells, changing device characteristics14–16 and po-
tentially disrupting circuits,17,18 a class of mixed-valence
zwitterionic molecules was proposed, in which neutral
species may provide QCA cells.19,20 A zwitterionic can-
didate QCA molecule was synthesized and reported in
2015.21

a)Corresponding author; Electronic mail: En-
rique Blair@baylor.edu

Some milestones must be achieved in order to realize
the promise of molecular QCA computation. A candi-
date molecule must be designed, synthesized and tested,
and technology must be in place to arrange molecules of
this species with adequate precision. Methods for writing
classical bits from CMOS to much smaller QCA circuits
must be achieved, as well as methods for reading bits
from QCA systems.
This paper focuses on a circuit-based approach to sup-

port bit readout from QCA circuits. Some proposals for
bit readout involves single-electron transistors22–26 or the
use of a single molecules to modify the gating character-
istics for a transistor.27 Our group has recently proposed
the use of asymmetric QCA cells for spectroscopic read-
out of QCA states.28 This may allow room-temperature
readout of QCA bits. We develop this theme by explor-
ing readout circuits comprised of asymmetric QCA cells.
The central concept is fanout, the copying of the state of
a QCA cell onto many others. For asymmetric readout,
the bit should be copied in the same way to each molecule
so as to strengthen the spectroscopic signal, increase the
signal-to-noise ratio, and provide a larger illumination
target for methods such as tip-enhanced Raman spec-
troscopy (TERS)29–31 or surface-enhanced Raman spec-
troscopy (SERS).32

Device asymmetry may cause an internal bias toward
one device state. This effect grows increasingly signif-
icant as the number of cells in a fanout circuit grows.
Eventually, the bias may prevent the output circuit from
supporting both the “0” and “1” states. We show here
that the internal bias may be compensated using an
externally-applied electric field.

II. BACKGROUND

A QCA cell is a coupled system of quantum dots with
some mobile charge. An example with one mobile elec-
tron on a double-quantum-dot (DQD) system is shown
in Figure 1. Two localized charge states provide a “0”
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P = +1

FIG. 1. A mobile electron (red disc) has two localized states
on a molecular double-quantum dot system. The dots are
represented by circles, and a tunneling path is indicated by a
line. The dots are separated by distance a, and the displace-
ment from dot 1 to dot 0 defines a vector a. In this example,
a = aŷ.

configuration and a “1” configuration. Layouts of cells
may be used to form QCA logic circuits.
The readout of bits from molecular QCA circuits

is challenging because even single-electron transistors
(SETs) are much larger than QCA molecules, which
may have a ∼ 1 nm2 footprint. Therefore, a spectro-
scopic readout scheme was proposed recently for molec-
ular QCA. For spectroscopic readout, it is insufficient
to have a symmetric molecule. Spectroscopic readout of
QCA molecules depends on a dissimilarity between the
various charge centers on the molecule, so that differ-
ent states have distinct Raman spectra. Thus, spectro-
scopic readout provides a use case for asymmetric QCA
molecules.
It is desirable to use many asymmetric molecules,

rather than just a single molecule for the spectral read-
out of QCA bits. The laser spot size will be much larger
than the dimensions of a target molecule, and for a sin-
gle molecule, the signal-to-noise-ratio (SNR) may be very
low. Therefore, it will be useful to copy the output bit
to many like molecules. This will provide a larger illumi-
nation target, as well as enhance the SNR.
One challenge with asymmetric molecules is that they

may have an internal bias, ∆o favoring one state over the
other. The effect of this bias becomes more pronounced
in a circuit with N asymmetric cells as N grows. This
paper describes the effects of ∆o on circuit behavior and
presents spectroscopic readout circuits, in which we com-
pensate for ∆o by applying an external electric field.

III. MODEL

In this paper, we study circuits comprised of two-dot
cells, as shown in Figure 1. The two-dot cell is treated
as a two-state system, with localized charge states of a
mobile electron providing two classical states, “0” and
“1.” These states, respectively, are assigned the symbols
|0⟩ and |1⟩, as well as polarizations P = −1 and P = +1.

Here, polarization is a function of the mobile charge on
the dots: P = −(q1 − q0)/qe, where qk is the mobile
charge on dot k, and −qe is the charge of an electron.
Quantum superpositions of the classical states |0⟩ and
|1⟩ have values of P intermediate to the extreme values
of P = ±1.
The Hamiltonian for this two-dot cell may be written

as

Ĥ = −γσ̂x +
∆

2
σ̂z. (1)

Here, the operators σ̂x = |1⟩ ⟨0| + |0⟩ ⟨1| and σ̂z =
|1⟩ ⟨1| − |0⟩ ⟨0| are Pauli operators. The tunneling en-
ergy, γ, characterizes an electron transfer between the
two classical states. The second term describes the bias
between the two states:

∆ =
〈
1
∣∣∣ Ĥ0

∣∣∣ 1〉−
〈
0
∣∣∣ Ĥ0

∣∣∣ 0〉 , (2)

for which ∆ > 0 biases the cell toward state “0,” and
∆ < 0 biases the cell toward state “1.” We may further
distinguish between different contributions to ∆:

∆ = ∆neigh +∆E +∆o , (3)

where ∆neigh is the bias due to the charge configuration
of any neighboring cells; ∆E = −qea · E is the contribu-
tion to the bias due to an applied external electric field,
E; and, ∆o is an internal bias due to any dissimilarity
between the two dots. The vector a is a displacement
that has magnitude a and a direction that points from
dot 1 to dot 0, as shown in Figure 2.
For a given cell, the expectation value of σ̂z defines the

cell’s polarization: P = ⟨σ̂z⟩. The sign of P encodes a
bit.

dot 1

dot 0

x̂

ŷ

ẑ

a
E

FIG. 2. A double-quantum-dot molecular QCA cell may be
immersed in an electric field.

Intercellular Coulomb interactions enable information
processing. In Figure 3a, a target cell is placed beside
a driver cell and aligned along an axis perpendicular to
the a vector for both cells. We will refer to this as a
“row”-type arrangement. In Figure 3b, the target cell is
placed at a distance a away from the driver along the a
direction in a “column”-type arrangement. The ground
state polarization of the target cell is calculated for both
Figures 3a and 3b for various driver polarizations, result-
ing in cell-cell response curves as shown in Figure 4. For
the row configuration, the driver bit is copied with an in-
version to the target bit. For the column configuration,
a bit is copied from the driver to the target cell. For
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driver target

x̂

ŷ

ẑ

a

(a)

driver

target

x̂

ŷ

ẑ
a

(b)

FIG. 3. A neighboring molecule drives a target molecule. (a)
Coupling in the ±x̂ direction is referred to as “row” coupling,
and (b) coupling in the ±ŷ direction is called “column” cou-
pling.

FIG. 4. A driver cell (shown with a blue mobile electron)
biases a neighboring molecule (shown with a red mobile elec-
tron). (a) When aligned in a row along the x̂ direction, the
target cell responds by anti-aligning with the driver. (b)
When aligned in a column along the ŷ direction, the target
cell tends to align with the driver cell.

these calculations, γ = 25 meV was used. In these and
all calculations in this paper, a = 1 nm is assumed.
To model a QCA circuit, the following general circuit

Hamiltonian may be used:

Ĥ =
∑
k

Ĥk +
1

2

∑
i,j

Ei,j σ̂
(i)
z σ̂(j)

z . (4)

Here, Ĥk is the free Hamiltonian of cell k. Pair-wise,
Coulomb, intercellular coupling is captured in the dou-
ble summation, where Ei,j is an energy of coupling be-
tween cells i and j, and the factor of 1/2 accounts for the
double-counting of interactions. Ei,j < 0 tends to align
cells i and j, and Ei,j > 0 tends to anti-align them. Ei,j

is determined by the relative positions and orientations
of cells i and j.
In this paper, the method for studying a circuit is to

calculate the ground state, from which we obtain the po-

larizations of each cell. We can then take the average of
all output polarizations to see whether the circuit as a
whole has responded in the desired manner. Circuit in-
puts are applied using a driver cell, which directly affects
only a few cells in the circuit, but may indirectly affect
all cells in the fanout circuit.

IV. RESULTS

In this section, it is seen that even a small internal bias
in an asymmetric molecule can render a fanout circuit
stuck if the number of molecules in the circuit is large
enough. This effect is studied, and we explore the use of
a compensating electric field to correct circuit behaviors
and enable circuit functionality.

A. The Compounding Effects of Internal Bias

Even a small internal bias, ∆o, can bias an entire cir-
cuit strongly so that it is stuck in the preferred state if
the number of cells (N) in the circuit is large enough.
We explore the effects of the internal bias using fanout
circuits of two types, as illustrated in Figures 5a and 5b.
The circuit of Figure 5a is straightforward to understand,
but the circuit of Figure 5b may provide a higher device
density and a higher signal-to-noise ratio under spectro-
scopic readout.

driver

0

...

N − 1

a

a

ax̂

ŷ

ẑ

(a) Linear fanout.

driver

0

1

2

3

4

5

6

7

8

x̂

ŷ

ẑ

(b) 2D fanout.

FIG. 5. Circuits used for fanout with asymmetric QCA cells
should copy an output bit to multiple cells in the same way.
(a) An column array of N cells may function as an output
circuit. (b) Fanout also may be accomplished in both the +x̂
and ±ŷ directions. This may provide a higher device density
and result in a higher spectroscopic SNR.
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1. Linear Fanout Circuit

The effects of ∆o can be understood by considering
the linear fanout circuit of Figure 5a. Here, a driver
cell simulates a bit resulting from upstream processing
and provides a bias for cell 0. The driver bit is then
copied onto the column formed by cells 0 through N − 1.
This simple circuit features a design generally desirable
in fanout circuits: for low ∆o, the ground state localizes
the charge on each cell in the same manner, contributing
to a stronger Raman signal.
For simplicity, we include only nearest-neighbor inter-

actions, so that the circuit Hamiltonian of Equation (4)
reduces to

Ĥ =

N−1∑
k=0

Ĥk +

N−2∑
j=0

Ej,j+1σ̂
(j)
z σ̂(j+1)

z . (5)

Here, only cell 0 experiences a bias from the driver, so
that the Hamiltonian for cell 0 is

Ĥ0 = −γσ̂(0)
x +

(
∆drv +∆o +∆E

2

)
σ̂(0)
z , (6)

where ∆neigh = ∆drv is the bias on cell 0 due to the
charge configuration of the driver. The Hamiltonian for
cells having k > 0 may be written as

Ĥk = −γσ̂(k)
x +

∆o +∆E

2
σ̂(k)
z , (7)

where only the internal bias ∆o and the bias ∆E due to
the applied external field E are included. It can be shown
that for cells in this column with a fixed neutralizing
charge of +qe/2 on each dot, the nearest-neighbor, pair-
wise interaction energy is

Ej,j+1 = − q2e
24πε0a

, (8)

where ε0 is the permittivity of free space. When a =
1 nm, Ej,j+1 = −240 meV.
Imposing the restrictions γ = 0 and E = 0 (no ap-

plied field) further simplifies the problem so that Ĥ is
diagonal and most easily analyzed. Consider a state
x⃗ = bN−1 · · · b1b0, where bk ∈ {0, 1} is a classical state of
the k-th cell. Each cell in state “0” (bk = 0) contributes
−∆o/2 to the total energy for being in the internally-
biased state, or ∆o/2 for being in state “1” (bk = 1).
Each anti-aligned nearest-neighbor pair (j, j + 1) con-
tributes Ej,j+1/2, and each aligned nearest-neighbor pair
contributes −Ej,j+1/2. Cell 0 contributes −∆drv/2 when
aligned with the driver, and ∆drv/2 when anti-aligned
with the driver.
For the readout application, we are most interested in

having all cells in state “0” or all in state “1,” correspond-
ing to circuit states |⃗0⟩ = |00 · · · 0⟩ and |⃗1⟩ = |11 · · · 1⟩.
Since these states have N − 1 nearest-neighbor pairs, we

write their energies as

E0⃗ = −∆drv

2
−N

∆o

2
+ (N − 1)

Ej,j+1

2
, and (9)

E1⃗ =
∆drv

2
+N

∆o

2
+ (N − 1)

Ej,j+1

2
. (10)

If ∆drv > 0 and ∆o > 0, then the circuit is biased toward
the state 0⃗. On the other hand, when ∆drv < 0 and
∆o > 0, the driver biases cell 0 toward the state “1”
in opposition to the internal bias, which biases all cells
toward state “0”. In this case, the circuit can bear state
“1” as the desired output state only if E1⃗ < E0⃗. Thus,
we require ∆drv < −N∆o, which provides a constraint
on the size of ∆o:

∆o < −∆max

N
(11)

for some maximum driver bias, ∆max. Thus, as the
circuit size N increases, the output circuit requires
molecules with smaller internal biases in order to allow
both states |⃗0⟩ and |⃗1⟩ to be possible as output states.

When this condition is not met, state 1⃗ never will be
accessible for ∆o > 0.
As an application of this, we assume an internal bias

of ∆o = 50 meV for all cells, and determine how large N
may be in the column of Figure 5a before the circuit fails
to a stuck state. The maximum driver bias is equivalent
to the pair-wise interaction energy: ∆max = Ej,j+1 =
−240 meV, the maximum possible driver bias toward
“1” on the driver cell. Then, we can use Equation (11)
to determine the maximum N for which the driver (cell

0) can drive a successful fanout to either |⃗0⟩ or |⃗1⟩:

N < −∆max

∆o
. (12)

The values used here require N < 4.8, consistent with the
simulation results shown in Figure 6. The insets with
a blue frame correspond to the blue data points, with
Pdrv = −1; and, the orange insets illustrate the case for
Pdrv=1. Here, Pdrv = −1 (input state “0”) drives an
average polarization on all the target cells of P̄ = −1 in
all cases, since both ∆o and Pdrv bias the system toward
|⃗0⟩. On the other hand, when Pdrv = 1 in opposition to
∆o > 0, the accumulating effect of ∆o with increasing N
overwhelms Pdrv = 1, and the fanout of the input bit “1”
fails for N ≥ 5: the average polarization fails to P̄ = −1.
We use as our figure of merit the average polarization,
P̄ , since we are interested in the spectroscopic response
of the entire circuit:

P̄ =
1

N

N−1∑
k=0

Pk , (13)

where Pk is the polarization of the k-th cell.
We now explore how large |∆o| may be before the cir-

cuit fails, given N = 9. The plot of Figure 7 shows the
average polarization, P̄ , of all cells in the fanout circuit
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FIG. 6. A fanout column of N asymmetric QCA cells with
an internal bias ∆o fails as N grows too large. Here, the
maximum bias from the driver is the same as the coupling
energy, ∆max = Ej,j+1 = −240 meV. For cells of length
a = 1 nm and an internal bias of ∆o = 50 meV, the fanout
circuit fails to respond to an input “1” bit with an output
state “11· · · 1” (desired average polarization of 1) when N
exceeds 4, since for N ≥ 5, the constraint of Equation (11) is
not satisfied.

as a function of driver polarization, Pdrv, and internal
bias, ∆o. Here, there is no applied field, E = 0. Ide-
ally, any Pdrv > 0 would lead to an average polarization
P̄ ≃ 1. Similarly, any Pdrv < 0 would lead to an av-
erage polarization P̄ ≃ 1. Thus, the right hand of Fig-
ure 7 (Pdrv > 0) ideally would be yellow, and the left
hand (Pdrv < 0) would be blue. In this case, however,
the increasing ∆o above zero makes it more difficult to
obtain an output circuit state of |⃗1⟩. Eventually, |⃗1⟩ be-
comes inaccessible using cell 0 as the sole input bias to
the circuit for ∆o ≳ 22 meV. Similarly, the state |⃗0⟩
is inaccessible for ∆o ≲ −22 meV. Thus, we identify
|∆o|max = 22 meV as the maximum allowable |∆o| before
the circuit is completely stuck in one state. The insets
of Figure 7 show the driver with a blue mobile electron,
and a few of the closest cells to the driver are shown with
a red mobile electron. The upper right and lower left in-
sets show the fanout array unresponsive to the driver
because |∆o| is too large for the nine-cell fanout. N = 9
is a very small fanout circuit, but because of Equation
(12), a much larger and more reasonable N would restrict
the molecules to a much smaller maximum internal bias,
|∆o|max.
Decreasing γ increases electron confinement and sharp-

ens the cell-cell polarization response. Conversely, in-
creasing γ weakens the polarization response of QCA
cells, and thus the P̄ response is degraded, with a much
smoother transition between P̄ ∼ +1 regions and P̄ ∼ −1
regions. Figure 8 shows the output circuit response P̄
calculated for γ ∈ {10, 50, 100} meV. These results are
summarized in Table I. For this type of QCA output
molecule, low γ is desirable.

FIG. 7. For a simple fanout onto a line of N = 9 cells using
longitudinal coupling, a sufficiently large internal bias, ∆o ∼
22meV, renders the circuit unable to switch between both
outputs. This calculation was performed with a = 1 nm and
γ = 20 meV.

TABLE I. For a fanout column consisting of N = 9 cells,
increasing the the tunneling energy degrades the circuit re-
sponse by reducing electronic confinement. This reduces the
maximum allowable bias, |∆o|max

.

γ (meV) |∆o|max
(meV)

10 25
25 22
50 21
100 13

2. A 2D Fanout Circuit

Similar effects of ∆o also are seen in the more complex
fanout circuit of Figure 5b. Again, the circuit is designed
to copy the driver bit onto all cells in the circuit. This
provides a higher device density than does the circuit
of Figure 5a, and so may provide a higher SNR under
spectroscopic readout. While the circuit considered here
has only 9 cells for computational tractability, this circuit
could be extended in the +x̂ and ±ŷ directions for a much
larger multiplicity of bit copies and a stronger SNR. In
modeling this circuit, we include all pairwise interactions,
Ei,j . Along with the consideration here of γ ̸= 0, this
gives rise to a more complex response.

The ground state of the 2D fanout circuit from Fig-
ure 5b in response to the driver polarization was calcu-
lated for various values of ∆o, zero applied field, E = 0,
γ = 10 meV, and with N = 9 cells. The circuit re-
sponse, P̄ , is plotted in the color map of Figure 9.
The output circuit’s response P̄ degrades as |∆o| in-
creases, and eventually becomes stuck for |∆o| ≳ 25 meV
(|∆o|max ≃ 25 meV). Much larger circuits are intractable
using the model presented here because of the exponen-
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(a) γ = 10 meV; |∆o|max ≃ 25 meV. (b) γ = 50 meV; |∆o|max ≃ 21 meV. (c) γ = 100 meV; |∆o|max ≃ 13 meV.

FIG. 8. Increasing the tunneling energy γ degrades the circuit response by decreasing electronic localization and decreasing
cell polarization. As a result, the P̄ response becomes smoother with increasing γ. This also decreases the maximum bias
strength |∆o|max allowable before the the circuit becomes stuck decreases. Calculations were peformed for (a) γ = 10 meV; (b)
γ = 50 meV; and (c) γ = 100 meV.

tial growth of the circuit’s state space with growing cir-
cuit size, N ; still, we expect that as N increases, the
circuit will be have a decreasing |∆o|max.

FIG. 9. The internal bias ∆o also may cause more complex
fanout circuits to become stuck. For a fanout circuit com-
prised of N = 9 cells, the output circuit becomes stuck as
|∆o| approaches 26 meV. For a much larger fanout on a much
larger circuit, only a very small |∆o| will be tolerable before
the circuit is stuck (i.e., ∆o overwhelms the driving bias ∆).

To demonstrate that increasing (reducing) the number
of cells N in the circuit reduces (increases) the maximum
allowable internal bias, |∆o|max, we remove one and two
cells from the circuit of Figure 5b. The removal of two
cells results in the circuit of Figure 5b results in the cir-
cuit of Figure 10a, and the removal of one cell results in
the circuit of Figure 10b.

A calculation of P̄ for the circuits of Figures 10a and
10b is shown in Figure 11a. Here, the maximum bias
strength before the circuit is stuck is |∆o|max ≃ 60 meV.
With one more cell |∆o|max is reduced to about 38 meV,

driver

0

1

2

3

4

5

6

x̂

ŷ

ẑ

(a) N = 7.

driver

0

1

2

3

4

5

6

7

x̂

ŷ

ẑ

(b) N = 8.

FIG. 10. Cells are removed from the fanout circuit of Figure
5b. (a) Two cells are removed, resulting in a fanout with
N = 7. (b) One cell is removed, resulting in a fanout with
N = 8.

TABLE II. For a 2D fanout circuit, increasing the number of
cells decreases the maximum allowable bias, |∆o|max

Cells in 2D fanout |∆o|max
(meV)

7 60
8 38
9 22

as seen in Figure 11b. These results also are summarized
in Table II.

A practical fanout circuit may have an N several or-
ders of magnitude greater than those modeled here. In
this case, a circuit with large N will likely tolerate negli-
gible internal biases. However, we propose the use of an
applied electric field to compensate for the internal bias
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7

(a) N = 7 and |∆o|max ≃ 60 meV.

(b) N = 8 and |∆o|max ≃ 38 meV.

FIG. 11. Increasing (decreasing) the number of cells, N , in
the fanout, decreases (increases) the allowable bias, |∆o|max,
before the circuit is completely stuck and cannot output both
states |⃗0⟩ and |⃗1⟩. Compare these values of |∆o|max with the
|∆o|max ≃ 25 meV for the N = 9 case.

of an asymmetric QCA molecular species. This is the
focus of the next section of the results.

B. Field-Compensated Output Circuits

An applied electric field may be used to compensate for
the internal bias in a molecular species used for fanout
circuits in a spectroscopic readout application. For a
given internal bias, ∆o, a compensating field component
is Ey ŷ, with Ey given by

Ey = −qe
∆o

a
. (14)

This compensating field may be applied using elec-
trodes as illustrated in Figure 12. A voltage, vc, is ap-
plied to the electrodes, which establishes the field with

driver

0

...

N − 1

x̂

ŷ

ẑ

anode

cathode

−
+

vc

Ey

(a)

driver

0

1

2

3

4

5

6

7

8

x̂

ŷ

ẑ

anode

cathode

−
+

vc

Ey

(b)

FIG. 12. Electrodes may be used to apply a compensating
electric field component, Ey ŷ, to cancel the effects of the in-
ternal bias ∆o in each molecule.

a bias-compensating component, Ey ŷ. This is illustrated
for the linear fanout circuit in Figure 12a, and again for
the 2D fanout circuit in Figure 12b.

To model the compensated circuits of Figure 12, we
applied the compensating field from Equation (14) uni-
formly to all cells. The ground state was calculated for
various ∆o and Pdrv, yielding the P̄ shown in the color
map of Figure 13 in the case of the linear fanout with
nearest-neighbor interactions only. Notably, the result is
the ideal response plot, where Pdrv > 0 results in P̄ ≃ 1,
and Pdrv < 0 results in P̄ ≃ −1. A similar result for the
field-compensated 2D fanout circuit is shown in Figure
14.

FIG. 13. An applied electric field corrects for the internal bias
in a linear fanout circuit for various values of the internal bias,
∆o.
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FIG. 14. An applied electric field compensates for the internal
bias in a 2D fanout circuit for various values of the internal
bias, ∆o.

V. DISCUSSION

The electric-field compensation for the effects of the
molecular internal bias ∆o in readout circuits recalls
the use of electrodes for input circuits we previously
proposed.33,34 Fringing fields from input electrodes may
be tolerated by QCA computational circuitry,35 suggest-
ing that QCA logic may also function in the presence of
charged output electrodes.
This method depends on the ability to effectively can-

cel the internal bias, ∆o. This assumes the ability to
layout circuits with adequate precision in terms of posi-
tion and rotation. This study was done using the ground
state and does not account for finite temperature. It
is likely that thermal effects and entropy may degrade
fanout circuit operation;36 on the other hand, the asym-
metric readout circuits proposed here may be extensible
to clocked molecular QCA.37–41 Clocking may mitigate
thermodynamic effects and improve order in fanout cir-
cuits at room temperature. We have focused on two-dot
cells to keep the circuit state space manageable and cal-
culations tractable.

VI. CONCLUSION

We have proposed a circuit-based method for enhanc-
ing the SNR in spectroscopic readout of molecular QCA.
Illustrated in Figure 15 (not drawn to scale), this involves
the fanout of an output bit onto manifold copies on a
circuit comprised of asymmetric QCA cells. The internal
bias due to molecular asymmetry may be disruptive to
circuit operation, making one output state of the circuit
inaccessible and leaving the circuit stuck in the other out-
put state. Calculations of the circuit ground state show
that we may compensate for the internal molecular bias
using an applied electric field. We have also proposed the

STM tip

incident light

scattered light

cathode

anode

signal from upstream
molecular circuitry

fanout circuit

FIG. 15. The proposed readout circuit involves the fanout of
a bit onto a circuit of asymmetric molecules. Here, a TERS
readout method is illustrated, and charged electrodes provide
the bias-compensating field with a direction indicated using
the blue arrows. Note: the elements of this illustration are
not drawn to scale.

use of charged electrodes to generate the desired field.
Figure 15 shows two-dot cells for consistency with this
paper, but three-dot-cells may be desirable to support
clocking and its attendant benefits. This output scheme
remains compatible with electric-field clocking40,41 and
electric-field inputs,33,42 since the z-component of the
field may be used for clocking, but the bias compensa-
tion in this paper uses the y component. While input and
output circuits may both use the y component of their
respective local fields, spatial separation between inputs
and outputs may prevent unwanted interference.
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